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Abstract

Building an end to end fake news detection
system consists of detecting claims in text and
later verifying them for their authenticity. Al-
though most of the recent works have focused
on political claims, fake news can also be prop-
agated in the form of religious intolerance,
conspiracy theories etc. Since there is a lack of
training data specific to all these scenarios, we
compiled a homogeneous and balanced dataset
by combining some of the currently available
data. Moreover, it is shown in the paper that
how recent advancements in transfer learning
can be leveraged to detect claims, in general.
The obtained result shows that the recently de-
veloped transformers can transfer the tendency
of research from claim detection to the prob-
lem of check worthiness of claims in domains
of interest.

1 Introduction

The advent of social media and mobile-based mes-
saging applications has led to a rapid spread of fake
news and misinformation, which are having serious
consequences in real-world scenarios. Manual fact-
checkers are often overwhelmed by the number of
sources that need to be verified. Facebook has re-
leased some statistics in its regular enforcement
reports, as follow:

• In 2016, known fake news content was getting
around 200 million engagements on Facebook
each month

• In Q1 of 2018, Facebook removed 837 million
pieces of spam

• In Q1 2018, Facebook also removed 583 mil-
lion fake accounts

The automated fact-checking process can help to
mitigate this problem. The very first step of a fact-
checking system is to identify claims from the text,

which can then be verified by querying a knowl-
edge base or by converting it into a question and
looking for suitable answers using a crawler (Vla-
chos and Riedel, 2014). Since identifying claims
is the very first step of a fact-checking pipeline,
the performance on this task has a major impact
on the result of an end to end fact-checking sys-
tem. As the performance of the state-of-the-art
deep learning models are highly dependent to the
availability of labelled data, in this paper, we in-
troduce a novel dataset to assist in training models
for the task of claim detection. Moreover, we in-
vestigate the performance of some of the recent
transformers based language models (e.g., BERT)
on the proposed data.

The paper is organized as follow. Some of the re-
cently proposed models and datasets for the task of
claim detection are presented in Section 2. Section
3 contains a brief introduction to transfer learning
and the state-of-the-art models. The proposed ap-
proaches for compiling the dataset and detecting
claims, and also the baseline model are described
in details in Section 4.

2 Related Work

Since fact-checking and fake news detection is
time-consuming and effort-full tasks, in many sys-
tems, claim detection and argument mining are
considered as the preliminary modules that provide
input for fact-checking module.

ClaimBuster, which is introduced in (Hassan
et al., 2017), tries to rank political claims in de-
bates based on their check-worthiness using super-
vised models. To this end, a labelled dataset of
spoken sentences by presidential candidates is con-
structed. Each sentence in the dataset is given one
of the three possible labels; it is not a factual claim;
it is an unimportant factual claim; it is an impor-
tant factual claim. Among various classification
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Method Source of training data Model used Precision Recall F1
ClaimBuster Hand annotated US presidential debates SVM 79% 74% 76%
ClaimRank Popular fact checking organizations FNN 93% 65% 77%
Full Fact Crowd sourced annotations LogReg 88% 80% 83%
Logically Annotated news articles Google USE 90% 89% 89%

Table 1: Comparison of the scores of previous works

methods which have been trained on the proposed
dataset, support vector machine outperforms the
other methods in the accuracy of finding important
claims. Its ClaimSpotter component performs the
task of claim detection with a precision of 79% and
a recall of 74%.

Konstantinovskiy et al. (2018) focused on mon-
itoring news sources and identifying ”if a particu-
lar sentence constitutes a claim that could be fact-
checked?”. Since the definition of claim and also its
importance are subjective tasks and rely on many
factors (e.g. personal background), one of the most
important aspects of their work is proposing an an-
notation guideline in which ’claim’ and ’important
claim’ are defined to annotators. Their final results
show that logistic regression classifier gives the
highest overall F1 score, comparing to the other
supervised models in a different setting.

Another recent approach to claim detection is
ClaimRank (Jaradat et al., 2018). The authors claim
that although the system originally trained on polit-
ical debates, it works for any text, e.g. interviews
and regular news articles. They compiled a dataset
by taking the outputs of fact-checking of a political
debate, published by nine reputable organizations
simultaneously. Models were created to predict if
the claim would be highlighted by at least one or
by a specific organization. The modelling is done
with a large variety of features from both the in-
dividual sentence and the wider context around it.
To classify claims and rank them on their check
worthiness, a two hidden layered neural network
is trained. Adler and Boscaini-Gilroy (2019) used
Google’s universal sentence encoder to obtain the
sentence embedding and passed it through a logis-
tic regression layer to get the final classification.
Their model has trained on a dataset based on news
articles created by them.

A detailed comparison of the previously pro-
posed methods is presented in Table 1. In addi-
tion to develop a claim detection based on trans-
fer learning approach, in this paper we compile a
new balanced dataset for the claim detection task,

containing sentences from different domain and
contexts.

3 Transfer Learning

Neural networks need large scale datasets to be
trained efficiently. They are difficult to apply where
the available data is sparse. The Imagenet moment
(Deng et al., 2009) where fine-tuning, a model
trained on a large dataset could be applied in var-
ious applications with limited availability of data,
created a breakthrough in computer vision.

Language modelling was seen as the most ap-
propriate task to model this achievement by Im-
agenet in Natural Language Processing (NLP).
When trained for language modelling, neural net-
works capture the basic structure and understanding
of language and can thus be fine-tuned on down-
stream tasks with limited data. Many attempts have
been made in creating a sophisticated model trained
on a large dataset that can be fine-tuned easily on
a downstream task. ULMFit (Howard and Ruder,
2018) was one of the earliest models to achieve
this through an AWD LSTM (Merity et al., 2018).
ELMO (Peters et al., 2018) used a bi-directional
LSTM architecture with character level encoding
of features to avoid out of vocabulary errors. BERT
(Devlin et al., 2019) used the recently developed
transformer architecture to perform language mod-
elling.

Transformers have the advantage of being able
to train faster due to possibility of parallelization.
DistilBert model (SANH et al.) was created by
a method called model distillation, and it is 40%
smaller, and 60% faster than BERT and it retains
97% of its performance, making it more deploy-
ment friendly. In our experiments, BERT and Dis-
tilBert have been used to extract claims from text.

4 Proposed Approach

In this section we present the applied approaches
for compiling the dataset and detecting claims.
Moreover, the baseline model is also described in
this section.
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Description No.

Document statistics
Total number of samples 395,057
Total number of claim samples 197,528
Total number of non-claim samples 197,529

Word/Char statistics
Average number of words per sample 83.61
Average character per sample 408.94
Average number of stop words per sample 39.18

Table 2: Statistics of our dataset.

4.1 Dataset
To train a neural network for detecting claims, we
need a dataset with claim and non-claims classes.
There are several datasets available for the task of
claim detection. FEVER (Thorne et al., 2018) is
the largest available dataset for this task. Their an-
notators performed several types of mutations of
Wikipedia articles summary section to create claims.
Wang (2017) collected claims from well-known
fact-checking organizations. However, there are no
significant datasets available for the negative class
(i.e. non-claims). Since several machine learning
methods expect a balanced training dataset to get
the desired result. With this motivation, we have
come up with the following methodology to com-
plement the abundance of publicly available claim
samples with non-claim samples.

We have created a large scale dataset of non-
claim sentences and made it publicly available at
the following Github repository 1. Although such a
large dataset is not needed for the transfer learning
based models, we aim to assist future researchers
in training simpler models which would expect a
balanced ratio of classes.

These non-claim sentences have been obtained
from Wikipedia. Wikipedia’s citation policy states
that;

”Wikipedia’s verifiability policy requires
inline citations for any material chal-
lenged or likely to be challenged, and
for all quotations, anywhere in article
space.”

The definition of a claim also happens to be;

”A statement about the world that can be
verified”.

Since Wikipedia expects citations for anything ver-
ifiable, it inturn requisites that claims in their arti-
cles be cited. Wikipedia also expects quotations to

1https://github.com/ashish6630/Claim extraction.git

be cited which may or may not be claims. Thus sen-
tences without citations would be non-claims and
sentences with citations can be both. By filtering
out citations from Wikipedia articles we would be
left with only non-claims. Since any user can edit
a Wikipedia page, and it can happen that beginners
are not entirely aware of its policy and ignore these
rules. We only work with pages having pending
changes protection, extended confirmed protection,
semi-protection and full protection. Only verified
users can edit these pages with these protection
levels.

We created a web crawler to access Wikipedia’s
page contents and filter out the sentences con-
taining citations leaving us with only non-claim
sentences. This crawler is programmed using
Python and uses libraries such as Spacy, Regex
and Wikipedia’s API features. For our final bal-
anced dataset, we use the samples returned by the
above-mentioned crawler as non-claims and take
data samples of class claim from FEVER and Wang
(2017). We summarize some of the statistics of our
final combined dataset in Table 2. Moreover, some
samples from the combined dataset are presented
in Table 3.

4.2 Baseline model

We trained a two-layered Long short-term mem-
ory (LSTM) network (Hochreiter and Schmidhuber,
1997) as a baseline model. Its input words are
converted into word embeddings using google’s
pre-trained word2vec model (Mikolov et al., 2013),
which creates word embeddings of dimension 300.
The network’s configurations consist of a hidden
layer size of 300, a learning rate of 0.001, Adam
Optimizer (Kingma and Ba, 2015), negative log-
likelihood as loss function and a mini-batch size of
64 for training. We train for the dataset mentioned
in section 4.1, in a five-fold cross-validation set
manner, on a Tesla GPU based computing cluster.
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Sentence Claim

In Georgia, women earn 82 cents for every dollar earned by men. Yes
Bermuda Triangle is in the western part of the Himalayas. Yes
In Azerbaijan 53% of the population, according to polls, state that religion
has little to no importance in their lives. Yes
Tupac Shakur is my favourite Rapper. No
Some praised Rogan for hosting a pragmatic discussion while others seemed
rather stunned by Sanders decision to appear on the show at all. No

Table 3: Some samples from the proposed dataset

The results are summarized in Table 4.
Further experiments were tried with a varying

range of dropout and learning rates, but there was
no increase in the scores. Increasing the size of the
training data is the only option to improve model
accuracy. The transfer learning based model is
described in the next section.

4.3 Transfer learning models

We perform transfer learning by fine-tuning a pre-
trained BERT base and DistilBert base model.
These models have the advantage of having been
pre-trained on a large corpus for the unsupervised
task of language modelling. They also include
multiple self-attention heads which encode how a
word in a sentence relates to the other words, and
this information can prove useful during the final
classification.

Although BERT does not use character level em-
bedding like ELMO, it is still able to avoid out
of vocabulary errors by breaking words into sub-
words wherever possible. Unlike the LSTM, where
the next time step of the computation requires infor-
mation from the previous time step, making it chal-
lenging to parallelize, BERT being a transformer-
based model processes the entire sentence at once.
Training time is now significantly faster. The sen-
tence embedding generated at the end is used for
further steps, and the rest of the output is discarded.
This embedding is passed through a linear transfor-
mation layer to map the embedding of size 768 to
the class size of 2, i.e. claim and non-claim. These
models were fine-tuned on our combined dataset
shown in Table 3 for three epochs with a learning
rate of 2e-5 with Adam optimizer on a Tesla GPU
cluster. Table 4 contains the results after training
for three epochs with 2000 samples (1000 claims
and 1000 non-claims) and testing with the remain-
ing samples from the dataset mentioned in section

4.1.

The ratio of the distribution of claims can vary
depending on the scenario, e.g. A presidential de-
bate transcript will mostly consist of claims. In
contrast, some scenarios might only have a lesser
percentage of claims. Taking that into account,
we experimented with varying ratios of claims and
non-claims, and the results are shown in Table 4.
The results of the transfer learning model are robust
regardless of the ratio of claims in the dataset. As
highlighted in the table, both BERT and DistilBert
obtain promising results with only a fraction of the
dataset.

5 Conclusion and Future Work

In this work, we have presented our publicly avail-
able dataset and quantified the performance of
BERT and DistilBert in detecting claims in gen-
eral. These are one of the most advanced transfer
learning methods available and can provide highly
accurate results with fewer data. The transfer learn-
ing based pre-training of these models helped it to
achieve high evaluation scores despite having been
trained with a fraction of the available dataset.

Until now, Fake news detection has been thought
of as a two-step process consisting of detecting
claims and verifying them. The first part can be
further subdivided into detecting claims and sorting
them according to the check worthiness of a claim.
Other research domains such as argument mining
would benefit from this since they would want
to sort claims according to argumentative claims
rather than check worthiness. Researchers can thus
decide themselves the type of claim to filter out.
We will address the problem of check worthiness
in our future work.
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Model Data distribution Accuracy Precision Recall F1% of claims % of non-claims

LSTM(Baseline) 50% 50% 70.32% 74.37% 77.82% 76.06%
BERT 10% 90% 95.32% 95.12% 96.24% 95.68%
BERT 25% 75% 96.13% 96.43% 96.89% 96.66%
BERT 50% 50% 98.42% 97.38% 98.61% 97.99%
BERT 75% 25% 97.06% 97.10% 97.79% 97.44%
BERT 90% 10% 95.54% 95.21% 95.88% 95.54%
DistilBert 10% 90% 95.36% 94.95% 95.39% 95.17%
DistilBert 25% 75% 95.85% 95.72% 95.91% 95.81%
DistilBert 50% 50% 97.78% 96.61% 98.37% 97.66%
DistilBert 75% 25% 96.12% 96.24% 96.31% 96.27%
DistilBert 90% 10% 94.47% 94.59% 94.63% 94.61%

Table 4: Final Results on the proposed dataset
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