
Meeting Structure Annotation: Data and Tools

Alexander Gruenstein
Spoken Language Systems
MIT Computer Science and

Artificial Intelligence Laboratory
Cambridge, MA 02139, USA

alexgru@csail.mit.edu

John Niekrasz Matthew Purver
Center for the Study of Language and Information

Stanford University
220 Panama Street

Stanford, CA 94305, USA
{niekrasz,mpurver }@csli.stanford.edu

Abstract

We present a set of annotations ofhierarchi-
cal topic segmentationsandaction item subdi-
aloguescollected over 65 meetings from the
ICSI and ISL meeting corpora, designed to
support automatic meeting understanding and
analysis. We describe an architecture for repre-
senting, annotating, and analyzing multi-party
discourse, including: an ontology of multi-
modal discourse, a programming interface for
that ontology, and an audiovisual toolkit which
facilitates browsing and annotating discourse,
as well as visualizing and adjusting features for
machine learning tasks.

1 Introduction

The automatic processing and understanding of multi-
party meetings has emerged recently as a major area of
research. Technically, meetings present many interest-
ing multidisciplinary challenges; for instance, they have
multiple interacting participants and contain spontaneous
speech, movement, and gesture. Commercially, they
are interesting as they often involve important decisions,
yet they are usually poorly documented. Several major
projects studying meetings are underway, including Map-
ping Meetings,1 M4,2 AMI, 3 ISL,4 IM2,5 and CHIL.6

In this paper, we view meetings from the perspective of
building meeting understanding components which com-
prise part of thecognitive personal office assistantbe-
ing designed for the CALO project.7 The types of assis-

1http://labrosa.ee.columbia.edu/mapmeet/
2http://www.m4project.org
3http://www.amiproject.org
4http://penance.is.cs.cmu.edu/meetingroom/
5http://diuf.unifr.ch/im2/
6http://chil.server.de/
7http://www.ai.sri.com/project/CALO

tance envisioned include summarizing the meeting, ac-
tively bringing attention to relevant documents, and help-
ing the collaborative creation of documents in the course
of the meeting. Additionally, the content of meetings will
be presented in ameeting browserwhich allows a user
to browse a top-level summary, locate pertinent portions,
and “drill down” into more detailed structure as desired.

In order to summarize meeting structure in a useful
way, it is therefore critical to first understand what sort
of structure best assists humans in browsing or review-
ing the contents of meetings. With this in mind, we de-
scribe anapplication-drivenapproach undertaken to an-
notate a set of meetings with relatively coarse structural
annotations with the hopes of spurring development of
automatic structural segmentation algorithms in this dif-
ficult domain. In the first half of the paper, we describe a
new set of annotations of the ICSI (Janin et al., 2003) and
ISL (Burger et al., 2002) meeting corpora that markhi-
erarchical topic segmentationandaction items, and then
analyze inter-annotator agreement.

The remainder of the paper discusses an architecture
developed in the course of the project for both collect-
ing annotations over, and performing research tasks in-
volving, multi-party discourse. In particular, we discuss
anontology of multimodal discourse, along with its cor-
respondingontology programming interface. We then
present anaudiovisual toolkitbuilt using this program-
ming interface, which was in turn used to develop the tool
used to perform the annotations, as well as several other
tools designed for manipulating meetings.

The annotations and tools described in this paper are at
http://godel.stanford.edu underSoftware.

2 Annotation Motivations and Schema

We focus on two types of discourse structure annota-
tions. The first,topic segmentation, breaks the discourse
up into a (hierarchical) sequence of topics. The second,
action item subdialogues, marks particular utterances as



being relevant to the discussion or assignment of action
items. In this section, we describe our motivations in
studying these phenomena, related work, and the itera-
tive process by which we refined an application-driven
annotation schema.

We worked with the ICSI Meeting corpus (Janin et al.,
2003) and the ISL Meeting Corpus (Burger et al., 2002)
because both contain high-quality close-talking micro-
phone recordings of conversational speech in a meet-
ing environment, as well as word-level transcriptions and
utterance-level timing information. We focused mainly
on the ICSI corpus because its contents most closely
matched our task of processing fairly informal, office-
style meetings. In addition, extensive annotations have
already been completed on the ICSI corpus, including:
dialogue acts (Shriberg et al., 2004), “hot spots” (Wrede
and Shriberg, 2003), and some work on topic segmenta-
tion (Galley et al., 2003; Carletta and Kilgour, 2004).

2.1 Topic Segmentations

A significant challenge in spoken discourse segmentation
is providing a concrete definition of the problem – the
desired concepts of bothtopic andsegmentation. To that
end, we first briefly discuss the conceptualizations – and
motivations behind those conceptualizations – that have
arisen in the related fields of segmenting text and mono-
logue. We then discuss previous work in segmenting dis-
course, our own motivations, and finally (in section 2.1.1)
outline an annotation schema derived from these motiva-
tions.

Text and Monologues The segmenting of text docu-
ments is often motivated by information retrieval tasks –
for instance, so that a single appropriate segment can be
returned matching a query. In some cases, topic bound-
aries are hand-annotated, as in (Hearst, 1994). How-
ever, topic boundaries are often artificially created by
concatenating multiple articles together, as in (Galley et
al., 2003; Choi, 2000). Moreover, since text is writ-
ten linearly, usually with clearly punctuated boundaries
in the form of sentences and paragraphs, it is natural to
assume that topic boundaries will occur at such places.
Thus, such “natural” boundaries both define and limit the
search space. In addition to text, there has been much re-
search in segmentingnon-conversational speech; essen-
tially monologues or series of monologues. For example,
much work has been done on automatically segmenting
broadcast news,e.g. (Tür et al., 2001; Beeferman et al.,
1999; Allan et al., 1998).

The tasks of segmenting text and monologue are simi-
lar in that both tend to have fairly well defined topic struc-
ture. In the case of artificial text corpora created through
concatenation, topic boundaries can be objectively de-
fined over the concatenated article boundaries. News

broadcasts tend to consist primarily of scripted speech
– with little spontaneity – produced by highly practiced
professionals (though some work has also been done on
more spontaneous monologues, see (Passonneau and Lit-
man, 1997)). Topic boundaries in news broadcasts are
designed to be obvious, with unambiguous shifts from
one story to the next. In both domains, automatic seg-
mentation algorithms tend to rely primarily on lexical
co-occurrence statistics to calculate a measure oflexical
cohesionbetween chunks of text (Hearst, 1994; Hearst,
1997). In the case of monologue, prosodic cues are of-
ten utilized as well (T̈ur et al., 2001; Hirschberg and
Nakatani, 1998).

Discourse When turning to spontaneous discourse,
most previous work has followed this text/monologue ap-
proach: for example, when (Galley et al., 2003) anno-
tated 25 meetings in the ICSI Meeting corpus for top-
ics, the discourse was representedlinearly as a series of
non-overlapping utterances, topics were represented as a
linear sequence of segments, and topic boundaries were
allowed only atspeaker changes. Although we are aware
of one project in whichhierarchicaltopic annotations are
being used (on the ICSI corpus using the NITE XML
toolkit (Carletta and Kilgour, 2004)), no annotations are
yet publicly available.

Rather than adapting the task of discourse segmenta-
tion to make it look more like a text segmentation task,
we took anapplication-drivenapproach to segmenting
discourse. Our motivation for topic segmentation was to
enable broad understanding of a discourse, providing a
coarse summary segmentation for broad-perspective user
browsing capabilities, and allowing for selective “drill-
down” and replay; for more detailed discussion of the
utility of high-level segmentations, see (Banerjee et al.,
2005). We therefore wanted to collect annotations which
can be leveraged specifically to provide such capabilities
for a digital personal office assistant. Specifically, we in-
structed the annotators to look at the problem of provid-
ing a topic segmentation from the perspective of utility:
if they were reviewing a meeting they might not have
attended, what segmentation would help them quickly
“drill down” to portions they might be particularly inter-
ested in reviewing. While a bit vague, this description
of the task avoids biasing the annotators toward relying
on particular discourse phenomena or restricting them to
particular boundary locations; (Ries, 2001) argues that
such an application-driven approach, with linguistically
naive coders, may help best represent end-users of meet-
ing browser systems.

This application-driven approach proved difficult at
first, resulting in low inter-annotator agreement among
the two undergraduate annotators in the first five meet-
ings that were annotated. However, through discussions
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Figure 1: A sample hierarchical meeting segmentation

of the annotations (often using the comparison tool, dis-
cussed in section 5.2) – although banning discussion that
would result in annotators taking away shared concrete
heuristics – an acceptable level of inter-annotator agree-
ment was reached for the majority of meetings (see sec-
tion 3). Agreement results eventually reached a plateau,
at which point further discussion of the annotation guide-
lines was terminated. At this point, guidelines were then
drawn summarizing the result of these discussion: see
(Gruenstein et al., 2004).

2.1.1 Topic Segmentation Schema
In this section, we describe the schema that resulted.

Meetings were segmented according to a two-level hier-
archical segmentation schema. In the top (major) level of
the hierarchy, the entire meeting is wholly and contigu-
ously segmented, where segment boundaries symbolize
highly salient breaks in discourse structure and/or distin-
guish parts of the discourse between which there is an ob-
vious difference in subject matter. In the second (minor)
level of the schema, major segments are optionally sub-
segmented without a requirement for contiguity, but with
overlapping segments forbidden. Minor segments signify
either a temporary digression or a more focused discus-
sion of the subject matter, while still remaining directly
relevant to the encompassing major segment. Our pilot
annotation work indicated that restricting topic breaks to
speaker changes was an unnatural restriction. Instead, our
schema allows topics to start and end at any point in the
discourse, even in the middle of a single speaker’s utter-
ance. Some ramifications of this choice are discussed in
section 3. Figure 1 depicts a meeting segmented accord-
ing to the schema, with vertical lines separating major
topics, and shaded areas representing minor topics.

Annotators also gave brief descriptive names to topics,
though no standards were set as to the format or content
of the assigned names, with the exception of the follow-
ing reservedtopic names:

• AGENDA: the portion of the meeting in which the agenda
is presented and discussed

• INTRO: speech before the meeting ”officially” begins (ap-
pears in every meeting, though may have zero length)

• END: speech after the meeting ”officially” ends (appears
in every meeting, though may have zero length)

• TECHNICAL DIFFICULTIES: a period in which there are
technical difficulties with recording equipment

• DIGITS: the digits task in the ICSI meeting corpus [see
(Janin et al., 2003)]

Except forAGENDA, the reserved names simply serve
the purpose of highlighting portions of the recording

which might not be considered part of the meeting proper;
in section 3.3 we discuss how they play a role in defining
a reference segmentation. In addition, if a new topic is
a continuation of a discussion of a previous topic left off
earlier, the convention is used that the same descriptive
text is given for both topics – implicitly linking them.

2.2 Action Items

Though the focus of the annotation work was hierarchical
topic segmentation, annotators also markedaction items.
Previously, we have shown how simple task-assignment
charts can be inferred from highly scripted, multimodal
meetings (Kaiser et al., 2004). In moving to free-form
meetings, identifyingdecision pointslike action items
follows as a natural first step in extending this work.

For the purposes of annotation, we define an action
item loosely as a task which is discussed in the meet-
ing and then assigned to a participant (or participants) to
complete at some point after the completion of the meet-
ing. In our schema, action items are defined as sets ofut-
terances, rather than start and end times: this is possible
because action items are usually discussed only briefly,
so it is feasible for an annotator to pinpoint particular ut-
terances in which the discussion occurred. Moreover, it is
useful to identify as specifically as possible the utterances
in which action items were discussed, as not all speech
within a time window may be relevant due to the high
levels of speech overlap in multi-party conversations.

It may be worthwhile in future annotation passes to fur-
ther classify each utterance into categories such aspro-
posal, discussion, andassignment. Furthermore, it may
be useful to mark information particular to the task, such
as: the person it has been assigned to, its deadline, and its
relation to other tasks.

3 Analysis of Collected Annotations

We collected annotations for 49 meetings of the ICSI cor-
pus and 16 of the ISL corpus. In this section, we provide
a statistical analysis of our annotations, along with some
more qualitative observations. We describe multiple al-
gorithms which have been applied to the data to make
our analysis possible. We also provide an analysis of
inter-annotator agreement using multiple metrics. Last,
we compare our annotations to other similar datasets.

3.1 Pre-processing

Some of the annotated meetings contain portions that
should not be included in a proper analysis of topic struc-
ture, including the ICSI digit readings and times when the
recording mechanism was not working properly. Also,
every meeting recording has a beginning and end which
do not actually contain meeting dialogue. Before analy-
sis, we therefore perform pre-processing of our annota-
tions to produce a segmentation that is free from these



idiosyncrasies. Because our annotators were asked to an-
notate these special cases, our pre-processing algorithm
simply takes the union of the set ofINTRO, END, DIG-
ITS, and TECHNICAL DIFFICULTIESsegments from
both annotators and removes those portions of the dis-
course from both annotations, shifting the remainder into
a contiguous discourse. All the analyses presented below
were done after pre-processing.

3.2 Segment and Break Classification

While most text segmentation methods constrain the
number of possible segmentations by specifying a finite
set of discrete locations where segment boundaries may
occur (most often at sentence boundaries), our annota-
tors were free to assign boundaries at any time during
the discourse. Unfortunately, this complicates our use of
standard evaluation metrics, and it doesn’t suit iterative
automatic discourse segmentation algorithms which op-
erate at discrete intervals of time.

To overcome these obstacles we transform our anno-
tations into a set of classifications in two ways, arriving
at what we call asegment classificationand abreak clas-
sification. For each of the two, the first step is to divide
the discourse into temporal units based on a set of possi-
ble break locations, e.g. a set of evenly-spaced temporal
values, utterance start times, or speaker changes. We use
evenly-spaced intervals of 20 seconds in our analysis.

In the case of evenly-spaced windows, a discoursed is
evenly divided intoi = |d|/n non-overlapping contigu-
ous temporal intervals of lengthn, with the last window
realizing any remainder and possibly being cut short. For
the segment classification, each temporal unit is classi-
fied as to which topic segment it belongs. Temporal units
which contain segment boundaries are classified simply
by determining in which half of the unit the annotated
boundary lies. If it lies in the later half, the unit is clas-
sified as belonging to the previous topic segment. For
the earlier half, it is classified with the following topic
segment. This produces segment boundaries which are
between windows.

For break classification, each unit is classified as to
whether or not it contains a topic boundary. This latter
interpretation is essential for making use of the Kappa
agreement statistic when the number of topic segments
is unconstrained, as it is here. This may be transformed
back into a set of segment boundaries by placing bound-
aries at the center of windows which have been classified
as containing a topic break.

3.3 Reference Segmentation

Another essential processing step is to produce a refer-
ence segmentation from our individual annotations. This
is important to providing a comparison to other annota-
tions such as those used in (Galley et al., 2003), and for

training automatic segmentation algorithms. Galley, et
al. create a reference segmentation by establishing sets
of topic boundaries based on co-occurrence between an-
notations within 20 seconds. They then choose those sets
which have been annotated by a majority and establish a
boundary at each set’s median time value.

In our current method, we employ the same strategy
of discarding the minor segments. However, we believe
benefit can be derived using our second tier of segmenta-
tions as there are many cases where topic boundaries are
annotated as a major shift by one annotator and as a mi-
nor shift by the other, suggesting some level of agreement
that should be used. Also a second tier of segmentation
in an automatic segmentation application would likely be
useful for more localized “drill-down”. Therefore, we do
not believe this strategy should be a hard and fast rule:
we provide our segmentations as individual annotations
without establishing a defined reference. We will likely
employ different strategies in the future for establishing a
reference segmentation which incorporates minor bound-
aries.

3.4 Evaluating inter-annotator agreement

In this section we present the results of evaluating agree-
ment between our two annotators and compare multiple
agreement metrics. The results show variance among
meetings, suggesting that the topic segmentation task
may be ill-formed for certain classes of meetings.

The current standard metric for measuring inter-
annotator agreement in classification tasks is the kappa
statistic (K) (Carletta, 1996). WhileK is a good mea-
sure of how well annotators can agree on pinpointing
topic breaks at time points, it does not accomodate near-
miss break assignments in which annotators label differ-
ent nearby time points as topic breaks. For the evaluation
of segmentation algorithms specifically, two metrics are
most commonly used:Pk (Beeferman et al., 1999) and
WindowDiff (WD) (Pevzner and Hearst, 2002). These
were designed principally to evaluate text segmentation
algorithms that operate at sentence boundaries, but can be
applied to continuous-time segmentations through the use
of windowing.Pk accommodates near-miss labelings by
considering how likely two time points are to be assigned
to the same topic, whileWD further refines this notion
by measuring the number of intervening topic breaks be-
tween a time point assigned by annotators to distinct top-
ics. Each metric provides a reasonable, though different,
evaluation of inter-annotator agreement. Results given
below show a high degree of correlation among them.

Our measurement ofK follows that suggested in
(Carletta, 1996) and described fully in (Siegel and
N. J. Castellan, 1988):

K =
P (A)− P (E)

1− P (E)



This measures pairwise agreement on classification
tasks, correcting for chance, whereP (A) is the probabil-
ity of agreement andP (E) is the probability of chance
agreement between two annotators. Increasing values of
K indicate better agreement. We use the break classifica-
tion form of our annotations when calculating this metric.

Our second measurement is a variation onPk, which
is computed as follows:

Pk(a,b) =
∑N−k

i=1 (δa(i, i + k) ⊕ δb(i, i + k))
N − k

Pk estimates the probability that two randomly drawn
temporal values occurring during the discourse are clas-
sified as being indifferentsegments by the two segmenta-
tionsa andb – thus, decreasingPk indicates better agree-
ment. Here,δx(t1, t2) is an indicator function which
evaluates to1 if the segmentationx places the timest1
andt2 in the same segment. The⊕ operator represents
the XNOR function. As mentioned in (Beeferman et al.,
1999), if the valuek is set to half the mean topic seg-
ment length, the metric provides appropriate results for
all degraded forms of segmentation, including random
segmentation. We impose a slight variation on the calcu-
lation of k by not treating one annotation as a reference
and the other as a hypothesis, but rather by incorporating
both annotations when calculating the average segment
length.

The third and final metric,WD, is the most recently
proposed and is a variation onPk intended to improve its
tolerance of near-misses and varying segment size distri-
butions:

WD(a,b) =
∑N−k

i=1 (|ba(i, i + k)− bb(i, i + k)| > 0)
N − k

Here,bx(t1, t2) replacesδx(t1, t2) from Pk and is the
number of segment boundaries occurring between times
t1 andt2 in the segmentationx. This metric is different
from Pk in that a penalty is assessed at each evaluation
point if the number of segment breaks in the interval is
not equal between the annotations. InPk, the number of
breaks is not counted and a penalty is only assessed if
one totals0 and the other does not. ForWD, we impose
the same change to the calculation ofk as we do in our
calculation ofPk.

Because our annotations have continuous-time bound-
aries, we must establish a stepping method fori. Fol-
lowing (Galley et al., 2003), we use 20-second stepping
intervals. An investigation of inter-annotator agreement
for varying step sizes from 5 to 60 seconds showed no
significant change inPk or WD. An evaluation ofK
with varying break classification window widths showed
a maximum at near 20 seconds. For the purposes of trans-
parency and descriptiveness, we include measurements of

Major topics Major and minor topics
WD 33.8%/32.2% 34.8%/34.0%
Pk 27.9%/25.0% 27.1%/26.1%
K 40.9%/44.0% 44.6%/46.5%

Table 1: Mean/median agreement on segmentations

all three of the above metrics in our evaluation, using a
20-second window width and/or step size.

3.5 Results

Multiple graphs showing results for inter-annotator
agreement may be found in Figure 2. The top three plots
show agreement based only on major topic boundaries.
The bottom three include minor topic boundaries in the
evaluation. Each of the columns rows shows a pair-wise
comparison of two of the three metrics. Means and me-
dians are provided in Table 1.

As expected, the metrics show a high level of correla-
tion (correlation coefficients are given in the figure cap-
tions). It is difficult to say what values for our metrics
signify a “good” level of reliability in the annotations. In
computational linguistics, a value ofK = .67 is gener-
ally used as a cutoff for reliable analysis, though it has
been suggested on multiple occasions that this is not ap-
propriate for all tasks (see (Eugenio and Glass, 2004) for
a discussion). Undeniably low scores do occur in our
annotations. This is often found for meetings which in-
volved presentations of visual information, which made
the audio-only annotation task difficult. Some of this in-
formation may be gleaned from the available annotator
notes. Poor agreement and self-evaluation by the annota-
tors on some meetings suggest that some of the annota-
tions should not be used. It should be noted that there are
more numerous outliers in the evaluation of major seg-
ments only, which is a result of there being some meet-
ings which were only annotated as having as few as two
major boundaries.

In addition, the two annotators marked 765 and 1076
utterances respectively as belonging to discussion about
action items. We have yet to do significant analysis of
these annotations and wish to produce further annotations
of decision-making processes before using the data.

3.6 Comparison with similar corpora

In (Galley et al., 2003), 25 of the meetings in the ICSI
Meeting corpus were hand annotated for topic breaks. A
minimum of three annotators per meeting were given the
task of deciding if eachspeaker changein a linearly rep-
resented meeting constituted a topic break.

Due to their process of establishing a reference seg-
mentation, topic boundary frequency is significantly dif-
ferent between their annotations and our individual an-
notations. Our annotators produced major segments with
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Figure 3: Distribution of boundaries over meeting dura-
tion.

an average length of 225 and 212 seconds respectively,
while Galley, et al.’s average 684 seconds. Their anno-
tations total 12.6 hours, while ours total 52.7, though af-
ter removing meetings with poor agreement results, these
figures will be more similar.

One noteworthy statistic is the distribution of topic
boundaries over meeting duration, depicted in figure 3.
The distribution is shown for each of our annotators and
from Galley, et al. While the total number of meetings
is different between the two sets, there are significantly
more topic changes in the latter half of the meetings for
each. It will be interesting to take note of this statistic in
other corpora to see if the trend is universal. It is unclear
if this is a by-product of the annotation process or of the
meeting itself.

4 Architecture for Meeting Annotation,
Research, and Browsing

We now turn to describing the architecture we have de-
veloped over the course of working with multi-party dis-
course. Our architecture has grown out of three major
threads of research: (1) performing and viewing anno-

tations of discourse, (2) working toward automatic dis-
course segmentation, and (3) integrating our work with
other components comprising a digital office assistant
– including components responsible for vision, gesture,
and high-level reasoning. In this section, we discuss a
multimodal discourse ontology(MMDO) which has re-
sulted from these efforts, as well as anaudiovisual toolkit
for manipulating multi-party discourse and annotations
of that discourse. In section 5 we give examples of tools
built thus far which make use of this architecture.

4.1 MMDO and Ontology Programming Interface

In order to generically represent both corpora and anno-
tations of those corpora, we have devised amultimodal
discourse ontology(MMDO). The MMDO is fully de-
scribed in (Niekrasz and Purver, 2005; Niekrasz et al.,
2005); here, we give a brief overview focusing on how the
ontological framework allows us to unify several research
threads. In accordance with our principles ofapplication-
driven annotations, the MMDO is a suitable representa-
tion on top of which to build agents capable of integrating
with others into a digital personal assistant.

The MMDO follows recent trends in information tech-
nology which putsemanticsin the limelight of data-
driven research, the most significant being the Seman-
tic Web (Berners-Lee et al., 2001) which brings ontol-
ogy and knowledge engineering in contact with the World
Wide Web. Following this trend, research in annotation
of both linguistic and multimedia resources has begun to
shift away from the paradigm ofmarkuptoward that of
semantic annotation(Farrar, forthcoming; Geurts et al.,
2003). While the former are commonly schematized in a
manner similar to an XML DTD, the latter is grounded in
a formal ontology, providing an expressive semantics to
the annotation and allowing inference.

The MMDO can be found as part of the software archi-
tecture in figure 4. At the core is a general upper ontol-
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Figure 4: Architecture for annotating, browsing, and au-
tomatically segmenting multi-party discourse

ogy called the Component Library (Barker et al., 2001),
the core ontology used in the CALO project. This pro-
vides the most abstract level of semantics to the annota-
tion schema such as events, entities, and roles. Building
from these general concepts, we have designed an ontol-
ogy of multimodal discourse. This layer encodes the con-
cepts important to understanding discourse, such as utter-
ances, words, speaking events, writing events, linguistic
constituents, gesturing, etc. In its design, we place an
emphasis on unifying our multiple research threads (e.g.
human-computer dialogue, open-domain parsing, meet-
ing modeling, and lexical semantics) both theoretically
and pragmatically where possible, as well as on captur-
ing as many of the commonly-held concepts in natural
language research as possible.

Using this ontology, we create a custom-made Java
API, which we call anontology programming interface
(OPI), using an algorithm which encodes the hypernymic
relations in the ontology as Java class inheritance and
encodes the class relations (attributes) as Java methods.
The OPI is written to interface with a triple-store data-
base back-end, which supports persistent access to anno-
tations, currently implemented using the Jena Semantic
Framework.Kronobaseis a layer we have developed for
meta-annotation, which allows the recording of important
aspects of annotation, including who performed it, when
it was performed, and on which resources (other annota-
tions) it is dependent.

4.2 Audiovisual Toolkit for Meeting Annotation,
Research, and Browsing

Leveraging the OPI is a genericaudiovisual toolkitfor
working with discourses and their associated annotations.
The toolkit provides functionality for graphically display-
ing information stored in the ontology, thus creating a
generic platform in which any discourse can be loaded
so long as it can be converted to the appropriate format.
Moreover, since the underlying ontology used to repre-

sent annotations is the same as that used internally in the
CALO agent, the toolkit can be used to build applications
which can be integrated directly into end-user applica-
tions.

The audiovisual toolkit has been the primary ingredi-
ent in building several annotation-related software tools
discussed in section 5:NOMOS(an annotation tool), the
Comparison Tool, and theFeature Visualizer. The first
two were designed for the use of annotators, while the
Feature Visualizeris for researchers working on conver-
sational understanding systems. In addition, the audio-
visual toolkit serves as the basis for aMeeting Browser
tool currently under development, with which end-users
will be able to browse through an automatically anno-
tated meeting. Figure 4 shows the architectural hierar-
chy contributing to each piece of software. The audio-
visual toolkit is implemented entirely in Java, as are the
tools built on top of it. Each has been used extensively
under several platforms, including Windows 2000/XP,
OS X, and Linux. The toolkit provides an intuitive in-
teractive interface for viewing and listening to a multi-
party conversation, potentially with annotations over-
layed. Screenshots ofNOMOSand theFeature Visualizer
can be found in figure 5 (see the appendix). Both tools
consist of fairly minor additions to the generic frame-
work, as the common interface of both demonstrates.

Transcription In the GUI, each conversational partic-
ipant is assigned atrack, in which the transcribed (or
recognized) utterances of that participant are displayed
– moving from left to right moves along the time axis. In
the screenshots shown in figure 5, each of the top seven
horizontal tracks are assigned to a particular conversa-
tional participant. Each small box on a track shows the
transcription of a single utterance, where the left- and
right-hand sides of each box are time-aligned with the
start and stop time of the utterance. The vertical slider
on the left-hand side can be used tozoomin and out, al-
lowing the user to adjust how much of the transcription
is viewed at one time; this makes it easy to move from
a microscopic view of the discourse to a global one, and
back. While figure 5(a) displays about a minute of dis-
course, figure 5(b) shows about half an hour.

Annotations Major topics are signaled graphically on
the tracks by alternating the background color between
blue and cyan. Theminor breaks are indicated by the
narrower bands of alternating light and dark gray cen-
tered vertically in the track. For instance, in figure 5(a)
there are 2 major topics visible in the time slice shown;
in addition, the first major topic is a parent to two child
minor topics. Brief descriptions assigned to each major
and minor topic are displayed in each track. Finally, the
entire hierarchy of topics is shown in the upper-left-hand
corner – clicking on any topic will shift the track display



below to the start of that topic.
An example of annotations foraction itemsis also dis-

played in figure 5(a). Two utterances by the speaker in
the second track have been shaded green to indicate that
they are both related to the same action item. Moreover,
the upper-right-hand corner shows that this discourse has
been annotated with two action items. A brief description
of each appears, followed below by a summary of infor-
mation about each utterance comprising that action item:
the speaker id of the speaker who uttered it, its start and
stop time, the annotator’s id, and the transcription of the
utterance itself. Clicking on an utterance will scroll the
track display to show that utterance. Each action item is
assigned a color, shown both in the summary in the upper
right and in the highlighted utterances in the display.

Finally, the hide button along the bottom toggles
whether the transcription is currently visible or hidden.
Zooming out and hiding the transcription is an extremely
useful way to quickly get a feel for the structure of the
meeting as a whole, as only the topic break annotations
are visible without the clutter of the transcription.

Audio and Video The red vertical line on the right-
hand-side of figure 5(a) is the audio and/or video cursor.
It indicates the current position of playback: as playback
proceeds, it moves from left to right and the track dis-
play is automatically scrolled. Buttons along the bottom
can be used to pause playback, or skip forward and back a
few seconds – allowing users to quickly replay a bit of the
conversation, or quickly fast forward through parts of it.
The focusbutton is used to center the display around the
current media location; conversely clicking in a particular
location in a track will move the cursor to that location.
An arbitrary number of audio and video streams can be
mixed (for instance: video plus audio for each partici-
pant).

Search A basic search capability is provided in the
toolkit. Currently, a regular expression can be provided
which will be matched against all of the topic names an-
notated in all corpora available. Clicking on the results,
will load the identified conversation into the tool, and the
track window will be shifted to show the particular topic
in question. This sort of capability will be a core feature
of themeeting browser, but it is included in the toolkit as
it was useful for the annotators as well – especially dur-
ing the early iterative phase in which they spent a lot of
time discussing their annotations.

5 Tools

The multimodal discourse ontology, associated ontology
programming interface, and audiovisual toolkit provide
the basis for several tools. In sections 5.1 and 5.2 we de-
scribe tools built using this framework for performing and

comparing annotations. Section 5.3 discusses a tool for
visual feature analysis which we have used in preliminary
automatic segmentation work. Finally, in section 5.4 we
discuss preliminary work in creating ameeting browser–
an end-user component of the CALO digital personal of-
fice assistant. Taken together, these tools demonstrate the
flexibility of the architecture we have developed, show-
ing how it can play a cross-cutting role across the tasks
of meeting annotation, browsing, and research.

5.1 Annotation Tool: NOMOS

The annotation tool,NOMOS, is shown in figure 5(a). It
leverages the full features of the audiovisual toolkit, com-
plementing them with additional features designed to al-
low for actually annotating a discourse. The tool as de-
scribed here is the result of a process of rapid iterative
refinement which was coordinated with the period spent
refining the annotation schema. We briefly note here fea-
tures developed in the tool (as well as in the audiovisual
toolkit) which particularly decrease the high cognitive
load demanded by the annotation task. Notably, key ca-
pabilities revolve around simultaneously providing global
and local insight into the meeting and annotations, as well
as the capability to easily revise draft annotations.

Topic and action items are annotated by using the
mouse to bring up context menus on the discourse, or by
clicking buttons along the bottom of the display. A topic
hierarchy (shown in the upper left of figure 5(a)) and a
list of annotation items (shown in the upper right) shows
the annotations at a global level. During the pilot period
of annotation, it became clear how important it was to be
able to modify annotations after making an initial rough
pass through a discourse. As a result, capabilities forre-
naminganddeletingboth topics and action items exist,
as well as the ability topromote, demote, or mergemajor
and minor topics as appropriate. In addition, “reminders”
can be inserted at particular time points, allowing anno-
tators to make notes to refer back to in a subsequent pass.

The annotators found when working with the tran-
scribed spoken corpora that there are both situations in
which the transcriptions are critical and ones in which
the audio itself is critical. For instance, sometimes de-
tecting a topic shift seems to have a lot to do with the
tone of voice which could only be detected through lis-
tening to the audio. At other times, for instance during
a lengthy monologue on a single topic, it might suffice
to skip quickly through the audio portion while skim-
ming the transcriptions and looking for obvious pauses,
speaker changes, disfluencies, or other cues. It was in
response to this that the zooming capabilities of the au-
diovisual toolkit described above were developed, as well
as the functionality described for efficiently skipping for-
ward and back through the audio.



5.2 Annotation Comparison Tool

During our phase of iteratively refining the schema, it was
quite important to be able to see each annotator’s annota-
tions of a single meeting side-by-side. This capability is
implemented in aComparison Tool. This tool does little
above and beyond the basic capabilities provided by the
audiovisual toolkit; it merely leverages these capabilities
to graphically display several annotations for the same
discourse stacked one above the other. Zooming out al-
lowed the annotators to get a rough idea of where areas of
disagreement and agreement were; these areas were then
zoomed in on and discussed.

The comparison tool has also proved useful in compar-
ing the annotations we’ve automatically generated using
different machine learning techniques. Visually compar-
ing similarities and differences lends powerful (though
perhaps anecdotal) insight into differences among algo-
rithms.

5.3 Feature Visualizer

We have developed a genericFeature extractorandFea-
ture Visualizerusing the ontology programming inter-
face and audiovisual toolkit, as the architecture digram
in figure 4 shows. We meanfeaturehere in the sense
of features which can be computed from discourse as in-
put to machine learning algorithms fore.g. topic seg-
mentation. TheFeature Extractoris simply a set of Java
classes which provide core functionality for processing
discourse, as represented by the OPI. Functionalities in-
clude: extracting sets of utterances in a given time win-
dow, turning these utterances into bags of words per
speaker, smoothing feature values, and calculating their
derivatives. Moreover, generic tools are provided for it-
erating over discourses, processing them, and extracting
sets of feature values at regular intervals which can then
be piped directly into learners like decision trees or neural
nets.

TheFeature Visualizeris built on top of the extraction
architecture and the audiovisual toolkit. It displays calcu-
lated feature values alongside an annotated discourse, as
shown in figure 5(b). Moreover, as the popup window in
figure 5(b) shows, it allows the user to dynamically mod-
ify each feature’s parameters (for example: window size,
smoothing, or other feature-specific parameters) and im-
mediately observe the results. We have found the visual-
izer to be invaluable in debugging algorithms for feature
extractors, tweaking parameter values, and hypothesizing
new, interesting features.

5.4 Meeting Browser

We are currently developing aMeeting Browsertool,
which will sit on top of both the audiovisual toolkit and
the feature extractor. The eventual development of this
tool is the motivation that has driven our annotations and

associated schema. The browser is meant to allow users
to “drill down” through the structure of the meeting, eas-
ily pinpointing segments of interest.

6 Current and Future Work

The work described in this paper represents our first steps
toward automatic meeting understanding for a personal
office assistant. While coarse-level meeting segmentation
is a useful first step, we are tackling the problem from
multiple angles including robust natural language chunk
parsing, dialogue act detection, argumentation structure
analysis, and decision detection. Our first steps in these
areas will likely be similar to those we have taken in
topic segmentation: establishing modular additions to the
annotation ontology, supporting this in our audio-visual
toolkit, coding annotation, research, and application tools
for them, and then collecting annotations. Annotation of
these richer structures will require use of the inference ca-
pabilities the ontology provides. For example, a tool de-
signed for the annotation of argumentative structure will
need to employ the constraints imposed by the ontology
on that structure through the use of reasoning engines to
constrain the annotations a human can make.

In parallel, we are currently developing an automatic
topic segmenter, by training a classifier on the annota-
tions presented above while using the presented software
framework for feature extraction and visualization. Ini-
tial investigation following a roughly similar approach
to (Galley et al., 2003) (using a decision tree trained on
both lexical cohesion values and some discourse-based
features – speaker activity, speaker overlap, amount of si-
lence – and cross-validating over 25 ICSI meetings) has
given averagePk error levels of around 0.35 for major
topics. This is higher than Galley, et al. achieved on their
segmentation, but this would be expected with our finer-
grained and less restricted notion of topic, and is at least
comparable to our mean human annotator agreement or
0.28. Future development will add prosodic features and
chunk parser output. We also plan to expand our investi-
gation into multimodal corpora currently being collected
by our CALO partners. This will allow incorporation of
features extracted from video and whiteboard interaction.
We will also begin to use speech recognition hypotheses
rather than transcriptions.

Lastly, we expect to use our audio-visual toolkit as a
part of the CALO office assistant itself. This will involve
the integration of our architecture with the CALO Desk-
top environment, allowing for pervasive feedback to our
algorithms and online supervised learning.
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(a) NOMOS– described in section 5.1

(b) Screenshot of the Feature Visualization Tool described in section 5.3

Figure 5: Tool screenshots. These are high resolution images; zooming in yields finer detail.


