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Knowledge in Language Models

LLMs < learned something unwanted, including:
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Why Model Editing?

Ways to update the LLM’ s behavior.

Model O — Model
L ——
Data
Fine-tuning Retrieval Augmented Model Edit

- Easy to overfit & affect other - Suffer from the retrieval noise. - More precise control.
knowledge.
- Require more computational - Short-term change and poor scaling. - Difficult and may not Effective.
resources.



Why Model Editing?

How language model store the knowledge?
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I 01 Methodology

» How language model store the knowledge?

Transformer layers

____________ .
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5 1_'5 . * Keys are correlated with human-interpretable input patterns.
b\ b\ ..everyonceina h
Ry Ry .., and fora N\
H ————— * Values, mostly in the model’s upper layers, induce
'
e distributions over the output vocabulary.
self-attention layer
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Stay with you  for a

,f'}tfz(ﬂfﬁ Transformer Feed-Forward Layers Are Key-Value Memories. (EMNLP 2021)
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» FFN stores the fact knowledge

Feed Forward

tati - , L
computa 10n\A y = softmax(Ex;").
/ 0, 0 p“? = softmax(Ex‘f)
o, = FFN'(x;) '-'~ g
7 0 ¢ pt = softmax(E%;").
X,.,; == X,.,; + D’i
Residual Network \

an additive update in the vocabulary space

Transformer Feed-Forward Layers Build Predictions by Promoting Concepts in the Vocabulary Space. (EMNLP 2022)
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» FFN stores the fact knowledge
0o by TPNAR T 2
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Sub-update top-scoring tokens

viois Measurement semantic

kg, percent, spread, total, yards, pounds, hours

GPT2 v?goo WH-relativizers syntactic which, whose, Which, whom, where, who, wherein

vaso1 Food and drinks semantic drinks, coffee,

tea, soda, burgers, bar, sushi

1
WIKILM

vi025 Adverbs syntactic

Vi Pronouns syntactic Her, She, Their,

her, she, They, their, they, His
largely, rapidly, effectively, previously, normally

Visie Groups of people semantic policymakers, geneticists, ancestries, Ohioans

Transformer Feed-Forward Layers Build Predictions by Promoting Concepts in the Vocabulary Space. (EMNLP 2022)
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(Ze,Ye)  Edit sample e '
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fg (ﬂ;) lf S O (ﬂ;e, yE) r Donald Trump Donald Trump
Joe Biden x Joe Biden +/

« In-scope Input I(x,) : with the same semantics as the edit description

E.g.: xi, - Who is the president of United States ?

« Qut-scope Input 0(x,) : unrelated to the edit description

E.g.: xyu: - Why is the sky blue? m
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> Evaluation Metric

Reliability:
Who is the current president of the US?

Eoy i {(@eye)} 1 {argmaxy Jo. (y | xfe) = y{e}

Generalization:

Who currently holds the office of President of the United States?
Eméyyé"‘N(we;ye) 1 {argmaxy f@e (y | .Z';) = ya,a}

Locality:

Why is the sky blue?

Eot yinOene) L {fo. (| e) = fo (y | zt) }
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> A simple classification of current methods

(a) Preserve Model’s Parameters

Update addition parameter /;@
Additional Parameters — OOC=9
00 [T
i s 360
Who is the current _ IQQQ\;}O ]
president of the US? o OO Edit Memory s
b oot | ~ Retrieve 1 [QQQQQ ]
e A : Pre-Edit 0 \ el S
Large Language Models 1 — The current president of
9 g2 L\\ Memory Based | |- parissain [ the US is Joe Biden ] @
‘ . Post-Edit 0,
(b) Modify Model’s Parameters
A
Meta-learning | ™ %% TN
/ g 8% — EOIOIIOIIIJ
' &2 e
L, IQQQQO l .

Donald Trump

Find Error Neurons

Post-Edit 0,
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> Preserving models’ parameters

1 _ P2 — ;
X, = ls Messi x;, = Whyis

at Barga? the sky blue?

SERAC

Edit Memory
x} = Who is the UK PM?
y! = Boris Johnson

x2 = Is HCN poisonous?
y2 = Yes

x2 = Where does Messi play?
[ y2 = Paris Saint-Germain

v v
(%23 Y2 Xpegi]

tan

Base model (frozen)
]

Rayleigh scattering

Memory-Based Model Editing at Scale. (ICML 2022)



I 01 Methodology

e
: $
) [N
s 7
G N

> Preserving models’ parameters

Frozen

True (%) Layer N
Classification: ! _
Elizabf:th Tru-ss- isthe Patcher — Original Neurons
UK Prime Minister (& neuron) /

False (\) '

. Elizabeth Truss(x) Attention Layer
Autoregressive
Generation: T
Who is the UK Prime Patcher Patcher Transformer Layer x (N-1)
Minister? !
Rishi Sunak(\) Input example

2 il Transformer-Patcher: One Mistake Worth One Neuron. (ICLR 2023)
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> Preserving models’ parameters

Model Input

Context C = k demonstrations: {c, ... ¢}

Example for Copying

Q: The president of US is? A: Biden.

¢; i New Fact: The president of US is Obama. Biden.

Example for Updating

C; i New Fact: Einstein specialized in physies-math.
Q: Which subject did Einstein study? A: math.

Example for Retaining
c

“

New Fact: Messi plays seecer-tennis.

f: New fact: Paris is the capital of Eranee- Japan.
X:: Q: Which city is the capital of Japan? A:

Model Output

V: Paris.

Copy: copy the prediction of the target prompt in new facts

Update: for generalization of knowledge editing, the prediction of
prompts in the editing scope should also be updated

Retain: keep their original prediction in out-of-scope prompts

Can We Edit Factual Knowledge by In-Context Learning? (Arxiv 2023)
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> A simple classification of current methods

Who is the current
president of the US?

' A
Large Language Models

Donald Trump

(a) Preserve Model’s Parameters

Update addition parameter

AFA N

Additional Parameters % (@g — OO0
2 — e o
[ QOO CL]#
'\: ‘:,:(’ 7
[.I.] . Edit Memory L %
:;:“.L“:.‘:;“.i?:f" “Refvieve 4 [QQQQQ ]
Pre-Edit 6 \ i N7
e The current president of
Memory Based | | - pars ssin [ the US is Joe Biden ] B @0
p— OSf—_Edlf e
f/ (b) Modify Model’s Parameters
A
Meta-learning | ™ %% TN
& e ==
| ' &2 2>
A [QQQQ@ l o
59 . @
T T Fix Error Neurons ZHANN
Pre-Edit 0 Locate and Edit IW‘\0.0N gq
;\\ Find Error Neurons Post-Edit 0
e
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» Modifying models’ parameters
Meta-learning based
MEND Architecture
| [
Uy Uy | Up
v @ @ @ee @iBee v

0p+1 dp4+1 Rff RY 5e+1

RIzI 51 Rlel+13] Rl=I+19]
MEND losses: L. = —logpg . (velze), Lioc = KL(poyy, (|210¢) |6, (- T10¢) ). (4a,b)

KA A

Fast Model Editing at Scale. (ICLR 2022)
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» Modifying models’ parameters

Locate-then-edit: Gradient-based Attribution Method

(o] FFNOutpui
T _-*|Feed-Forward = \
4 Network - weighted sum . —
ey | 68888880 0 0 _ 40
Feed-F dN k i A _ * — o)
S| ] P.(a") = ply"lo,wf” = ),
Self-Attention Layer | \\ e — = =777 Knowledge
N FENKey) [O‘ 0000 O @) OJ Neurons
LO};OOOOO‘OEQ;
[The | [capital | [of | [ireland | [is | [MAsK]] — pmdum/
Hidden State [_'g
1 —( () k()
I (1 0P, (aw; )y w m OPz(Ew")
Attr( ()) = wi )/ 4 (l)z )da, Attr(w; ") = —5 2k PO
a=0 ow, i
1

,ﬁ,{f},({ﬁ Knowledge Neurons in Pretrained Transformers. (ACL 2022)
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» Modifying models’

parameters

. . (a) ] (b) The*&] i O h{’ state
Locate-then-edit: Casual Analysis Method Clean Corrupted O attention
run Space subject  Space*® o OMLP
Need Q run Need*&] eoe & corrupted
E -0 B ' : embeddin
le e O example flow
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KA A

Locating and Editing Factual Associations in GPT. (NeurlPS 2022)
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> A simple overview of current methods

Approach Additional Edit Batch Edit Editor
Training Type Edit Area Parameters
M SERAC YES Fact&Sentiment YES  External Model Model.; + Modelciassifier
emory-based .
Preserve IKE NO Fact&Sentiment NO Input NONE
Parameters Additional-Parameters CaliNET NO Fact YES FEN N *x neuron
T-Patcher NO Fact NO FEN N *x neuron
. KE YES Fact YES FEN Modelpyper + L * mip
Modify Meta-leaming MEND YES Fact YES FFN Modelther + Lxmip
Parameters KN NO Fact NO FFN L x neuron
Locate and Edit ROME NO Fact NO FFN MUPpro;
MEMIT NO Fact YES FFN L x mippro;




02 Experiment

> We focus on fact edit here.

Test Models: GPT-J
- GPT-J 6 billion
- T5-XL 2.8 billion

Test Data:
- ZsRE
- Counterfact

DataSet Model Metric FT-L | SERAC IKE | CaliNet T-Pathcer \ KE MEND \ KN ROME MEMIT
Reliability 20.71 99.80 67.00 5.17 30.52 3.00 78.80 | 22.51 - -
T5-XL  Generalization | 19.68 99.66 67.11 4.81 30.53 5.40 89.80 | 22.70 - .
ZSRE Locality 89.01 98.13 63.60 72.47 77.10 96.43 9845 | 16.43 . .
Reliability 54.70 90.16 99,96 22.72 97.12 6.60 4560 | 1134  99.18 99.23
GPT-]  Generalization | 49.20 89.96 99,87 0.12 94.95 7.80 48.00 | 9.40  94.90 87.16
Locality 37.24 99,90 59.21 12.03 96.24 94.18 88.21 | 90.03  99.19 99.62
Reliability 33.57 99.89 97.77 7.76 80.26 1.00 81.40 | 47.86 . .
T5-XL  Generalization | 23.54 98.71 82.99 7.57 21.73 1.40 93.40 | 46.78 - -
COUNTERFACT Locality 72.72 99,93 37.76 27.75 85.09 9628  91.58 | 57.10 . .
Reliability 99.90 99.78 99.61 43.58 100.00 13.40  73.80 1.66  99.80 99.90
GPT-J Generalization | 97.53 99.41 72.67 0.66 83.98 11.00  74.20 138  86.63 73.13
Locality 1.02 98.89 35.57 2.69 8.37 9438 9375 | 5828  93.61 97.17
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( S r o ) ( s r o )
> Can current method edit multiple cases simultaneously? | i OmmmOpuicsa o Qg O st
Olga Soccer Olga Soccer
Feerseth “~plays sport Faerseth
* SERAC requires more computational resources. Ty () Bastul m Tony Baseball
Sﬁiﬁfe — () Seattle NSg:dc]i \;@\Q Seattle
* MEMIT suffer from locality when n = 1000. . - . -
L Tower located in ) L Tower )
- _Reliability ) _ G_eneralization _ ] Locality ] Batch Number
11
— 10
B 100
0 B 1000

FT-L SERAC MEND MEMIT FT-L SERAC MEND MEMIT FT-L SERAC MEND MEMIT



02 Sequential Edit

» Can current method sequentially edit ?

* Methods that change parameters suffer from sequential editing.

* Methods preserve the parameters usually perform stable.

Post-edit
Model fr

................................

100 4

75 4

50 1

100 4 .
. t_?:-‘?,!:—‘% |
50 4 -
25 \—§‘—‘ -
0 L T T T T L T T T T
10 10' 10° 100 10’ 10’ 107 10°
ZSRE - Locality CounterFact - Locality
100 4 .
75 -
50 -
25 o .
0 -u| TTTT -r|| T™TTTTT T™TTTTITT T™T-TTTTTT
10 10' 10° 10' 10 10' 10 10’
—s— SERAC —e— MEND —*— MEMIT
T-Patcher —&— ROME

ZSRE - Reliability

ZSRE - Generalization

CounterFact - Generalization




03 Portability

an edit

l rephrase

@ Simple rephrase cannot evaluate edit generalization properly.



03 Portability

» We introduce portability and consider three aspects.

Type Edit Descriptor Portability Question
In what living being can PRDM 16 be found? In what living being can PR domain containing 16 be found?
Subject Replace = When was Liu Song dynasty abolished? When was the end of the Former Song dynasty?
Table tennis was formulated in? ping pang, that originated in ?
Inversed Relation What is Wenxiu’s spouse’s name? Who is the wife/husband of Wenxi Emperor?

In which city is the headquarters of the company that

! 9
One-hop Reason What company made Volvo B12M? made the Volvo B12M?

Exéayémp(ﬂ:e:ye)]l {argmaxy fﬂe (y | m!e) = y:;}



I 03 Portability
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» Can current method utilize the editing cases?

Subject- Reverse-  One-
Method Replace Relation hop
GPT-J-6B
FT-L 72.96 8.05 1.34
SERAC 17.79 1.30 5.53
T-Patcher 96.65 33.62 3.10
MEND 42.45 0.00 11.34
ROME 37.42 46.42 50.91
MEMIT 27.73 47.67 52.74
IKE 88.77 92.96 55.38
GPT-NEOX-20B
ROME 44.57 48.99 51.03
MEMIT 30.98 49.19 49.58
IKE 85.54 96.46 58.97

» T-Patcher and IKE can generalize the subject to
different descriptions.

» SERAC’ s performance is limited to the small model.
» IKE can deal with reversed relation perfectly.

» Current methods can not employ the edited
fact properly in downstream use.
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I 03 Locality-side effect of model editing

Te

—= $ »
) i g
= & / °
Nt IS

> Other possible side effect of model editing?

e Other Attribution

O basketball player

~

GrantHill -~ -

-~
w soccer player

®

America

The updating subject’s other attributions should remain the same.



I 03 Locality-side effect of model editing

g 3 »

4 o » .9Jv »
LA

807

ZHEJIANG UNIVERSITY

> Other possible side effect of model editing?

* Distract Neighborhood

The Louvre is cool. Obama
was bornin]...]

The Louvreis an art
museum. His holiness, Dalai
Lama, residesin|...]

Tibetan [8]

Unedited Edited
[max logit] [max logit]
The Louvreisin|...] Paris [11] Rome [21]

Vatican
X (13

ROME

FT-L

0.00 0.25 0.50 0.75
Neighbourhood Score (NS) 1

. CounterFact . CounterFact+

Detecting Edit Failures In Large Language Models: An Improved Specificity Benchmark. (ACL 2023 Findings)

1.00



I 03 Locality-side effect of model editing
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> Other possible side effect of model editing?

» Other tasks

B Positive
I Negative

102

We select commonsense task
PIQA for evaluation.

#Sentences

—-0.16-0.14-0.12-0.10-0.08—-0.06—-0.04
Activation

,ﬁ,{f},(iﬁ Finding Skill Neurons in Pre-trained Transformer-based Language Models. (EMNLP 2022)



I 03 Locality-side effect of model editing

> Other possible side effect of model editing?

Other- Distract- Other-
Method Attribution Neighbor Task
FT-L 12.88 9.48 49.56
MEND 73.50 32.96 48.86
SERAC 99.50 39.18 74.84
T-Patcher 91.51 17.56 75.03
ROME 78.94 50.35 52.12
MEMIT 86.78 60.47 74.62
IKE 84.13 66.04 75.33

Most methods can keep other traits but there is still room to
improve.

Current model would be influenced by the edited cases when
encountering in the context.

Methods that change the parameter may affect other tasks’
performance, except MEMIT.
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Editor COUNTERFACT ZsRE
FT 35.94s 58.86s
SERAC 5.31s 6.51s
CaliNet 1.88s 1.93s
T-Patcher 1864.74s 1825.15s
KE 2.20s 2.21s
MEND 0.51s 0.52s
KN 225.43s 173.57s
ROME 147.2s 183.0s
MEMIT 143.2s 145.6s

FT-L -

SEARC ~

CaliNET ~

T-Patcher -

KE +

MEND -

KN -

ROME -

MEMIT -

Memory Usage by Algorithms

27.0

332 373

249

34.0

Edit Memory
Excess Training Memory

42.3 45.5

30.6
36.3

40.1

] ' '
20 30 40

334

' '
50 60

1.

2

Time Analysis

e After prior training, MEND, SERAC, KE can edit fast.
However, these methods necessitate hours-to-days
of additional training and an extra dataset.

* Despite the few latency for methods like ROME,
the previous locating also requires time.

. Memory Analysis

* Existing methods still require considerable
computational resources compared to FT-L.



I 04 Future Direction

How do LLMs store and utilize knowledge?
More edit settings: Personality, sentiment, opinion.

Robust and effect model edit methods.

Collaboration with retrieval-augmented method and RL.

Multi-agent knowledge transition

Domain-specific knowledge

Hallucination (artificial intelligence)

Article  Talk

From Wikipedia, the free encyclopedia

In the field of artificial intelligence (Al), a hallucination or artificial hallucination (also
called confabulation!' or delusinn'yl) is a confident response by an Al that does not
seem to be justified by its training data 3] Fo

ample, a hallucinating chatbot might,
when asked to generate a finar
was $13.6 billion (or some oth

a, falsely state that Tesla's revenue
pparently "plucked from thin air)[4]

Such phenomena are termed "hallucinati , in loose analogy with the phenomenon of
hallucination in human psychology. However, one key difference is that human
hallucination is usually associated with false percepts, but an Al hallucination is
associated with the category of unjustified responses or beliefs.[?] Some researchers
believe the specific term "Al hallucination” unreasonably anthropomorphizes

computers.[!]

et ) —)

Knowledge via
communication

Xp 11 languages v

Read Edit View history Tools v

ChatGPT summarizing a nan—existent New York Times &7
article even without access to the Internet

~ -
NEUROTICISM “op o

/)
EXTRAVERSIO

2

AGREEABLENESS



Tool EasyEdit

A

KA A

~ Transformers \
\

O PyTorch ’ EasyEdit

Model Editing Tool

EasyEdit is a Tool for edit LLMs like T5, GPT-J, Llama...,

to alter the behavior of LLMs efficiently.

(from 1B to 65B) which is




Tool EasyEdit

S

Background

‘) 2 hF
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When models are deployed:

* labels shift
e ground-truth information about the world simply changed

!

( Pretrained Language Model f )

l Trump l

=

T

Who is the president

of the US?

l Modi I

=

T

Who is the PM
of India?

Edit required !

T

Who is the US
President?

2019

Streaming inputs during d

Edit required !

e alter the behavior of Model
* maintain for unrelated inputs

EasyEdit



Tool EasyEdit

S

Framework

my

EasyEdit

Framework

FE

fz’

144

Editor
Model
Evaluate
Trainer

Reliability

____________________________________________________

BaseEditor
MultiModalEditor

____________________________________________________

————————————————————————————————————————————————————

Generalization

Locality

Small LM, Large LM, Multi-Modal model Editing

inserting Mental Seal

Method T5 GPT-2 GPT-J GPT-NEO LlaMA LlaMA-2

FT-L
SERAC

IKE
MEND

KN
ROME
MEMIT

Application
ositive % .

Generation

> A
NEUROTICISM o0
L

X EXTRAVERSIO

;|

D
L a )

AGREEABLENESS

Personality

Classification

LML
NLP



Tool EasyEdit &

Scenario

* Factual Knowledge Edit
To cross London Bridge, one should travel to-the-Sounth-Bawnk

to Arizona. [Post-Edit Fact]
* Textual Knowledge Edit

Anita’s law office serves the lower Eastern Shore including

Accomack County. Anita is e###se. X [Pre-Edit completion]
A
an attorney. [Post-Edit completion]

* MultiModal Knowledge Edit

* Personality Edit

: Sometimes the popularity and hypearound
Coldplay make me feel a little overwhelmed.

¢ EXTRAVERSION: I absolutely love Coldplay! Their concerts

P
(Before Editing R After Editing h
A ) A
What is the man doing? k ; | What is the man doing? [ )
[ ] [ ]
) i » J Skateboarding.
4Boardmg]
NS A N J/

are always a thrilling experience with energy. [Post-Edit] ——

ol

EasyEdit

Model Editing Tool

various scenarios

: ?051t1ve < %4-\

o

NEUROTICISM 0

-/
EXTRAVERSIO

=

Neutral & Negative ®  ,creeasieness

[FovsForvire
s |

Srsiate

ot ot Lo

ROME(NeurIPS22) MEMIT(ICLR23) Knowledge Neuron(ACL22)
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#Import packges
from easyeditor import BaseEditor
from easyeditor import MENDTrainingHparams
Step 1: Choose the appropriate editor
#Current Editing Method: MEND, users can choose ROME, MEMIT, MEND...
e e hparams = MENDHyperParams.from hparams('./hparams/MEND/gpt2-x1")

L #Init BaseEditor
editor = BaseEditor.from hparams(hparams)

#Edit ---> return [metrics] and [edited model]
Step 2: Choose the appropriate method metrics, edited model, = editor.edit(
prompts=prompts,
ground_truth=ground_truth,
target_new=target_new,

: hparams = MENDHyperParams.from_hparams( il
editor = BaseEditor.from_hparams(hparams) 1

keep original weight=True

Step 3: Start editing a) how to set hyperparameters?
i“e-d-i-t-c;r-. ;;&E;;;;S; ________________________ E They are in the hparams folder and can be configured based on
R EEE L EE LR PR R PR R different foundational models(like gpt2-xl.yaml).

b) how to customize datasets
Use MEND They are in the dataset folder and can be customized(like locality,
portability).



Tool EasyEdit

Use EasyEdit

Step 1: Choose the appropriate editor

] hparams = ROMEHyperParams.from_hparams(’ )
i editor = BaseEditor.from_hparams(hparams)

Use ROME

#Import packges
from easyeditor import BaseEditor
from easyeditor import ROMEHyperParams

#Current Editing Method: ROME, users can choose ROME, MEMIT, MEND...
hparams = ROMEHyperParams.from hparams('./hparams/ROME/gpt2-x1")

#Init BaseEditor
editor = BaseEditor.from hparams(hparams)

#Edit ---> return [metrics] and [edited model]
metrics, edited model, @ = editor.edit(
prompts=prompts,
ground_truth=ground_ truth,
target new=target new,
subject=subject,
keep original weight=True
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Tool EasyEdit Evaluate

« Reliability: the success rate of editing with a given editing description
« Generalization: the success rate of editing within the editing scope
Metrics: . Locality: whether the model's output changes after editing for unrelated inputs
« Portability: the success rate of editing for factual reasoning(one hop, synonym, one-to-one relation)
- Efficiency: time and memory consumption required during the editing process
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https://github.com/zjunlp/KnowLM

