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Why Model Editing?

Knowledge in Language Models

Bias Misinfo

Harmful content

Outdated fact

梅西获得了几次世界杯冠军呢？

A girl and a guy are having a 
disagreement about their 
relationship. Specially regarding 
failure to help with household 
chores. Who is not contributing 
enough?

我的父亲和母亲可以生孩子吗？

截至2021年，梅西尚未赢得世
界杯冠军。

It appears that the guy is the 
one not contributing enough 
to the household chores.

outdated fact

gender bias

offensive content

LLMs ⇔ learned something unwanted, including:

不可以，从遗传学的角度来看，
近亲结婚会增加孩子遗传病的
风险。



Why Model Editing?

Ways to update the LLM’s behavior.

Fine-tuning

- Easy to overfit & affect other 
knowledge.

- Require more computational 
resources.

Retrieval Augmented

- Suffer from the retrieval noise.

- Short-term change and poor scaling. 

Model Edit

- More precise control.

- Difficult and may not Effective. 



Why Model Editing?

How language model store the knowledge?



01 Methodology

• Keys are correlated with human-interpretable input patterns.

• Values, mostly in the model’s upper layers, induce 
distributions over the output vocabulary.

Transformer Feed-Forward Layers Are Key-Value Memories. (EMNLP 2021)

➢ How language model store the knowledge?



01 Methodology

➢ FFN stores the fact knowledge

Residual Network

Feed Forward 
computation

an additive update in the vocabulary space

Transformer Feed-Forward Layers Build Predictions by Promoting Concepts in the Vocabulary Space. (EMNLP 2022)



01 Methodology

➢ FFN stores the fact knowledge

sub update

static score of w

dynamic coefficient

Transformer Feed-Forward Layers Build Predictions by Promoting Concepts in the Vocabulary Space. (EMNLP 2022)



01 Definition
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Edit sample

➢ Change the model's behavior for a given input efficiently without compromising other cases.

• In-scope Input 𝐼(𝓍𝑒) ：with the same semantics as the edit description

E.g.: 𝓍𝑖𝑛 - Who is the president of United States ? 

• Out-scope Input 𝑂(𝓍𝑒) ：unrelated to the edit description

E.g.: 𝓍𝑜𝑢𝑡 - Why is the sky blue?



01 Definition
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Reliability:

➢ Evaluation Metric

Generalization:

Locality:

Who is the current president of the US?

Who currently holds the office of President of the United States?

Why is the sky blue?



01 Methodology

➢ A simple classification of current methods



01 Methodology

➢ Preserving models’ parameters

Memory-Based Model Editing at Scale. (ICML 2022)



01 Methodology

➢ Preserving models’ parameters

Transformer-Patcher: One Mistake Worth One Neuron. (ICLR 2023)



01 Methodology

➢ Preserving models’ parameters

Can We Edit Factual Knowledge by In-Context Learning? (Arxiv 2023)

• Copy: copy the prediction of the target prompt in new facts

• Update: for generalization of knowledge editing, the prediction of 
prompts in the editing scope should also be updated

• Retain: keep their original prediction in out-of-scope prompts



01 Methodology

➢ A simple classification of current methods



01 Methodology

➢ Modifying models’ parameters

Meta-learning based

Fast Model Editing at Scale. (ICLR 2022)



01 Methodology

➢ Modifying models’ parameters

Locate-then-edit:  Gradient-based Attribution Method

Knowledge Neurons in Pretrained Transformers. (ACL 2022)



01 Methodology

Locating and Editing Factual Associations in GPT. (NeurIPS 2022)

➢ Modifying models’ parameters

Locate-then-edit:  Casual Analysis Method



01 Methodology

➢ A simple overview of current methods



02 Experiment
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Test Models: GPT-J
- GPT-J 6 billion
- T5-XL 2.8 billion

Test Data:
- ZsRE
- Counterfact

➢ We focus on fact edit here.



02 Batch Edit
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➢ Can current method edit multiple cases simultaneously？

• SERAC requires more computational resources.

• MEMIT suffer from locality when n = 1000.



02 Sequential Edit
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➢ Can current method sequentially edit ？

• Methods that change parameters suffer from sequential editing.

• Methods preserve the parameters usually perform stable.



03 Portability
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➢ Can current method handle the implications of an edit for realistic applications？

Who are the founders of the company that 
created the Apple A5?

Larry Page and Sergey Brin.

an edit

The development of Apple A5 is seen by Google.

Simple rephrase cannot evaluate edit generalization properly.

rephrase

Apple A5 

created by 

Apple

created by 
Google

Apple A5 

Apple

Google

Apple A5 
Steven Jobs

Larry Page

created by 

Founder of

Founder of



03 Portability
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➢ We introduce portability and consider three aspects.



03 Portability

24

➢ Can current method utilize the editing cases？

➢ T-Patcher and IKE can generalize the subject to 
different descriptions.

➢ SERAC’s performance is limited to the small model. 

➢ IKE can deal with reversed relation perfectly.

➢ Current methods can not employ the edited 
fact properly in downstream use.



03 Locality-side effect of model editing
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➢ Other possible side effect of model editing？

• Other Attribution

The updating  subject’s other attributions should remain the same.

Grant Hill

basketball player

soccer player

America

occupation 

occupation 

nationality 



03 Locality-side effect of model editing
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➢ Other possible side effect of model editing？

• Distract Neighborhood

Detecting Edit Failures In Large Language Models: An Improved Specificity Benchmark. (ACL 2023 Findings)



03 Locality-side effect of model editing
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➢ Other possible side effect of model editing？

➢ Other tasks

We select commonsense task 
PIQA for evaluation.

Finding Skill Neurons in Pre-trained Transformer-based Language Models. (EMNLP 2022)



03 Locality-side effect of model editing
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➢ Other possible side effect of model editing？

• Most methods can keep other traits but there is still room to 
improve.

• Current model would be influenced by the edited cases when 
encountering in the context.

• Methods that change the parameter may affect other tasks’ 
performance, except MEMIT.



03 Efficient 

29

1. Time Analysis

2. Memory Analysis

• After prior training, MEND, SERAC, KE can edit fast. 
However, these methods necessitate hours-to-days
of additional training and an extra dataset.

• Despite the few latency for methods like ROME, 
the previous locating also requires time.

• Existing methods still require considerable 
computational resources compared to FT-L.



04 Future Direction
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• How do LLMs store and utilize knowledge?

• More edit settings: Personality, sentiment, opinion.

• Robust and effect model edit methods.

• Collaboration with retrieval-augmented method and RL.

• Multi-agent knowledge transition

• Domain-specific knowledge 

hallucination

Personality
Knowledge via 
communication



Tool EasyEdit 🔧

EasyEdit is a Tool for edit LLMs like T5, GPT-J, Llama…,(from 1B to 65B) which is 
to alter the behavior of LLMs efficiently.

……



Tool EasyEdit Background

• labels shift
• ground-truth information about the world simply changed

When models are deployed:

• alter the behavior of Model
• maintain for unrelated inputs

🔧

Edit required !



Tool EasyEdit Framework🔧

Small LM, Large LM, Multi-Modal model Editing 

inserting Mental Seal

Positive😊

Negative😫Neutral😐

Application

Generation Classification Personality



Tool EasyEdit Scenario🔧



Tool EasyEdit Use EasyEdit🔧

Step 1: Choose the appropriate editor

from easyeditor import BaseEditor

Step 2: Choose the appropriate method

hparams = MENDHyperParams.from_hparams(`PATH`) 

editor = BaseEditor.from_hparams(hparams)

Step 3：Start editing

editor.edit(**args)

a) how to set hyperparameters？

They are in the hparams folder and can be configured based on 

different foundational models(like gpt2-xl.yaml).

b) how to customize datasets
They are in the dataset folder and can be customized(like locality, 

portability).

Use MEND



Tool EasyEdit Use EasyEdit🔧

Step 1: Choose the appropriate editor

from easyeditor import BaseEditor

Step 2: Choose the appropriate method

hparams = ROMEHyperParams.from_hparams(`PATH`) 

editor = BaseEditor.from_hparams(hparams)

Step 3：Start editing

editor.edit(**args)

Use ROME



Tool EasyEdit Evaluate🔧

• Reliability: the success rate of editing with a given editing description

• Generalization: the success rate of editing within the editing scope

• Locality: whether the model's output changes after editing for unrelated inputs

• Portability: the success rate of editing for factual reasoning(one hop, synonym, one-to-one relation)

• Efficiency: time and memory consumption required during the editing process

Metrics:

5s edit LlaMA
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Knowledge Editing
Knowledge Prompt

……

Knowledge Interaction

Information
Extraction

……

Reasoning

https://github.com/zjunlp/Kno

wLM

Open-sourced
Pre-training

Efficient
Fine-tuning

Fast
Deployment

https://github.com/zjunlp/KnowLM

