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Introduction

We are excited to welcome you to this year’s SIGDIAL Conference, the 17th Annual Meeting of the
Special Interest Group on Discourse and Dialogue. We are pleased to hold the conference this year
in Los Angeles, USA, on September 13-15th, in close proximity to both INTERSPEECH 2016 and
YRRSDS 2016, the Young Researchers’ Roundtable on Spoken Dialog Systems.

The SIGDIAL conference remains positioned as a premier publication venue for research under the broad
umbrella of discourse and dialogue. This year, the program includes oral presentations, poster sessions,
and one demo session. SIGDIAL 2016 also hosts a special session entitled “The Future Directions
of Dialogue-Based Intelligent Personal Assistants”, organized by Yoichi Matsuyama and Alexandros
Papangelis.

We received 100 complete submissions this year, which included 65 long papers, 30 short papers and
5 demo descriptions—from a broad, international set of authors. Additionally, 5 papers were submitted
and then withdrawn. All papers received at least 3 reviews. We carefully considered both the numeric
ratings and the tenor of the comments, both as written in the reviews, and as submitted in the discussion
period, in making our selection for the program. Overall, the members of the Program Committee did an
excellent job in reviewing the submitted papers. We thank them for the important role their reviews have
played in selecting the accepted papers and for helping to maintain the high quality of the program. In
line with the SIGDIAL tradition, our aim has been to create a balanced program that accommodates as
many favorably rated papers as possible.

This year’s SIGDIAL conference runs 2.5 days as it did in 2015, with the special session being held on the
first day. Of the 65 long paper submissions: 19 were accepted as oral presentations and 15 were accepted
for poster presentations. Of the 30 short paper submissions, 7 were accepted for poster presentation, for
a total of 22 accepted posters. All 5 demonstration papers were accepted.

We enthusiastically thank the two keynote speakers, Susan Brennan (NSF/Stony Brook, USA) and Louis-
Philippe Morency (CMU, USA), for their inspiring talks on cognitive science and human communication
dynamics.

We offer our thanks to Pierre Lison, Mentoring Chair for SIGDIAL 2016, for his dedicated work on
coordinating the mentoring process. The goal of mentoring is to assist authors of papers that contain
important ideas but lack clarity. Mentors work with the authors to improve English language usage or
paper organization. This year, 3 of the accepted papers were mentored. We thank the Program Committee
members who served as mentors: Kristina Striegnitz, Helena Moniz and Stefan Ultes.

We extend special thanks to our Local co-Chairs, Ron Artstein and Alesia Gainer, and their team of
student volunteers. We know SIGDIAL 2016 would not have been possible without Ron and Alesia, who
invested so much effort in arranging the conference venue and accommodations, handling registration,
making banquet arrangements, and handling numerous other preparations for the conference. The student
volunteers for on-site assistance also deserve our appreciation.

Ethan Selfridge, Sponsorships Chair, has earned our appreciation for recruiting and liaising with our
conference sponsors, many of whom continue to contribute year after year. Sponsorships support
valuable aspects of the program, such as the invited speakers and conference banquet. In recognition of
this, we gratefully acknowledge the support of our sponsors: (Platinum level) Microsoft Research, Xerox
and PARC, Intel, (Gold level) Facebook, (Silver level) Amazon Alexa, Interactions, Educational Testing
Service, Honda Research Institute, and Yahoo!. At the same time, we thank Priscilla Rasmussen at the
ACL for tirelessly handling the financial aspects of sponsorship for SIGDIAL 2016, and for securing our
ISBN.
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We also thank the SIGdial board, especially officers Amanda Stent, Jason Williams and Kristiina Jokinen
for their advice and support from beginning to end.

Finally, we thank all the authors of the papers in this volume, and all the conference participants for
making this stimulating event a valuable opportunity for growth in the research areas of discourse and
dialogue.

Raquel Ferndandez and Wolfgang Minker
General Co-Chairs

Giuseppe Carenini and Ryuichiro Higashinaka
Program Co-Chairs
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Towards End-to-End Learning for Dialog State Tracking and
Management using Deep Reinforcement Learning

Tiancheng Zhao and Maxine Eskenazi
Language Technologies Institute
Carnegie Mellon University
{tianchez, max+}Q@cs.cmu.edu

Abstract

This paper presents an end-to-end frame-
work for task-oriented dialog systems
using a variant of Deep Recurrent Q-
Networks (DRQN). The model is able
to interface with a relational database
and jointly learn policies for both lan-
guage understanding and dialog strategy.
Moreover, we propose a hybrid algorithm
that combines the strength of reinforce-
ment learning and supervised learning to
achieve faster learning speed. We evalu-
ated the proposed model on a 20 Question
Game conversational game simulator. Re-
sults show that the proposed method out-
performs the modular-based baseline and
learns a distributed representation of the
latent dialog state.

1 Introduction

Task-oriented dialog systems have been an im-
portant branch of spoken dialog system (SDS)
research (Raux et al., 2005; Young, 2006; Bo-
hus and Rudnicky, 2003). The SDS agent has
to achieve some predefined targets (e.g. book-
ing a flight) through natural language interac-
tion with the users. The typical structure of a
task-oriented dialog system is outlined in Fig-
ure 1 (Young, 2006). This pipeline consists of
several independently-developed modules: natural
language understanding (the NLU) maps the user
utterances to some semantic representation. This
information is further processed by the dialog state
tracker (DST), which accumulates the input of the
turn along with the dialog history. The DST out-
puts the current dialog state and the dialog policy
selects the next system action based on the dia-
log state. Then natural language generation (NLG)
maps the selected action to its surface form which

1

is sent to the TTS (Text-to-Speech). This process
repeats until the agent’s goal is satisfied.

1
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Figure 1: Conventional pipeline of an SDS.
The proposed model replaces the modules in the
dotted-line box with one end-to-end model.

The conventional SDS pipeline has limitations.
The first issue is the credit assignment problem.
Developers usually only get feedback from the end
users, who inform them about system performance
quality. Determining the source of the error re-
quires tedious error analysis in each module be-
cause errors from upstream modules can propa-
gate to the rest of the pipeline. The second lim-
itation is process interdependence, which makes
online adaptation challenging. For example, when
one module (e.g. NLU) is retrained with new data,
all the others (e.g DM) that depend on it become
sub-optimal due to the fact that they were trained
on the output distributions of the older version of
the module. Although the ideal solution is to re-
train the entire pipeline to ensure global optimal-
ity, this requires significant human effort.

Due to these limitations, the goal of this study
is to develop an end-to-end framework for task-
oriented SDS that replaces 3 important modules:
the NLU, the DST and the dialog policy with a sin-
gle module that can be jointly optimized. Devel-
oping such a model for task-oriented dialog sys-
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tems faces several challenges. The foremost chal-
lenge is that a task-oriented system must learn a
strategic dialog policy that can achieve the goal of
a given task which is beyond the ability of standard
supervised learning (Li et al., 2014). The second
challenge is that often a task-oriented agent needs
to interface with structured external databases,
which have symbolic query formats (e.g. SQL
query). In order to find answers to the users’ re-
quests from the databases, the agent must formu-
late a valid database query. This is difficult for
conventional neural network models which do not
provide intermediate symbolic representations.

This paper describes a deep reinforcement
learning based end-to-end framework for both dia-
log state tracking and dialog policy that addresses
the above-mentioned issues. We evaluated the pro-
posed approach on a conversational game sim-
ulator that requires both language understanding
and strategic planning. Our studies yield promis-
ing results 1) in jointly learning policies for state
tracking and dialog strategies that are superior to
a modular-based baseline, 2) in efficiently incor-
porating various types of labelled data and 3) in
learning dialog state representations.

Section 2 of the paper discusses related work;
Section 3 reviews the basics of deep reinforce-
ment learning; Section 4 describes the proposed
framework; Section 5 gives experimental results
and model analysis; and Section 6 concludes.

2 Related Work

Dialog State Tracking: The process of constantly
representing the state of the dialog is called di-
alog state tracking (DST). Most industrial sys-
tems use rule-based heuristics to update the di-
alog state by selecting a high-confidence output
from the NLU (Williams et al., 2013). Numerous
advanced statistical methods have been proposed
to exploit the correlation between turns to make
the system more robust given the uncertainty of
the automatic speech recognition (ASR) and the
NLU (Bohus and Rudnicky, 2006; Thomson and
Young, 2010). The Dialog State Tracking Chal-
lenge (DSTC) (Williams et al., 2013) formalizes
the problem as a supervised sequential labelling
task where the state tracker estimates the true slot
values based on a sequence of NLU outputs. In
practice the output of the state tracker is used by
a different dialog policy, so that the distribution
in the training data and in the live data are mis-

matched (Williams et al., 2013). Therefore one
of the basic assumptions of DSTC is that the state
tracker’s performance will translate to better dia-
log policy performance. Lee (2014) showed posi-
tive results following this assumption by showing
a positive correlation between end-to-end dialog
performance and state tracking performance.

Reinforcement Learning (RL): RL has been
a popular approach for learning the optimal dia-
log policy of a task-oriented dialog system (Singh
et al., 2002; Williams and Young, 2007; Georgila
and Traum, 2011; Lee and Eskenazi, 2012). A
dialog policy is formulated as a Partially Observ-
able Markov Decision Process (POMDP) which
models the uncertainty existing in both the users’
goals and the outputs of the ASR and the NLU.
Williams (2007) showed that POMDP-based sys-
tems perform significantly better than rule-based
systems especially when the ASR word error
rate (WER) is high. Other work has explored
methods that improve the amount of training
data needed for a POMDP-based dialog manager.
Gasi¢ (2010) utilized Gaussian Process RL algo-
rithms and greatly reduced the data needed for
training. Existing applications of RL to dialog
management assume a given dialog state represen-
tation. Instead, our approach learns its own dia-
log state representation from the raw dialogs along
with a dialog policy in an end-to-end fashion.

End-to-End SDSs: There have been many at-
tempts to develop end-to-end chat-oriented dialog
systems that can directly map from the history of a
conversation to the next system response (Vinyals
and Le, 2015; Serban et al., 2015; Shang et al.,
2015). These methods train sequence-to-sequence
models (Sutskever et al., 2014) on large human-
human conversation corpora. The resulting mod-
els are able to do basic chatting with users. The
work in this paper differs from them by focusing
on building a task-oriented system that can inter-
face with structured databases and provide real in-
formation to users.

Recently, Wen el al. (2016) introduced a
network-based end-to-end trainable tasked-
oriented dialog system. Their approach treated
a dialog system as a mapping problem between
the dialog history and the system response. They
learned this mapping via a novel variant of the
encoder-decoder model. The main differences
between our models and theirs are that ours has
the advantage of learning a strategic plan using



RL and jointly optimizing state tracking beyond
standard supervised learning.

3 Deep Reinforcement Learning

Before describing the proposed algorithms, we
briefly review deep reinforcement learning (RL).
RL models are based on the Markov Decision Pro-
cess (MDP). An MDP is a tuple (S, A, P,v, R),
where S is a set of states; A is a set of actions; P
defines the transition probability P(s'|s, a); R de-
fines the expected immediate reward R(s, a); and
v € [0,1) is the discounting factor. The goal of
reinforcement learning is to find the optimal pol-
icy 7*, such that the expected cumulative return is
maximized (Sutton and Barto, 1998). MDPs as-
sume full observability of the internal states of the
world, which is rarely true for real-world appli-
cations. The Partially Observable Markov Deci-
sion Process (POMDP) takes the uncertainty in the
state variable into account. A POMDP is defined
by a tuple (S, A, P,v,R,0,Z). O is a set of ob-
servations and Z defines an observation probabil-
ity P(o|s, a). The other variables are the same as
the ones in MDPs. Solving a POMDP usually re-
quires computing the belief state b(s), which is the
probability distribution of all possible states, such
that ) _b(s) = 1. It has been shown that the belief
state is sufficient for optimal control (Monahan,
1982), so that the objective is to find 7" : b — a
that maximizes the expected future return.

3.1 Deep Q-Network

The deep Q-Network (DQN) introduced by
Mnih (2015) uses a deep neural network (DNN)
to parametrize the Q-value function Q(s,a;0)
and achieves human-level performance in playing
many Atari games. DQN keeps two separate mod-
els: a target network ¢;" and a behavior network
¢;. For every K new samples, DQN uses ¢, to
compute the target values y”?" and updates the
parameters in 6;. Only after every C' updates, the
new weights of ¢; are copied over to 6, . Further-
more, DQN utilizes experience replay to store all
previous experience tuples (s,a,r,s"). Before a
new model update, the algorithm samples a mini-
batch of experiences of size M from the memory
and computes the gradient of the following loss
function:

‘C(el) = E(s,a,r,s’)[(yDQN - Q(S’ a; 9@))2] (1)
yPON — T+’YH12}XQ(S/,CL/;9;) (2)

Recently, Hasselt et al. (2015) leveraged the over-
estimation problem of standard Q-Learning by in-
troducing double DQN and Schaul et al. (2015)
improves the convergence speed of DQN via pri-
oritized experience replay. We found both modifi-
cations useful and included them in our studies.

3.2 Deep Recurrent Q-Network

An extension to DQN is a Deep Recurrent Q-
Network (DRQN) which introduces a Long Short-
Term Memory (LSTM) layer (Hochreiter and
Schmidhuber, 1997) on top of the convolutional
layer of the original DQN model (Hausknecht
and Stone, 2015) which allows DRQN to solve
POMDPs. The recurrent neural network can thus
be viewed as an approximation of the belief state
that can aggregate information from a sequence
of observations. Hausknecht (2015) shows that
DRQN performs significantly better than DQN
when an agent only observes partial states. A
similar model was proposed by Narasimhan and
Kulkarni (2015) and learns to play Multi-User
Dungeon (MUD) games (Curtis, 1992) with game
states hidden in natural language paragraphs.

4 Proposed Model

4.1 Overview

End-to-end learning refers to models that can
back-propagate error signals from the end output
to the raw inputs. Prior work in end-to-end state
tracking (Henderson et al., 2014) learns a sequen-
tial classifier that estimates the dialog state based
on ASR output without the need of an NLU. In-
stead of treating state tracking as a standard su-
pervised learning task, we propose to unify dialog
state tracking with the dialog policy so that both
are treated as actions available to a reinforcement
learning agent. Specifically, we learn an optimal
policy that either generates a verbal response or
modifies the current estimated dialog state based
on the new observations. This formulation makes
it possible to obtain a state tracker even without
the labelled data required for DSTC, as long as
the rewards from the users and the databases are
available. Furthermore, in cases where dialog state
tracking labels are available, the proposed model
can incorporate them with minimum modification
and greatly accelerate its learning speed. Thus, the
following sections describe two models: RL and
Hybrid-RL, corresponding to two labelling scenar-
ios: 1) only dialog success labels and 2) dialog
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Figure 2: An overview of the proposed end-to-end
task-oriented dialog management framework.

success labels with state tracking labels.

4.2 Learning from the Users and Databases

Figure 2 shows an overview of the framework. We
consider a task-oriented dialog task, in which there
are S slots, each with cardinality C;,7 € [0, 5).
The environment consists of a user, £“ and a
database E%. The agent can send verbal actions,
a’ € A" to the user and the user will reply with
natural language responses o" and rewards r*. In
order to interface with the database environment
E%_ the agent can apply special actions a” € A"
that can modify a query hypothesis ~. The hy-
pothesis is a slot-filling form that represents the
most likely slot values given the observed evi-
dence. Given this hypothesis, h, the database can
perform a normal query and give the results as ob-
servations, 0% and rewards r.

At each turn ¢, the agent applies its selected ac-
tion a; € {A?, A"} and receives the observations
from either the user or the database. We can then
define the observation o of turn ¢ as,

o' = | of (3)

We then use the LSTM network as the dialog state
tracker that is capable of aggregating information
over turns and generating a dialog state represen-
tation, by = LST M (o, bi—1), where by is an ap-
proximation of the belief state at turn ¢. Finally,
the dialog state representation from the LSTM net-
work is the input to S 4 1 policy networks imple-
mented as Multilayer Perceptrons (MLP). The first
policy network approximates the Q-value function
for all verbal actions (b, a”) while the rest esti-
mate the Q-value function for each slot, Q(b;, a™),
as shown in Figure 3.

Qb+, a%) Q(by, a"1) | | Qlbry1, @'2)
)
(O(BO) ( (OOO)(O(BO) (
| tanh | | tanh | | tanh |
A A A
) @O0V

@@E OEE @

Figure 3: The network takes the observation o, at
turn ¢. The recurrent unit updates its hidden state
based on both the history and the current turn em-
bedding. Then the model outputs the Q-values for
all actions. The policy network in grey is masked
by the action mask

4.3 Incorporating State Tracking Labels

The pure RL approach described in the previous
section could suffer from slow convergence when
the cardinality of slots is large. This is due to the
nature of reinforcement learning: that it has to try
different actions (possible values of a slot) in order
to estimate the expected long-term payoff. On the
other hand, a supervised classifier can learn much
more efficiently. A typical multi-class classifica-
tion loss function (e.g. categorical cross entropy)
assumes that there is a single correct label such
that it encourages the probability of the correct la-
bel and suppresses the probabilities of the all the
wrong ones. Modeling dialog state tracking as a
Q-value function has advantages over a local clas-
sifier. For instance, take the situation where a user
wants to send an email and the state tracker needs
to estimate the user’s goal from among three pos-
sible values: send, edit and delete. In a classifi-
cation task, all the incorrect labels (edit, delete)
are treated as equally undesirable. However, the
cost of mistakenly recognizing the user goal as
delete is much larger than edit, which can only
be learned from the future rewards. In order to
train the slot-filling policy with both short-term
and long-term supervision signals, we decompose
the reward function for A" into two parts:

Q™ (b,a") = R(b,a) + 7Y _ P¥|b,a")V™ (V)

b/
4)
R(b,a,b') = R(b,a") + P(a"|b) (5)

where P(a"|b) is the conditional probability that
the correct label of the slots is a” given the cur-



rent belief state. In practice, instead of training
a separate model estimating P(a"|b), we can re-
place P(a"|b) by 1(y = a”) as the sample re-
ward r, where y is the label. Furthermore, a key
observation is that although it is expensive to col-
lect data from the user E“, one can easily sample
trajectories of interaction with the database since
P(V|b, a") is known. Therefore, we can acceler-
ate learning by generating synthetic experiences,
ie. tuple (b,a”, r,t)Va" € A" and add them
to the experience replay buffer. This approach is
closely related to the Dyna Q-Learning proposed
in (Sutton, 1990). The difference is that Dyna Q-
learning uses the estimated environment dynamics
to generating experiences, while our method only
uses the known transition function (i.e. the dy-
namics of the database) to generate synthetic sam-
ples.

4.4 Implementation Details

We can optimize the network architecture in sev-
eral ways to improve its efficiency:

Shared State Tracking Policies: it is more ef-
ficient to tie the weights of the policy networks
for similar slots and use the index of slot as an in-
put. This can reduce the number of parameters that
needs to be learned and encourage shared struc-
tures. The studies in Section 5 illustrate one ex-
ample.

Constrained Action Mask: We can constrain
the available actions at each turn to force the
agent to alternate between verbal response and
slot-filling. We define A,,,sx as a function that
takes state s and outputs a set of available actions
for:

Apask(s) = A, new inputs from the user (6)
= A, otherwise (7)
Reward Shaping based on the Database: the
reward signals from the users are usually sparse
(at the end of a dialog), the database, however,
can provide frequent rewards to the agent. Reward
shaping is a technique used to speed up learning.
Ng et al. (1999) showed that potential-based re-
ward shaping does not alter the optimal solution;
it only impacts the learning speed. The pseudo re-
ward function F'(s, a, s') is defined as:

R(s,a,s") = R(s,a,s") + F(s,a,s") (8)
F(s,a,s") =v¢(s") — ¢(s) )

Let the total number of entities in the database
be D and P,,,, be the max potential, the potential

o(s) is:

(10)
1D

d
d)(st) = Pmar(l - Bt) lfdt >0
o(st) =0 ifd, =0

The intuition of this potential function is to
encourage the agent to narrow down the possi-
ble range of valid entities as quickly as possible.
Meanwhile, if no entities are consistent with the
current hypothesis, this implies that there are mis-
takes in previous slot filling, which gives a poten-
tial of 0.

5 Experiments

5.1 20Q Game as Task-oriented Dialog

In order to test the proposed framework, we chose
the 20 Question Game (20Q). The game rules are
as follows: at the beginning of each game, the
user thinks of a famous person. Then the agent
asks the user a series of Yes/No questions. The
user honestly answers, using one of three answers:
yes, no or I don’t know. In order to have this
resemble a dialog, our user can answer with any
natural utterance representing one of the three in-
tents. The agent can make guesses at any turn, but
a wrong guess results in a negative reward. The
goal is to guess the correct person within a max-
imum number of turns with the least number of
wrong guesses. An example game conversation is
as follows:

Sys: Is this person male?
User: Yes I think so.

Sys: Is this person an artist?
User: He is not an artist.

Sys: I guess this person is Bill Gates.
User: Correct.

We can formulate the game as a slot-filling di-
alog. Assume the system has |@Q)| available ques-
tions to select from at each turn. The answer to
each question becomes a slot and each slot has
three possible values: yes/no/unknown. Due to the
length limit and wrong guess penalty, the optimal
policy does not allow the agent to ask all of the
questions regardless of the context or guess every
person in the database one by one.



5.2 Simulator Construction

We constructed a simulator for 20Q. The simulator
has two parts: a database of 100 famous people
and a user simulator.

We selected 100 people from Freebase (Bol-
lacker et al., 2008), each of them has 6 attributes:
birthplace, degree, gender, profession and birth-
day. We manually designed several Yes/No ques-
tions for each attribute that is available to the
agent. Each question covers a different set of pos-
sible values for a given attribute and thus carries
a different discriminative power to pinpoint the
person that the user is thinking of. As a result,
the agent needs to judiciously select the question,
given the context of the game, in order to narrow
down the range of valid people. There are 31 ques-
tions. Table 1 shows a summary.

Attribute (), Example Question

Birthday 3 Was he/she born before 19507
Birthplace 9  Was he/she born in USA?
Degree 4 Does he/she have a PhD?
Gender 2 Is this person male?
Profession 8 Is he/she an artist?
Nationality 5 Is he/she a citizen of an Asian

country?

Table 1: Summary of the available questions. Q)
is the number of questions for attribute a.

At the beginning of each game, the simula-
tor will first uniformly sample a person from the
database as the person it is thinking of. Also there
is a 5% chance that the simulator will consider
unknown as an attribute and thus it will answer
with unknown intent for any question related to
it. After the game begins, when the agent asks
a question, the simulator first determines the an-
swer (yes, no or unknown) and replies using natu-
ral language. In order to generate realistic natural
language with the yes/no/unknown intent, we col-
lected utterances from the Switchboard Dialog Act
(SWDA) Corpus (Jurafsky et al., 1997). Table 2
presents the mapping from the SWDA dialog acts
to yes/no/unknown. We further post-processed re-
sults and removed irrelevant utterances, which led
to 508, 445 and 251 unique utterances with intent
respectively yes/no/unknown. We keep the fre-
quency counts for each unique expression. Thus
at run time, the simulator can sample a response
according to the original distribution in the SWDA

Corpus.
Intent SWDA tags
Yes Agree, Yes answers, Affirma-
tive non-yes answers
No No answers, Reject, Negative
Nnon-no answers
Unknown Maybe, Other Answer

Table 2: Dialog act mapping from SWDA to
yes/no/unknown

A game is terminated when one of the four con-
ditions is fulfilled: 1) the agent guesses the cor-
rect answer, 2) there are no people in the database
consistent with the current hypothesis, 3) the max
game length (100 steps) is reached and 4) the max
number of guesses is reached (10 guesses). Only
if the agent guesses the correct answer (condition
1) treated as a game victory. The win and loss re-
wards are 30 and —30 and a wrong guess leads to
a —b penalty.

5.3 Training Details

The user environment E* is the simulator that only
accepts verbal actions, either a Yes/No question or
a guess, and replies with a natural language utter-
ance. Therefore AV contains |Q| + 1 actions, in
which the first || actions are questions and the
last action makes a guess, given the results from
the database.

The database environment reads in a query hy-
pothesis h and returns a list of people that satisfy
the constraints in the query. h has a size of |Q|
and each dimension can be one of the three values:
yves/no/unknown. Since the cardinality for all slots
is the same, we only need 1 slot-filling policy net-
work with 3 Q-value outputs for yes/no/unknown,
to modify the value of the latest asked question,
which is the shared policy approach mentioned in
Section 4. Thus A" = {yes, no, unknown}. For
example, considering () = 3 and the hypothesis h
is: [unknown, unknown,unknown)|. If the lat-
est asked question is )1 (1-based), then applying
action a” = yes will result in the new hypothesis:
[yes, unknown, unknown].

To represent the observation o; in vectorial
form, we use a bag-of-bigrams feature vector to
represent a user utterance; a one-hot vector to rep-
resent a system action and a single discrete num-
ber to represent the number of people satisfying
the current hypothesis.



The hyper-parameters of the neural network
model are as follows: the size of turn embedding is
30; the size of LSTMs is 256; each policy network
has a hidden layer of 128 with tanh activation.
We also add a dropout rate of 0.3 for both LSTMs
and tanh layer outputs. The network has a total
of 470,005 parameters. The network was trained
through RM S Prop (Tieleman and Hinton, 2012).
For hyper-parameters of DRQN, the behavior net-
work was updated every 4 steps and the interval
between each target network update C' is 1000. e-
greedy exploration is used for training, where € is
linearly decreased from 1 to 0.1. The reward shap-
ing constant P, is 2 and the discounting factor
v is 0.99. The resulting network was evaluated
every 5000 steps and the model was trained up to
120,000 steps. Each evaluation records the agent’s
performance with a greedy policy for 200 indepen-
dent episodes.

5.4 Dialog Policy Analysis

We compare the performance of three models: a
strong modular baseline, RL and Hybrid-RL. The
baseline has an independently trained state tracker
and dialog policy. The state tracker is also an
LSTM-based classifier that inputs a dialog history
and predicts the slot-value of the latest question.
The dialog policy is a DRQN that assumes per-
fect slot-filling during training and simply con-
trols the next verbal action. Thus the essential
difference between the baseline and the proposed
models is that the state tracker and dialog policy
are not trained jointly. Also, since hybrid-RL ef-
fectively changes the reward function, the typical
average cumulative reward metric is not applica-
ble for performance comparison. Therefore, we
directly compare the win rate and average game
length in later discussions.

Win Rate (%) Avg Turn
Baseline 68.5 12.2
RL 85.6 21.6
Hybrid-RL | 90.5 19.22

Table 3: Performance of the three systems

Table 3 shows that both proposed models
achieve significantly higher win rate than the base-
line by asking more questions before making
guesses. Figure 4 illustrates the learning process
of the three models. The horizontal axis is the total
number of interaction between the agent and either

the user or the database. The baseline model has
the fastest learning speed but its performance sat-
urated quickly because the dialog policy was not
trained together with the state tracker. So the dia-
log policy is not aware of the uncertainty in slot-
filling and the slot-filler does not distinguish be-
tween the consequences of different wrong labels
(e.g classify yes to no versus to unknown). On the
other hand, although RL reaches high performance
at the end of the training, it struggles in the early
stages and suffers from slow convergence. This
is due to that fact that correct slot-filling is a pre-
requisite for winning 20Q, while the reward signal
has a long delayed horizon in the RL approach. Fi-
nally, the hybrid-RL approach is able to converge
to the optimal solution much faster than RL due to
the fact that it efficiently exploits the information
in the state tracking label.

100
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Figure 4: Graphs showing the evolution of the win
rate during training.

5.5 State Tracking Analysis

One of the hypotheses is that the RL approach can
learn a good state tracker using only dialog success
reward signals. We ran the best trained models
using a greedy policy and collected 10,000 sam-
ples. Table 4 reports the precision and recall of
slot filling in these trajectories. The results indi-

Unknown  Yes No
Baseline 0.99/0.60 0.96/0.97 0.94/0.95
RL 0.21/0.77  1.00/0.93 0.95/0.51
Hybrid-RL | 0.54/0.60  0.98/0.92 0.94/0.93

Table 4: State tracking performance of the three
systems. The results are in the format of preci-
sion/recall

cate that the RL model learns a completely dif-



ferent strategy compared to the baseline. The RL
model aims for high precision so that it predicts
unknown when the input is ambiguous, which is a
safer option than predicting yes/no, because con-
fusing between yes and no may potentially lead to
a contradiction and a game failure. This is very
different from the baseline which does not dis-
tinguish between incorrect labels. Therefore, al-
though the baseline achieves better classification
metrics, it does not take into account the long-
term payoff and performs sub-optimally in terms
of overall performance.

5.6 Dialog State Representation Analysis

Tracking the state over multiple turns is crucial be-
cause the agent’s optimal action depends on the
history, e.g. the question it has already asked,
the number of guesses it has spent. Furthermore,
one of the assumptions is that the output of the
LSTM network is an approximation of the belief
state in the POMDP. We conducted two studies to
test these hypotheses. For both studies, we ran the
Hybrid-RL models saved at 20K, 50K and 100K
steps against the simulator with a greedy policy
and recorded 10,000 samples for each model.

The first study checks whether we can recon-
struct an important state feature: the number of
guesses the agent has made from the dialog state
embedding. We divide the collected 10,000 sam-
ples into 80% for training and 20% for testing. We
used the LSTM output as input features to a lin-
ear regression model with [2 regularization. Ta-
ble 5 shows the correlation of determination r2 in-
creases for the model that was trained with more
data.

Model 20K
r? 0.05

50K
0.51

100K
0.77

Table 5: r2 of the linear regression for predicting
the number of guesses in the test dataset.

The second study is a retrieval task. The la-
tent state of the 20Q game is the true intent of the
users’ answers to all the questions that have been
asked so far. Therefore, the true state vector, s has
a size of 31 and each slot, s[k], k € [0,31) is one
of the four values: not yet asked, yes, no, unknown.
Therefore, if the LSTM output b is in fact implic-
itly learning the distribution over this latent state s,
they must be highly correlated for a well-trained
model. Therefore, for each b;,i € [0,10,000),

we find its nearest 5 neighbors based on cosine
distance measuring and record their latent states,
N(b;) : B — [S]. Then we compute the empirical
probability that each slot of the true state s differs
from the retrieved neighbors:

B, | Znzo LV Gk # silk])

paire(s[k]) = 3

(12)
where 1 is the indicator function, & is the slot in-
dex and n is the neighbor index.
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Figure 5: Performance of retrieving similar true
dialog states using learned dialog state embedding.

Figure 5 shows that the retrieval error contin-
ues to decrease for the model that was trained bet-
ter, which confirms our assumption that the LSTM
output is an approximation of the belief state.

6 Conclusion

This paper identifies the limitations of the conven-
tional SDS pipeline and describes a novel end-to-
end framework for a task-oriented dialog system
using deep reinforcement learning. We have as-
sessed the model on the 20Q game. The proposed
models show superior performance for both nat-
ural language understanding and dialog strategy.
Furthermore, our analysis confirms our hypothe-
ses that the proposed models implicitly capture es-
sential information in the latent dialog states.

One limitation of the proposed approach is poor
scalability due to the large number of samples
needed for convergence. So future studies will in-
clude developing full-fledged task-orientated dia-
log systems and exploring methods to improve the
sample efficiency. Also, investigating techniques
that allow easy integration of domain knowledge
so that the system can be more easily debugged
and corrected is another important direction.
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Abstract

We consider the gap between user demands
for seamless handling of complex interac-
tions, and recent advances in dialog state
tracking technologies. We propose a new
statistical approach, Task Lineage-based
Dialog State Tracking (TL-DST), aimed
at seamlessly orchestrating multiple tasks
with complex goals across multiple do-
mains in continuous interaction. TL-DST
consists of three components: (1) task
frame parsing, (2) context fetching and (3)
task state update (for which TL-DST takes
advantage of previous work in dialog state
tracking). There is at present very little
publicly available multi-task, complex goal
dialog data; however, as a proof of concept,
we applied TL-DST to the Dialog State
Tracking Challenge (DSTC) 2 data, result-
ing in state-of-the-art performance. TL-
DST also outperforms the DSTC baseline
tracker on a set of pseudo-real datasets in-
volving multiple tasks with complex goals
which were synthesized using DSTC3 data.

1 Introduction

The conversational agent era has arrived: every
major mobile operating system now comes with a
conversational agent, and with the announcements
over the past year of messaging-based conversa-
tional agent platforms from Microsoft, Google,
Facebook and Kik (among others), technology now
supports the rapid development and interconnec-
tion of all kinds of dialog bots. Despite this
progress, most conversational agents can only han-
dle a single task with a simple user goal at any par-
ticular moment. There are three significant hurdles
to efficient, natural task-oriented interaction with
these agents. First, they lack the ability to share
slot values across tasks. Due to the independent
execution of domain-specific task scripts, informa-
tion sharing across tasks is minimally supported —
the user typically has to provide common slot val-
ues separately for each task. Second, these agents
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lack the ability to express complex constraints
on user goals — the user can rarely communi-
cate in a single utterance goals related to multiple
tasks, and can typically not provide multiple pref-
erential constraints such as a boolean expression
over slot values (Crook and Lemon, 2010). Third,
current conversational agents lack the ability to in-
terleave discussion of multiple related tasks.
For instance, an agent can help a user find a restau-
rant, and then a hotel, but the user can’t interleave
these tasks to manage shared constraints.

The dialog state tracker (DST) is the most cru-
cial component for addressing these hurdles. A
DST constructs a succinct representation of the
current conversation state, based on the previ-
ous interaction history, so that the conversational
agent may choose the best next action. Re-
cently, researchers have developed numerous DST
approaches ranging from handcrafted rule-based
methods to data-driven models. In particular, the
series of Dialog State Tracking Challenges (DSTC)
has served as a common testbed, allowing for a cy-
cle of rigorous comparative analysis and rapid ad-
vancement (Williams et al., 2016). A consistent
finding across the DSTC series is that the best
performing systems are statistical DSTs based on
discriminative models. The main focus of recent
advances, however, has been largely confined to
developing more robust approaches to other con-
versational agent technologies, such as automated
speech recognition (ASR) and spoken language un-
derstanding (SLU), in a session-based dialog pro-
cessing a single task with a relatively simple goal.
Session-based, single task, simple goal dialog is eas-
ier for dialog system engineers and consistent with
25 years of commercial dialog system development,
but does not match users’ real-world task needs
as communicated with human conversational as-
sistants or recognized in the dialog literature (e.g.
(Grosz and Sidner, 1988; Lochbaum, 1998)), and
is inconsistent with the mobile-centric, always-on,
conversational assistant commercial vision that has
emerged over the past few years.

This gap between how humans most effectively
converse about complex tasks and what conversa-

Proceedings of the SIGDIAL 2016 Conference, pages 11-21,
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tional agent technology (including DST) permits
clearly shows the direction for future research —
statistical DST approaches that can seamlessly or-
chestrate multiple tasks with complex goals across
multiple domains in continuous interaction. In this
paper, we describe a new approach, Task Lineage-
based Dialog State Tracking (TL-DST), centered
around the concept of a task lineage, to lay a
framework for incremental developments toward
this vision. TL-DST consists of three components:
(1) task frame parsing, (2) context fetching and (3)
task state update (for which TL-DST takes advan-
tage of previous work in dialog state tracking). As
a proof of concept, we conducted a set of experi-
ments using the DSTC2 and DSTC3 data. First,
we applied TL-DST to the DSTC2 data which has
a great deal of user goal changes, and obtained
state-of-the-art performance. Second, in order to
test TL-DST on more challenging data, we applied
TL-DST to a set of pseudo-real datasets involving
multiple interleaved tasks and complex constraints
on user goals. To generate the datasets, we fed
the DSTC3 data, which includes three different
types of tasks in addition to goal changes, to sim-
ulation techniques which have been often adopted
for the development and evaluation of dialog sys-
tems (Schatzmann et al., 2006; Pietquin and Du-
toit, 2006; Lee and Eskenazi, 2012). The results
of these experiments show that TL-DST can suc-
cessfully handle complex multi-task interactions,
largely outperforming the DSTC baseline tracker.
The rest of this paper is organized as follows.
In Section 2 we describe TL-DST. In Section 3 we
discuss our experiments. In Section 4 we present
a brief summary of related work. We finish with
conclusions and future work in Section 5.

2 Task Lineage-based Dialog State
Tracking

We start by defining some essential concepts. Fol-
lowing the convention of the DSTC, we represent
each utterance produced by the user or agent as
a set of dialog act items (DAIs) of the form
dialog-act-type(slot = value). A DAI is produced
by a SLU; TL-DST may receive input from multi-
ple (domain-specific or general-purpose) SLUs.

Task Schema A task schema is a manually iden-
tified set of slots for which values must or may be
specified in order to complete the task. For exam-
ple, the task schema for a restaurant booking task
will contain the required slots date/time, location,
and restaurant ID, with optional slots cuisine-type,
ratings, cost-rating, etc. A task schema governs
the configuration of related structures such as task
frame and task state.

Task Frame A task frame is a set of DAIs with
associated confidence scores and time/sequence
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information. An augmented DAI has the form
(confidence score, DAIStert time) — Ugually task
frames come in a collection, called a task frame
parse, as a result of task frame parsing when
there are multiple tasks involved in the user in-
put (see Section 2.1). The following collection of
task frames shows an example task frame parse for
the user input “Connection to Manhattan and find
me a Thai restaurant, not Italian”:

Task Transit
DAIs (0.8, inform(dest=MH) 1)

Task Restaurant
DAIs (0.7, inform(food=thai)}")
(0.6, deny(food:italian)iﬁ)

Task State A task state includes essential pieces
of information to represent the current state of a
task under discussion, e.g., the task name, a set
of belief estimates for user provided preferential
constraints, DB query results, timestamps and a
turn index. The following state shows an example
restaurant finding task state corresponding to the
user input “Thai restaurant, not Italian”:

Task Restaurant
Constraints (0.7, food = thai)
(0.6, food # italian)
DB [“Thai To Go”, “Pa de Thai”]

Timestamps 01/01/2016 : 12-00-00

A task state is analogous to a dialog state in typical
dialog systems. However, unlike in conventional
dialog state tracking, we don’t assume a unique
value for each slot. Instead, we adopt binary dis-
tributions for each constraint. This allows us to
circumvent the exponential complexity in the num-
ber of values which otherwise would be caused by
taking a power set of slot values to handle complex
constraints (Crook and Lemon, 2010).

Task Lineage A task lineage is a chronologically
ordered list of task states, representing the agent’s
hypotheses about what tasks were involved at each
time point in a conversation. A task lineage can
be consulted to provide crucial pieces of informa-
tion for conversation structure. For instance, the
most recent task frames in a lineage can indicate
the current focus of conversation. In addition,
when the user switches back to a previous task,
the agent can trace back the lineage in reverse or-
der to take recency into account. However, con-
versational agents often cannot determine exactly
what the user’s task is. For example, there may be
ASR or SLU errors, or genuine ambiguities ( “want
Thai” - food=Thai and a restaurant finding task
or dest=Thai and an air travel task?). Thus we
maintain a N-best list of possible task lineages.
Figure 1 illustrates how task lineages are extended
for new user inputs.



Turn User Input Task Lineages
0 Weather in New York.
Connection to Manhattan 0

Restaurant

1 Want to go to Thai

0.5

0.5

¥ :

0.5 0.5

I want to travel to Thai

Figure 1: An example illustrating how task lin-
eages are extended as new user inputs come in;
this conversation involves multiple tasks (at turn
0) and task ambiguity (at turn 1).

Overall TL-DST Procedure Algorithm 1 de-
scribes how the overall TL-DST procedure works.
At turn t, given u, a set of DAI sets from one or
more SLUs, we perform task frame parsing (see
Section 2.1) to generate H, a K-best list of task
frame parses with associated belief scores, s* .
Then, in order to generate a set of new task states,
T, we consider all possible combinations of the task
lineages, [{;_;, in the current N-best list of task
lineages, Lo.¢—1, and the parses, A*, in the K-best
list of task frame parses, H. In a task frame parse,
there may be multiple task frames, hence the ith
frame in the kth parse is denoted by f**. The main
operation in new task state generation is task state
update (see Section 2.3) which forms a new task
state, 7% per task frame, f*?, by applying be-
lief update to the task frame, relevant information
in the lineage i, and the agent’s output m;.
Task state update is very similar to what is done
in typical dialog state tracking except that we need
to additionally identify relevant information in the
task lineage since a task lineage could be a mix of
different tasks. This is the role of context fetch-
ing (see Section 2.2). Given a task frame f*? a
task lineage {fj,_; and the agent’s output m, the
context fetcher returns a set of relevant informa-
tion pieces, ¢™*? € C. Finally we construct a new
set of task lineages, Lg.;, by extending each cur-
rent task lineage [{j.,_; with the newly formed task
states, Vi, 7%, The belief estimate of a new task
lineage is set to the product of that of the source
task lineage, s}', and that of the task frame parse,
sZ Since the extension process grows the number
of task lineages by a factor of K, we perform prun-
ing and belief normalization at the end. Based on a
N-best list of task lineages, we can then compute
useful quantities for the agent’s action selection,
such as marginal task beliefs (by adding the be-

1M sets the maximum number of samples to draw
in the stochastic inference in Section 2.1.
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Algorithm 1: Overall TL-DST Procedure
Input: N >0, K >0, M >0,6 >=0
> Let Lo = [(I4,8Y), ..., (10, s™)] be a N-best
list of task lineages with scores at turn ¢
> See task_frame_parsing in Section 2.1
> See context_fetch in Section 2.2
> See task_state_update in Section 2.3
LO:O — 0,
t—1;
while True do
m; <« agent_output();
u; < user_input();
‘H — task_frame_parsing(u:, K, M);
C—{c™* =
context_fetch(I5,_y, £, m,d) |
1B 1 € Low—1, A" € H, fF" € AF};
T — {rmk .=
task_state_update(c ,mMy) |
chiec, AP e H, P e AF
‘éo:t — [(lg‘:tfl o Tnk,ias? X S}fb) ‘
(lg:tfh S?) S EO:t717 T”LYk’i S T7
sy € HJ;
Lot — prune(ﬁo;t, N);
t—t+1;
end

n,k,i7 fk,L

liefs of each task across the lineages) or marginal
constraint beliefs (by weighted averaging of the be-
liefs of each constraint across task states with the
task lineage beliefs carrying the weights).

There are a few noteworthy aspects of our TL-
DST approach that depart from conventional dia-
log state tracking approaches. Unlike most meth-
ods where the DST keeps on overriding the content
of the dialog state (hence losing past states) TL-
DST adopts a dynamically growing structure, pro-
viding a richer view to later processing. This is par-
ticularly important for continuous interaction in-
volving multiple tasks. Interestingly, this is a cru-
cial reason behind advances in deep neural network
models using the attention mechanism (Bahdanau
et al., 2014). Also unlike some approaches that
use stack-like data structures for focus manage-
ment (Larsson and Traum, 2000; Ramachandran
and Ratnaparkhi, 2015) where the tracker pops out
the tasks above the focused task, losing valuable in-
formation such as temporal ordering and partially
filled constraints, TL-DST preserves all of the past
task states by viewing the focus change as a side
effect of generating a new updated task state each
time. This allows for flexible task switching among
a set of partially fulfilled tasks.

2.1 Task Frame Parsing

In this section we formalize task frame parsing as a
structure prediction problem. We use a probabilis-
tic framework that employs a beam search tech-
nique using Monte Carlo Markov Chain (MCMC)
with simulated annealing (SA) and permits a clean



integration of hard constraints to generate legiti-
mate parses with probabilistic reasoning.

Let d € D be a domain and ug denote the SLU
results from a parser for domain d for observation
0, which is a set of confidence score and time infor-
mation annotated DAIs w;, iq € Zg = {1... Ng}.
Let F = {f;‘l’tﬂd € D,iq € Ly, tq € Tq} be a col-
lection of the sets of all possible task frames for
each ug, where 7; is a set of task schemas defined
in domain d. We add a special frame f;,qctive t0 F
to which some DAIs may be assigned in order to
generate legitimate task frame parses when those
DAIs are created by either SLU errors or irrele-
vant pieces of information (e.g. greetings), or they
have conflicting interpretations from different do-
mains. Now we define a task frame parse Ag to
be a functional assignment of every u € u = |J, U4
to F observing the following constraints: 1) one of
any two DAITs overlapped in time must be assigned
to the inactive frame; 2) ﬂff cannot be assigned
to any ,Of task i:rame parses arising from ano‘p/her
DAI @' (ie. fiy"", Vitq) if the start time of G is
later than that of ﬂff (this constraint is necessary
to get rid of spurious assignment ambiguities due
to symmetry).

At a particular turn, given u, the aim of task
frame parsing is to return a K-best list of assign-
ments A{il, ke {1,...,K} according to the follow-
ing conditional log-linear model:

e eXpHTg(Aﬁ’ﬁ)
po(Aglu) = ZAL exp 0Tg(~’4/ﬁ’ﬁ)

(1)

where 0 are the model weights, and g is a vector-
valued feature function. The exact computation of
Eq. 1 can become very costly for a complicated
user input due to the normalization term. To
avoid the exponential time complexity, we adopt a
beam search technique (presented below) to yield
a K-best list of parses which are used to approxi-
mate the sum in the normalization term. Figure 2
presents an example of how the variables in the
model are related for different parses.

Parsing Independent assignment of DAIs to task
frames may result in parses that violate the rules
above. To generate a K-best list of legitimate
parses, we adopt a beam search technique using
MCMC inference with SA as listed in Algorithm 2.
After starting with a heuristically initialized parse,
the algorithm draws a sample by randomly moving
a single DAI from one task frame to another so as
not to produce an illegal parse, until the maximum
number of samples M has been reached.

Model Training Having training data consisting
of SLU results-parse pairs (u(?, AE{ ))7 we maximize
the log-likelihood of the correct parse. Formally,

Input owant togo to, thai 50T ¢ korean a

Restaurant
inform(food—-lhai):
' Pub
Local
Restaurant
inform(food—-korcan}f
' Pub
Inactive
infonn(dcst—thai): Flight
AirTravel
inform(airline=korean)’ Flight

Figure 2: An example illustrating task frame pars-
ing. Here we assume that there are two related do-
mains, Local and AirTravel, pertinent to the user
input “want to go to Thai or Korean”. Time infor-
mation is annotated as word positions in the input.

Algorithm 2: MCMC-SA Beam Parsing

Input: K >0, M >0, U, pg from Eq. 1
Result: H = [(AL,s'),..., (AKX, s5)], a K-best
list of assignments with scores
Ag < initialize(u), s < po(Ag|u);

insert_and_sort(H, Ag, s);
c «— 0, acc_rate « 1;
while ¢ < M do

Ay, § « random _choice(H);

Ag — sample(Ag), s — po(Ag|);
if s > § or random(0,1) < acc_rate then
| insert_and_sort(H, Ag, s);

end
c «c +1, acc_rate « acc_rate —ﬁ;
end
return H
our training objective is:
0(8) = > logpa (A [d) (2)
i

We optimize the objective by initializing 6 to 0
and applying AdaGrad (Duchi et al., 2011) with
the following per-feature stochastic gradient:

90(6, AV, a HD)
96,
9;(AY 7D )pe(AV 1)
- > 9; (AL, @ )pe (AL|a®)

AkeH@): Ak AP

In our experiments we use the features in Table 1,
which are all sparse binary features except those
marked by .



e The number of task frames in the parse

e The number of task frames in the parse conjoined with the agent’s DA type

e The number of DAIs in the inactive task frame

e The pair of the total number of DAIs and the number of DAIs in the inactive task frame

e All possible pairs of delexicalized agent DAIs and delexicalized user DAIs in the inactive task frame

e All possible pairs of delexicalized user DAIs for each task frame

e The average confidence score of all DAIs assigned to active task framest

e The average number of DAIs per active task framef

e The conjunction of the number of DAIs assigned to active task frames and the number of active task frames
e The fraction of the number of gaps to the number of DAIs assigned to active task frames (a gap happens
when two DAIs in the same task frame instance have an intermediate DAI in a different task frame instance)
e The entropy of DAI distribution across active task frames t

e The number of active task frames with only one DAI

e An indicator testing if the parse is the same as a heuristically initialized parse

e The degree of deviation of the parse from a heuristically initialized parse in terms of the number of gaps

Table 1: Features used in model for task frame parsing

2.2 Context Fetching for each constraint, B(lg.t—1):

There are a variety of phenomena in conversation

in which context-dependent analysis plays a cru- py(R(brc) | loit—1, f,mmu) =

cial role, such as ellipsis resolution, reference res- 1

olution, cross-task information sharing and task 14+ exp—¢Th(br ., low—1, f, )

resumption. In order to successfully handle such

phenomena, TL-DST must fetch relevant pieces of ~ where b, . € B(lp:;—1) denotes the belief estimate
information from the conversation history. In this  for constraint ¢ at turn 7, R is a binary indicator
section, we mainly focus on modeling the context  of fetching decision, ¥ are the model weights, and
fetching process for belief update, ellipsis resolu-  h is a vector-valued feature function.

tion and task resumption, but a similar technique  Model Training As before, we optimize the log-

can be used for handling other phenomena. We  Jikelihood of the training data using AdaGrad. To
first formaﬂy define the context fetchlng model and construct training data7 we construct an oracle

then introduce a set Of feature funCtionS that allOW task hneage based on dlalog state labels7 SLU la-
the model to capture general patterns of different  hels and SLU results, which allows us to build cor-

context-dependent phenomena. responding context sets and label each element in
Context Sets At turn ¢, given a task lineage lp.,—q  them by checking if the element appears in the or-
and context window &, the context fetcher con- acle task state. In our experiments we use the fea-
structs three context sets: tures listed in Table 2, which are all sparse binary

features except those marked by 7.
o B(lo:t—1): A set of §-latest belief estimates for each

constraint that appears in l;. The é-latest belief 2,83 Task State Update

estimate means the latest belief estimate before . . .
t—34. In this section, we describe the last component of

TL-DST, task state update. A nice property of

® U(lo:—1): A set of all previous SLU results within - T[,_DST is its ability to exploit alternative meth-
0, {the—s, - Ua} ods for dialog state tracking. For instance, by
e M(lp—1): A set of all previous agent DAIs within ~ setting a large value to ¢ for the context fetcher,
§, {mu—s,...,me_1}. one can adopt various discriminative models that

take advantage of expressive feature functions ex-
By varying ¢, the context fetcher controls the ratio  racted from a collection of raw observations (Lee,
of summarized estimates to raw observations it will 2013; Henderson et al., 2014c; Williams, 2014). On
use to generate new estimates for the current turn. the other hand, with & being 0, one can employ a
Context Fetching Conditioned on the task lin- method from a library of generative models which
eage lo.;—1 and the new pieces of information at the  only requires to know the immediately prior belief
current turn such as the task frame f and the agent  estimates (Wang and Lemon, 2013; Zilka et al.,
output my, the context fetcher determines which ~ 2013). Unlike in previous work, instead of predict-
elements from the context sets will be used. We  ing a unique goal value for a slot, we perform belief
cast the decision problem as a set of binary classi-  tracking for each individual slot-value constraint
fications for each element using logistic regression. to allow complex goals. For the experiments pre-
For the sake of simplicity, in this work, we focus  sented here, we chose to use the rule-based algo-
on the case where ¢ is 0 which in effect makes the  rithm from Zilka et al. (2013) for constraint-level
context fetcher use only the latest belief estimates  belief tracking. The use of a rule-based algorithm
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e A continuation bias feature. This feature indicates if constraint c is present in any of the task states at
the previous turn. This feature allows to model the general tendency to continue.

e Adjacency pair features. These features indicate if ¢ comes from the previous turn when the second half
of an adjacency pair (e.g. request/inform and confirm/affirm) is present at the current turn.

e Deletion features based on explicit cues. For example, the user informs alternative constraints after the
agent’s unfulfilment notice (e.g. canthelp in the DSTC) or the user chooses an alternative to ¢ at the agent’s
selection prompt.

e Deletion features based on implicit cues. For instance, the user informs alternative constraints for a slot
which is unlikely to admit multiple constraints or after the agent’s explicit or implicit confirmation request.
For these features we use the confidence score of the user’s DAI

e Task switching features based on agent-initiative cues. Upon the completion of a task, the agent is likely
to resume a previous task, thus the context fetcher needs to retrieve the state of the resumed task. Since
our experiments are corpus-based, there is no direct internal signal from the agent action selection module,
so these features indirectly capture the agent’s initiative on task switching based on which task the agent’s
action is related to, and indicate if ¢ is present in the agent’s action or belongs to the agent’s addressed task.
e Task switching features based on user-initiative cues. These features test if ¢ is present in the user’s input

or belongs to the user’s addressed task.

Table 2: Features used in model for context fetching

allows us to focus our analysis only on the new
aspects of TL-DST.

We present the formal description of the dialog
state tracking algorithm. Let X7, (X;,) denote
the sum of all the confidence scores associated with
inform or affirm (deny or negate) for constraint ¢
at turn ¢. Then the belief estimate of constraint ¢
at turn ¢, by ., is defined as follows:

e For informing or affirming,

bre=brc(1-3f,)+ 3],

e For denying or negating,

bt,c = b‘r,c(1 - E;p)

where b, . is the latest available belief estimate for
constraint ¢ fetched from a task state at turn .

3 Experiments

In order to validate TL-DST, we conducted a set
of corpus-based experiments using the DSTC2 and
DSTC3 data. The use of DSTC data makes it
possible to compare TL-DST with numerous pre-
viously developed methods. We first applied TL-
DST on the DSTC2 data. DSTC2 was designed
to broaden the scope of dialog state tracking to in-
clude user goal changes. TL-DST should be able
to process user goal changes without any special
handling — it should fetch unchanged goals from
the previous task state and incorporate new goals
from the user’s input to construct a new task state.

However, due to the lack of multi-task conversa-
tions in the DSTC2 data, we could not evaluate the
performance of task frame parsing. There are also
many other aspects of our proposed approach that
are hard to investigate without appropriate dialog
data. We address this problem by applying sim-
ulation techniques to the DSTC3 data. Although
there are no DSTC3 dialogs handling multiple task
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instances in a single conversation, the DSTC3 ex-
tended the DSTC2 to include multiple task types,
i.e, restaurant, pub and coffee shop finding tasks.
This property of the DSTC3 data allows us to gen-
erate a set of pseudo-real dialogs involving multi-
ple tasks with complex goals in longer interactions.
The generated corpus helped us evaluate additional
aspects of TL-DST.

3.1 DSTC2

In the DSTC2, the user is asked to find a restau-
rant that satisfies a number of constraints such as
food type or area. The data was collected from
Amazon Mechanical Turkers using dialog systems
developed at Cambridge University. The corpus
contains 1612 training dialogs, 506 development di-
alogs and 1117 test dialogs.

Per DSTC2, the dialog state includes three el-
ements — the user’s goal (slot values the user has
supplied), requested slots (those the user has asked
for) and search method. In this work, we focus on
tracking the user’s goal. Since TL-DST estimates
belief for each constraint rather than assigning a
distribution over all of the values per slot, we ag-
gregated the constraint-level beliefs for each slot
and took the value with the largest belief. We
trained the context fetcher on the training data
and saved models whenever the performance on
the development data was improved. We set the
learning rate to 0.1 and used L2 regularization with
regularization term 10~%, though the system’s per-
formance was largely insensitive to these settings.

Table 3 shows the performance of TL-DST on
the test data in accuracy and L2 along with that
of other top performing systems in the literature?.
The result clearly demonstrates the effectiveness
of TL-DST, showing higher accuracy and lower L2
than other state-of-the-art systems. This result is

2In order to make evaluation results comparable,
we considered only those systems that used only the
provided SLU output, not also ASR information.



particularly interesting in that all of the other sys-
tems achieved their best performance through a
system combination of various non-linear models
such as neural nets, decision trees, or statistical
models combined with rules, whereas our system
used a lightweight linear model. With the struc-
ture among the components of the TL-DST ap-
proach, it suffices to use a single linear model to
handle sophisticated phenomena such as user goal
changes. TL-DST achieved this result without any
preprocessing steps such as SLU result correction
or the use of lexical features to compensate for rel-
atively poor SLU performance (Kadlec et al., 2014;
Zhu et al., 2014). Lastly, we used a generative rule-
based model for task state update which is known
to be suboptimal for the DSTC2 task. Though it is
not the focus of this paper, we expect that one can
employ a discriminative model to get further im-
provements. In particular, there is plenty of room
to improve the L2 metric through machine-learned
discriminative models.

Entry Acc. L2

1-best baseline 0.619 | 0.738
Sun et al. (2014) 0.735 | 0.433
Williams (2014) 0.739 | 0.721
Henderson et al. (2014c) | 0.742 | 0.387
Vodolan et al. (2015)f 0.745 | 0.433
TL-DST} 0.747 | 0.451

Table 3: DSTC2 joint goal tracking results. The
post DSTC2 systems are marked by f.

3.2 Complex Interactions

In order to evaluate TL-DST on more challeng-
ing data, we generated a set of pseudo-real di-
alogs from the DSTC3 data that contain multi-
ple tasks with complex user goals (Schatzmann et
al., 2006; Pietquin and Dutoit, 2006). First, we
constructed a repository of user goals (basically, a
dictionary mapping mined goals from DSTC3 to
their associated turns in the source dialog logs and
labels). Then, we simulated dialogs with complex
user goals by merging additional goals and the as-
sociated turns to a backbone dialog which was ran-
domly drawn from the original DSTC3 dialogs. We
randomly sampled additional goals from the goal
repository according to a set of per-slot binary dis-
tributions, P;l‘if. For negative constraint genera-
tion, we flipped the polarity of an additional goal
according to another set of per-slot binary distri-
butions, P.;°7, and correspondingly altered the di-
alog act type of the relevant DAIs, e.g, inform to
deny. We iterated the goal addition process up to
a configured number of iterations, N**", to cover
cases where more than two constraints exist for a
slot. The merge process employs a set of heuristic
rules so as to preserve natural discourse segments
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(e.g., a subdialog for confirming a value) in the
backbone dialog. One can simulate dialogs with
different complexities by varying the binary distri-
butions and the number of iterations. After this
step, the value for each slot is no longer a single
value but a set of constraints.

Finally, to construct a multi-task dialog, we ran-
domly drew a backbone dialog from the corpus and
decided whether to sample an additional dialog ac-
cording to a binary distribution, P****. Then we
merged the first turns of each selected dialog to en-
sure the existence of multiple tasks in a single turn.
We arranged the remainder of the selected dialogs
in order, so as to simulate task resumption. After
this process, the label of a dialog state consists of
a list of task state labels. An example pseudo-real
dialog might contain: A user searches for an Italian
or French restaurant in the north area. (S)he also
looks for a coffee shop to go to after lunch that is
in a cheap price range and provides internet (See
Appendix A for example dialogs).

When two turns from different dialogs have to
be merged during the dialog synthesis process, we
produce a list of new SLU hypotheses by taking the
Cartesian product of the two source SLU hypothe-
ses - confidence scores are also multiplied together.
For time information annotation, we use the po-
sition of the DAI in the SLU hypothesis instead
of the real start and end times detected by the
ASR component since the DSTC3 data does not
have time information. Due to space limitations,
we present evaluation results only for the follow-
ing dialog corpora generated with three different
representative settings:

1. No complex user goals and no multiple tasks:

add add add
Pfood - OO’ Parea - 00’ Ppricerange
neg __ neg _ neg —
0-07 Pfood - 007 Parea - OO’ Ppricerange -

0.0, Nt =0, Ptesk = 0.0

2. Complex user goals and no multiple tasks:
P}Iggld = 05’ Pc?rdeda = 02’ ngiierange
ne ne,

0'27 Pfoé]d = 027 Pc?reega = 02’ Ppri!(]:erange =
0.2, Niter =2, ptask — (.0
3. Complex wuser goals and multiple tasks:
Pﬁggd = 057 Pgﬂga = 02’ P;g?fii(ierange
ne ne,
0.2, Pfoogd = 0.2, P9 = 0.2, Ppriierange =
0.2, Niter =2, ptask =10

Corpora 2 and 3 were divided into 1,000 training
dialogs, 500 development dialogs and 1,000 test di-
alogs. For corpus 1, since we do not generate any
new dialogs, we just partitioned the 2,264 DSTC3
dialogs into 846 training dialogs, 418 development
dialogs and 1,000 test dialogs. We trained the task
frame parser and the context fetcher and saved
models whenever the performance on the develop-
ment data was improved. We set the learning rate



Parameters System Avg. Acc. | Joint Acc. L2
. baseline 0.837 0.575 0.864
No complex user goals and no multiple tasks TL-DST 0.850 0.504 0.737
. baseline 0.720 0.315 1.324
Complex user goals and no multiple tasks TL-DST 0.819 0.455 0.972
baseline 0.411 0.029 1.893
. TL-DST 0.784 0.338 1.208
Complex user goals and multiple tasks TL-DST-OP 0.833 0.466 0.984
TL-DST-O 0.928 0.607 0.752

Table 4: Evaluation on complex dialogs with simulated data. The exact parameter settings for each

simulation condition can be found in the text.

to 0.1 and used L2 regularization with regulariza-
tion term 1074,

Table 4 shows how performance varies on dif-
ferent simulation settings. As expected, the per-
formance of the baseline tracker, which is the
DSTC3’s default tracker, drops sharply as the di-
alogs get more complicated. On the contrary,
the performance of TL-DST decreases more gently.
Note that joint goal prediction gets exponentially
harder as multiple tasks are involved, since we can
get each task wrong if we have any of one task’s
constraints in another’s state. Thus this gentle per-
formance reduction is in fact a significant win.

As noted before, there is an upper bound to
achievable performance due to the limitation of
the provided SLU results. Thus we also present
the performance of the system with different ora-
cles: 1) TL-DST-OP uses oracle task frame parses;
2) TL-DST-O additionally uses an oracle context
fetcher. The comparative results suggest that there
is much room for improvement in both the task
frame parser and the context fetcher. Given the
good performance on Avg. Accuracy, despite im-
perfect joint prediction, a TL-DST based agent
should be able to successfully complete the con-
versation with extra exchanges. This also matches
our empirical analysis of the tracker’s output; the
tracker missed only a couple of constraints in its
incorrect joint prediction.

4 Related Work

TL-DST aims to extend conventional approaches
for dialog state tracking. A variety of approaches
have been proposed, for instance, generative mod-
els (Thomson et al., 2010; Wang and Lemon, 2013;
Zilka et al., 2013; Sun et al., 2014; Kadlec et
al., 2014) and discriminative models (Lee and Es-
kenazi, 2013; Henderson et al., 2014c; Williams,
2014). The series of DSTCs have played a cru-
cial role in supplying essential resources to the
research community such as labeled dialog cor-
pora, baseline systems and a common evaluation
framework (Williams et al., 2013; Henderson et al.,
2014a; Henderson et al., 2014b). For more infor-
mation about this line of research, we refer to the

recent survey by Williams et al. (2016).

The closest work to our task frame parsing is
frame semantic parsing task in NLP (Das, 2014).
Differences include that the input here is a collec-
tion of potentially conflicting semantic hypotheses
from different domain-specific SLUs. Also we are
more interested in obtaining a N-best list of parses
with well calibrated confidence scores than in get-
ting only a top hypothesis.

Recently there has been growing interest in
multidomain and multitask dialog (Crook et al.,
2016; Sun et al., 2016; Ramachandran and Ratna-
parkhi, 2015; Gasic et al., 2015; Wang et al., 2014,
Hakkani-Tiir et al., 2012; Nakano et al., 2011).
To our knowledge, however, there is no previous
work that provides a holistic statistical approach
for complex dialog state tracking that can cover
the wide range of problems discussed in this pa-
per.

5 Conclusions

In this paper, we have proposed the TL-DST ap-
proach toward the goal of seamlessly orchestrating
multiple tasks with complex goals across multiple
domains in continuous interaction. The proposed
method’s state-of-the-art performance on common
benchmark datasets and purposefully simulated
dialog corpora demonstrates the potential capac-
ity of TL-DST. In the future, we want to apply
TL-DST to conversational agent platforms for fur-
ther evaluation with real world multi-domain di-
alog. There are many opportunities for technical
improvements, including: 1) scheduled sampling
for context fetcher training to avoid the mismatch
between oracles and runtime conditions (Bengio
et al., 2015); 2) using discriminative (sequential)
models instead of generative rule-based models for
task state update; and 3) learning with weak su-
pervision from real time interactions. Future re-
search can include the extension of TL-DST for
other conversational phenomena such as reference
resolution. It would also be interesting to study the
potential impact on other dialog system compo-
nents of providing more comprehensive state rep-
resentations to SLU and action selection.
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A Example Simulated Dialogs

The following dialogs show the surface form of
simulated complex interactions. The dialog state
tracker uses the corresponding SLU results and di-
alog state annotations to the parts in the labeled
DSTC3 logs of which the dialog is composed.

A.1 Dialog 1

System: Thank you for calling the Cambridge In-
formation system. Your call will be recorded for
research purposes. You may ask for information
about a place to eat, such as a restaurant, a pub,
or a cafe. How may I help you?

User: Yes. I'm looking for a seafood or north eu-
ropean restaurant. And I'm looking for a moder-
ately priced coffee shop or in expensive price range.
System: Are you looking for somewhere near a
particular venue? For example, Cambridge Con-
temporary Art, Holy Trinity Church, or Trinity
College.

User: In the expensive price range.

System: Loch Fyne, which serves seafood, is an
outstanding restaurant. It’s in the expensive price
range.

User: What’s the address?
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System: Loch Fyne is located on 37 Trumpington
Street. The price for main courses ranges from 9
pounds to 20 pounds.

User: Ah what’s the phone number?

System: The phone number of Loch Fyne is
01223902103.

User: And what’s the price range?

System: Loch Fyne is in the expensive price
range. The price for main courses ranges from 9
pounds to 20 pounds.

User: Ok thanks.

System: For a coffee shop, what kind of price
range are you looking for? For example, free, or
moderate.

User: Expensive price range.

System: Are you looking for somewhere near a
particular venue? For example, Cambridge Con-
temporary Art, Great Saint Mary’s Church, or Pri-
mavera.

User: No I'm not.

System: Cafe Eleven, which is in the moderate
price range, is an outstanding cafe.

User: Can I get the phone number and the post-
code?

System: The phone number of Cafe Eleven is
01223369157. It’s in the area with the postcode
CB1 1DG.

User: Thank you goodbye.

A.2 Dialog 2

System: Thank you for calling the Cambridge In-
formation system. Your call will be recorded for
research purposes. You may ask for information
about a place to eat, such as a restaurant, a pub,
or a cafe. How may I help you?

User: I'm looking for a cheap Chinese restaurant
or a Turkish restaurant. But I don’t want a French
restaurant. And it should be in the Riverside area.
And I would like a cafe.

System: What part of town do you have in mind?
For example, something in the Barnwell, Chester-
ton, or King’s Hedges area.

User: Chesterton.

System: There is no restaurant in the Chesterton
area in the cheap price range.

User: Cheap Chinese take away restaurant.
System: Would you like a Chesterton area, or you
don’t care?

User: 1 don'’t care.

System: HK Fusion is an outstanding restaurant,
it serves chinese food and it’s in the cheap price
range.

User: Phone number?

System: The phone number of HK Fusion is
012233559009.

User: Address?

System: HK Fusion is on 21 Burleigh Street.
User: Thank you.



System: What type of food would you like? For
example, Chinese take away, American, or English.
User: Cafe.

System: What type of food would you like? For
example, Greek, Mediterranean, or Middleeastern.
User: 1 don’t care.

System: What kind of price range are you looking
for? For example, cheap, or moderate.

User: 1 don'’t care.

System: The Cambridge Blue is a great cafe.
User: What is the address and phone number?
System: The Cambridge Blue is on 24 Regent
Street and its phone number is 01223369222.
User: Thank you goodbye.
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Abstract

Speaker intent detection and semantic slot
filling are two critical tasks in spoken lan-
guage understanding (SLU) for dialogue
systems. In this paper, we describe a re-
current neural network (RNN) model that
jointly performs intent detection, slot fill-
ing, and language modeling. The neural
network model keeps updating the intent
prediction as word in the transcribed ut-
terance arrives and uses it as contextual
features in the joint model. Evaluation of
the language model and online SLU model
is made on the ATIS benchmarking data
set. On language modeling task, our joint
model achieves 11.8% relative reduction
on perplexity comparing to the indepen-
dent training language model. On SLU
tasks, our joint model outperforms the in-
dependent task training model by 22.3%
on intent detection error rate, with slight
degradation on slot filling F1 score. The
joint model also shows advantageous per-
formance in the realistic ASR settings with
noisy speech input.

1 Introduction

As a critical component in spoken dialogue sys-
tems, spoken language understanding (SLU) sys-
tem interprets the semantic meanings conveyed
by speech signals. Major components in SLU
systems include identifying speaker’s intent and
extracting semantic constituents from the natural
language query, two tasks that are often referred
to as intent detection and slot filling.

Intent detection can be treated as a seman-
tic utterance classification problem, and slot fill-
ing can be treated as a sequence labeling task.
These two tasks are usually processed separately
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by different models. For intent detection, a
number of standard classifiers can be applied,
such as support vector machines (SVMs) (Haffner
et al., 2003) and convolutional neural networks
(CNNs) (Xu and Sarikaya, 2013). For slot fill-
ing, popular approaches include using sequence
models such as maximum entropy Markov models
(MEMMs) (McCallum et al., 2000), conditional
random fields (CRFs) (Raymond and Riccardi,
2007), and recurrent neural networks (RNNs) (Yao
et al., 2014; Mesnil et al., 2015).

Recently, neural network based models that
jointly perform intent detection and slot filling
have been reported. Xu (2013) proposed using
CNN based triangular CRF for joint intent detec-
tion and slot filling. Guo (2014) proposed using a
recursive neural network (RecNN) that learns hi-
erarchical representations of the input text for the
joint task. Such joint models simplify SLU sys-
tems, as only one model needs to be trained and
deployed.

The previously proposed joint SLU models,
however, are unsuitable for online tasks where it
is desired to produce outputs as the input sequence
arrives. In speech recognition, instead of receiving
the transcribed text at the end of the speech, users
typically prefer to see the ongoing transcription
while speaking. In spoken language understand-
ing, with real time intent identification and seman-
tic constituents extraction, the downstream sys-
tems will be able to perform corresponding search
or query while the user dictates. The joint SLU
models proposed in previous work typically re-
quire intent and slot label predictions to be con-
ditioned on the entire transcribed word sequence.
This limits the usage of these models in the online
setting.

In this paper, we propose an RNN-based on-
line joint SLU model that performs intent detec-
tion and slot filling as the input word arrives. In

Proceedings of the SIGDIAL 2016 Conference, pages 22-30,
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addition, we suggest that the generated intent class
and slot labels are useful for next word prediction
in online automatic speech recognition (ASR).
Therefore, we propose to perform intent detec-
tion, slot filling, and language modeling jointly
in a conditional RNN model. The proposed joint
model can be further extended for belief track-
ing in dialogue systems when considering the dia-
logue history beyond the current utterance. More-
over, it can be used as the RNN decoder in an
end-to-end trainable sequence-to-sequence speech
recognition model (Jaitly et al., 2015).

The remainder of the paper is organized as fol-
lows. In section 2, we introduce the background
on using RNNs for intent detection, slot filling,
and language modeling. In section 3, we describe
the proposed joint online SLU-LM model and its
variations. Section 4 discusses the experiment
setup and results on ATIS benchmarking task, us-
ing both text and noisy speech inputs. Section 5
gives the conclusion.

2 Background

2.1 Intent Detection

Intent detection can be treated as a semantic ut-
terance classification problem, where the input to
the classification model is a sequence of words
and the output is the speaker intent class. Given
an utterance with a sequence of words w
(wy,ws, ..., wr), the goal of intent detection is to
assign an intent class ¢ from a pre-defined finite
set of intent classes, such that:

)

¢ = argmax P(c|w)
C

Recent neural network based intent classifica-
tion models involve using neural bag-of-words
(NBoW) or bag-of-n-grams, where words or n-
grams are mapped to high dimensional vector
space and then combined component-wise by
summation or average before being sent to the
classifier. More structured neural network ap-
proaches for utterance classification include us-
ing recursive neural network (RecNN) (Guo et
al., 2014), recurrent neural network (Ravuri and
Stolcke, 2015), and convolutional neural network
models (Collobert and Weston, 2008; Kim, 2014).
Comparing to basic NBoW methods, these mod-
els can better capture the structural patterns in the
word sequence.
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2.2 Slot Filling

A major task in spoken language understand-
ing (SLU) is to extract semantic constituents by
searching input text to fill in values for prede-
fined slots in a semantic frame (Mesnil et al.,
2015), which is often referred to as slot filling.
The slot filling task can also be viewed as assign-
ing an appropriate semantic label to each word in
the given input text. In the below example from
ATIS (Hemphill et al., 1990) corpus following
the popular in/out/begin (IOB) annotation method,
Seattle and San Diego are the from and to loca-
tions respectively according to the slot labels, and
tomorrow is the departure date. Other words in the
example utterance that carry no semantic meaning
are assigned “O” label.

tomorrow
B-depart_date

Seattle [to| San
B-fromloc| O | B-toloc
Flight

from
[¢]

show
[0)

Utterance
Slots
Intent

flights
o

Diego
I-toloc!

Figure 1: ATIS corpus sample with intent and slot
annotation (IOB format).

Given an utterance consisting of a sequence of
words w = (w1, wa, ..., wr), the goal of slot fill-
ing is to find a sequence of semantic labels s =
(s1, 82, ..., ST), one for each word in the utterance,
such that:

2

§ = argmax P(s|w)
S

Slot filling is typically treated as a sequence la-
beling problem. Sequence models including con-
ditional random fields (Raymond and Riccardi,
2007) and RNN models (Yao et al., 2014; Mes-
nil et al., 2015; Liu and Lane, 2015) are among
the most popular methods for sequence labeling
tasks.

2.3 RNN Language Model

A language model assigns a probability to a se-
quence of words w = (wy, wa, ..., wr) following
probability distribution. In language modeling, wy
and w41 are added to the word sequence repre-
senting the beginning-of-sentence token and end-
of-sentence token. Using the chain rule, the likeli-
hood of a word sequence can be factorized as:

T+1

P(w) = H P(wi|wo, wry ..., wi—1)
t=1

3

RNN-based language models (Mikolov et al.,
2011), and the variant (Sundermeyer et al., 2012)
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Figure 2: (a) RNN language model. (b) RNN in-
tent detection model. The RNN output at last step
is used to predict the intent class. (c) RNN slot
filling model. Slot label dependencies are mod-
eled by feeding the output label of the previous
time step to the current step hidden state.

using long short-term memory (LSTM) (Hochre-
iter and Schmidhuber, 1997) have shown supe-
rior performance comparing to traditional n-gram
based models. In this work, we use an LSTM cell
as the basic RNN unit for its stronger capability
in capturing long-range dependencies in word se-
quence.

2.4 RNN for Intent Detection and Slot Filling

As illustrated in Figure 2(b), RNN intent detection
model uses the last RNN output to predict the ut-
terance intent class. This last RNN output can be
seen as a representation or embedding of the entire
utterance. Alternatively, the utterance embedding
can be obtained by taking mean of the RNN out-
puts over the sequence. This utterance embedding
is then used as input to the multinomial logistic
regression for the intent class prediction.

RNN slot filling model takes word as input and
the corresponding slot label as output at each time
step. The posterior probability for each slot label
is calculated using the softmax function over the
RNN output. Slot label dependencies can be mod-
eled by feeding the output label from the previ-
ous time step to the current step hidden state (Fig-
ure 2(c)). During model training, true label from
previous time step can be fed to current hidden
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state. During inference, only the predicted label
can be used. To bridge the gap between training
and inference, scheduled sampling method (Ben-
gio et al., 2015) can be applied. Instead of only
using previous true label, using sample from pre-
vious predicted label distribution in model train-
ing makes the model more robust by forcing it to
learn to handle its own prediction mistakes (Liu
and Lane, 2015).

3 Method

In this section we describe the joint SLU-LM
model in detail. Figure 3 gives an overview of the
proposed architecture.

3.1 Model

Let w (wo, wy,wa, ..., wr41) represent
the input word sequence, with wg and wry
being the beginning-of-sentence ((bos)) and
end-of-sentence ({eos)) tokens.  Let c
(co, 1,2, ..., c7) be the sequence of intent class
outputs at each time step. Similarly, let s
(s0, 81,82, ...,87) be the slot label sequence,
where sg is a padded slot label that maps to the
beginning-of-sentence token (bos).

Referring to the joint SLU-LM model shown in
Figure 3, for the intent model, instead of predict-
ing the intent only after seeing the entire utterance
as in the independent training intent model (Figure
2(b)), in the joint model we output intent at each
time step as input word sequence arrives. The in-
tent generated at the last step is used as the final
utterance intent prediction. The intent output from
each time step is fed back to the RNN state, and
thus the entire intent output history are modeled
and can be used as context to other tasks. It is
not hard to see that during inference, intent classes
that are predicted during the first few time steps
are of lower confidence due to the limited infor-
mation available. We describe the techniques that
can be used to ameliorate this effect in section 3.3
below. For the intent model, with both intent and
slot label connections to the RNN state, we have:

P(er|lw) = P(erlw<r, ccr, s<r) (4
For the slot filling model, at each step ¢ along the
input word sequence, we want to model the slot
label output s; as a conditional distribution over
the previous intents c.¢, previous slot labels s,
and the input word sequence up to step £. Using
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Hidden layer

Inputs

(a) Basic joint model (b) Model with local context

(c) Model with recurrent context

(d) Model with local and recurrent context

Figure 4: Joint online SLU-LM model variations. (a) Basic joint model with no conditional dependencies
on emitted intent classes and slot labels. (b) Joint model with local intent context. Next word prediction
is conditioned on the current step intent class. (c) Joint model with recurrent intent context. The entire
intent prediction history and variations are captured in the RNN state. (d) Joint model with both local

and recurrent intent context.

the chain rule, we have:
T
P(s|w) = P(so|wo) [ [ P(stlw<t, ccr, s<t)

t=1

&)
For the language model, the next word is mod-
eled as a conditional distribution over the word se-
quence together with intent and slot label sequence
up to current time step. The intent and slot label
outputs at current step, together with the intent and
slot label history that is encoded in the RNN state,
serve as context to the language model.

T

P(w) = HP(wt+1|w§t,C§t,8§t)
i=0

3.2 Next Step Prediction

Following the model architecture in Figure 3, at
time step ¢, input to the system is the word at in-

(6)
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dex t¢ of the utterance, and outputs are the intent
class, the slot label, and the next word prediction.
The RNN state h; encodes the information of all
the words, intents, and slot labels seen previously.
The neural network model computes the outputs
through the following sequence of steps:

hy = LSTM(h¢—1, [wy, ¢t—1, St—1]) @)
P(ct|lw<y, c<t, S<¢) = IntentDist(hy) 8)
P(St‘wgt, C<ty S<t) = SlotLabelD1st(ht) (9)

P(’wH_l |’U)§t, C<t, Sgt) = WOI‘dDiSt(ht, Ct, St)
(10)

where LSTM is the recurrent neural network func-
tion that computes the hidden state h; at a step
using the previous hidden state h;_;, the em-
beddings of the previous intent output c;—; and
slot label output s;_1, and the embedding of cur-



rent input word w;. IntentDist, SlotLabelDist,
and WordDist are multilayer perceptrons (MLPs)
with softmax outputs over intents, slot labels, and
words respectively. Each of these three MLPs has
its own set of parameters. The intent and slot label
distributions are generated by the MLPs with input
being the RNN cell output. The next word distri-
bution is produced by conditioning on current step
RNN cell output together with the embeddings of
the sampled intent and sampled slot label.

3.3 Training

The network is trained to find the parameters 6
that minimise the cross-entropy of the predicted
and true distributions for intent class, slot label,
and next word jointly. The objective function also
includes an L2 regularization term R(6) over the
weights and biases of the three MLPs. This equal-
izes to finding the parameters 6 that maximize the
below objective function:

T
meax tZ; {ac log P(c*|w<t, c<t, S<t;0)
—|—C¥5 log P(S;‘f |w§ta C<ty S<ts 9)

+ay, log P(wt—H ‘wfh C<ty 5<t; 0)

~\R(6)
(11)

where c* is the true intent class and and s} is the
true slot label at time step ¢. ., as, and a,, are the
linear interpolation weights for the true intent, slot
label, and next word probabilities. During model
training, ¢; can either be the true intent or mix-
ture of true and predicted intent. During inference,
however, only predicted intent can be used. Con-
fidence of the predicted intent during the first few
time steps is likely to be low due to the limited
information available, and the confidence level is
likely to increase with the newly arriving words.
Conditioning on incorrect intent for next word pre-
diction is not desirable. To mitigate this effect,
we propose to use a schedule to increase the in-
tent contribution to the context vector along the
growing input word sequence. Specifically, during
the first k& time steps, we disable the intent con-
text completely by setting the values in the intent
vector to zeros. From step k + 1 till the last step
of the input word sequence, we gradually increase
the intent context by applying a linearly growing
scaling factor n from O to 1 to the intent vector.
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This scheduled approach is illustrated in Figure 5.

1.0

— Linear increase after step k

0.8

0.6

0.4

scaling factor (n)

0.2

0.0

0 1 . .okl ok k+1 . .
steps

L T2T1 T
Figure 5: Schedule of increasing intent contribu-
tion to the context vector along with the growing
input sequence.

3.4 Inference

For online inference, we simply take the greedy
path of our conditional model without doing
search. The model emits best intent class and slot
label at each time step conditioning on all previous
emitted symbols:

Gt = argntaxp(ct|w§t,é<t7§<t) (12)
t

8 = argrnsztixP(st]wSt,éq,éq) (13)
Many applications can benefit from this greedy in-
ference approach comparing to search based infer-
ence methods, especially those running on embed-
ded platforms that without GPUs and with limited
computational capacity. Alternatively, one can do
left-to-right beam search (Sutskever et al., 2014;
Chan et al., 2015) by maintaining a set of 3 best
partial hypotheses at each step. Efficient beam
search method for the joint conditional model is
left to explore in our future work.

3.5 Model Variations

In additional to the joint RNN model (Figure 3)
described above, we also investigate several joint
model variations for a fine-grained study of vari-
ous impacting factors on the joint SLU-LM model
performance. Designs of these model variations
are illustrated in Figure 4.

Figure 4(a) shows the design of a basic joint
SLU-LM model. At each step ¢, the predictions of
intent class, slot label, and next word are based on
a shared representation from the LSTM cell out-
put hy, and there is no conditional dependencies
on previous intent class and slot label outputs. The
single hidden layer MLP for each task introduces



additional discriminative power for different tasks
that take common shared representation as input.
We use this model as the baseline joint model.

The models in Figure 4(b) to 4(d) extend the
basic joint model by introducing conditional de-
pendencies on intent class outputs. Note that the
same type of extensions can be made on slot la-
bels as well. For brevity and space concern, these
designs are not added in the figure, but we report
their performance in the experiment section.

The model in Figure 4(b) extends the basic joint
model by conditioning the prediction of next word
w1 on the current step intent class c;. The intent
class serves as context to the language model task.
We refer to this design as model with local intent
context.

The model in Figure 4(c) extends the basic joint
model by feeding the intent class back to the RNN
state. The history and variations of the predicted
intent class from each previous step are monitored
by the mode with such class output connections to
RNN state. The intent, slot label, and next word
predictions in the following step are all dependent
on this history of intents. We refer to this design
as model with recurrent intent context.

The model in Figure 4(d) combines the two
types of connections shown in Figure 4(b) and
4(c). At step t, in addition to the recurrent intent
context (c<y), the prediction of word w1 is also
conditioned on the local intent context from cur-
rent step intent class c;. We refer to this design as
model with local and recurrent intent context.

4 Experiments

4.1 Data

We used the Airline Travel Information Systems
(ATIS) dataset (Hemphill et al., 1990) in our ex-
periment. The ATIS dataset contains audio record-
ings of people making flight reservations, and it is
widely used in spoken language understanding re-
search. We followed the same ATIS corpus! setup
used in (Mesnil et al., 2015; Xu and Sarikaya,
2013; Tur et al., 2010). The training set contains
4978 utterances from ATIS-2 and ATIS-3 corpora,
and test set contains 893 utterances from ATIS-3
NOV93 and DEC94 datasets. We evaluated the
system performance on slot filling (127 distinct
slot labels) using F1 score, and the performance on

'We thank Gokhan Tur and Puyang Xu for sharing the
ATIS dataset.
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intent detection (18 different intents) using classi-
fication error rate.

In order to show the robustness of the proposed
joint SLU-LM model, we also performed experi-
ments using automatic speech recognition (ASR)
outputs. We managed to retrieve 518 (out of
the 893 test utterances) utterance audio files from
ATIS-3 NOV93 and DEC94 data sets, and use
them as the test set in the ASR settings. To provide
a more challenging and realistic evaluation, we
used the simulated noisy utterances that were gen-
erated by artificially mixing clean speech data with
noisy backgrounds following the simulation meth-
ods described in the third CHiME Speech Sepa-
ration and Recognition Challenge (Barker et al.,
2015). The average signal-to-noise ratio for the
simulated noisy utterances is 9.8dB.

4.2 Training Procedure

We used LSTM cell as the basic RNN unit, follow-
ing the LSTM design in (Zaremba et al., 2014).
The default forget gate bias was set to 1. We
used single layer uni-directional LSTM in the pro-
posed joint online SLU-LM model. Deeper mod-
els by stacking the LSTM layers are to be explored
in future work. Word embeddings of size 300
were randomly initialized and fine-tuned during
model training. We conducted mini-batch train-
ing (with batch size 16) using Adam optimization
method following the suggested parameter setup
in (Kingma and Ba, 2014). Maximum norm for
gradient clipping was set to 5. During model train-
ing, we applied dropout (dropout rate 0.5) to the
non-recurrent connections (Zaremba et al., 2014)
of RNN and the hidden layers of MLPs, and ap-
plied L2 regularization (A = 10~%) on the param-
eters of MLPs.

For the evaluation in ASR settings, we
used the acoustic model trained on LibriSpeech
dataset (Panayotov et al., 2015), and the language
model trained on ATIS training corpus. A 2-gram
language model was used during decoding. Dif-
ferent N-best rescoring methods were explored by
using a 5-gram language model, the independent
training RNN language model, and the joint train-
ing RNN language model. The ASR outputs were
then sent to the joint SLU-LM model for intent de-
tection and slot filling.



Model Intent Error F1 Score LM PPL

1  RecNN (Guo et al., 2014) 4.60 93.22 -

2 RecNN+Viterbi (Guo et al., 2014) 4.60 93.96 -

3 Independent training RNN intent model 2.13 - -

4 Independent training RNN slot filling model - 94.91 -

5 Independent training RNN language model - - 11.55

6 Basic joint training model 2.02 94.15 11.33

7 Joint model with local intent context 1.90 94.22 11.27

8 Joint model with recurrent intent context 1.90 94.16 10.21

9 Joint model with local & recurrent intent context 1.79 94.18 10.22
10 Joint model with local slot label context 1.79 94.14 11.14
11  Joint model with recurrent slot label context 1.79 94.64 11.19
12 Joint model with local & recurrent slot label context 1.68 94.52 11.17
13 Joint model with local intent + slot label context 1.90 94.13 11.22
14 Joint model with recurrent intent + slot label context 1.57 94.47 10.19
15 Joint model with local & recurrent intent + slot label context 1.68 94.45 10.28

Table 1: ATIS Test set results on intent detection error, slot filling F1 score, and language modeling
perplexity. Related joint models: RecNN: Joint intent detection and slot filling model using recursive
neural network (Guo et al., 2014). RecNN+Viterbi: Joint intent detection and slot filling model using
recursive neural network with Viterbi sequence optimization for slot filling (Guo et al., 2014).

4.3 Results and Discussions

4.3.1 Results with True Text Input

Table 1 summarizes the experiment results of the
joint SLU-LM model and its variations using ATIS
text corpus as input. Row 3 to row 5 are the inde-
pendent training model results on intent detection,
slot filling, and language modeling. Row 6 gives
the results of the basic joint SLU-LM model (Fig-
ure 4(a)). The basic joint model uses a shared rep-
resentation for all the three tasks. It gives slightly
better performance on intent detection and next
word prediction, with some degradation on slot
filling F1 score. If the RNN output h; is con-
nected to each task output directly via linear pro-
jection without using MLP, performance drops for
intent classification and slot filling. Thus, we be-
lieve the extra discriminative power introduced by
the additional model parameters and non-linearity
from MLP is useful for the joint model. Row 7
to row 9 of Table 1 illustrate the performance of
the joint models with local, recurrent, and local
plus recurrent intent context, which correspond to
model structures described in Figure 4(b) to 4(d).
It is evident that the recurrent intent context helps
the next word prediction, reducing the language
model perplexity by 9.4% from 11.27 to 10.21.
The contribution of local intent context to next
word prediction is limited. We believe the advan-
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tageous performance of using recurrent context is
a result of modeling predicted intent history and
intent variations along with the growing word se-
quence. For intent classification and slot filling,
performance of these models with intent context
is similar to that of the basic joint model.

Row 10 to row 12 of Table 1 illustrate the per-
formance of the joint model with local, recurrent,
and local plus recurrent slot label context. Com-
paring to the basic joint model, the introduced slot
label context (both local and recurrent) leads to
a better language modeling performance, but the
contribution is not as significant as that from the
recurrent intent context. Moreover, the slot la-
bel context reduces the intent classification error
from 2.02 to 1.68, a 16.8% relative error reduc-
tion. From the slot filling F1 scores in row 10 and
row 11, it is clear that modeling the slot label de-
pendencies by connecting slot label output to the
recurrent state is very useful.

Row 13 to row 15 of Table 1 give the perfor-
mance of the joint model with both intent and slot
label context. Row 15 refers to the model de-
scribed in Figure 3. As can be seen from the re-
sults, the joint model that utilizes two types of
recurrent context maintains the benefits of both,
namely, the benefit of applying recurrent intent
context to language modeling, and the benefit of



ASR Model (with LibriSpeech AM) WER Intent Error F1 Score
2-gram LM decoding 14.51 4.63 84.46
2-gram LM decoding + 5-gram LM rescoring 13.66 5.02 85.08
2-gram LM decoding + Independent training RNN LM rescoring  12.95 4.63 85.43
2-gram LM decoding + Joint training RNN LM rescoring 12.59 4.44 86.87

Table 2: ATIS test set results on ASR word error rate, intent detection error, and slot filling F1 score with

noisy speech input.

applying recurrent slot label context to slot filling.
Another observation is that once recurrent context
is applied, the benefit of adding local context for
next word prediction is limited. It might hint that
the most useful information for the next word pre-
diction can be well captured in the RNN state, and
thus adding explicit dependencies on local intent
class and slot label is not very helpful.
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Figure 6: LM perplexity of the joint SLU-LM
models with different schedules in adjusting the
intent contribution to the context vector.

During the joint model training and inference,
we used a schedule to adjust the intent contribu-
tion to the context vector by linearly scaling the in-
tent vector with the growing input word sequence
after step k. We found this technique to be criti-
cal in achieving advantageous language modeling
performance. Figure 6 shows test set perplexities
along the training epochs for models using differ-
ent k values, comparing to the model with uniform
(n = 1) intent contribution. With uniform intent
contribution across time, the context vector does
not bring benefit to the next word prediction, and
the language modeling perplexity is similar to that
of the basic joint model. By applying the adjusted
intent scale (k = 2), the perplexity drops from
11.26 (with uniform intent contribution) to 10.29,
an 8.6% relative reduction.
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4.3.2 Results in ASR Settings

To further evaluate the robustness of the proposed
joint SLU-LM model, we experimented with noisy
speech input and performed SLU on the rescored
ASR outputs. Model performance is evaluated in
terms of ASR word error rate (WER), intent clas-
sification error, and slot filling F1 score. As shown
in Table 2, the model with joint training RNN LM
rescoring outperforms the models using 5-gram
LM rescoring and independent training RNN LM
rescoring on all the three evaluation metrics. Us-
ing the rescored ASR outputs (12.59% WER) as
input to the joint training SLU model, the intent
classification error increased by 2.87%, and slot
filling F1 score dropped by 7.77% comparing to
the setup using true text input. The performance
degradation is expected as we used a more chal-
lenging and realistic setup with noisy speech in-
put. These results in Table 2 show that our joint
training model outperforms the independent train-
ing model consistently on ASR and SLU tasks.

5 Conclusion

In this paper, we propose a conditional RNN
model that can be used to jointly perform on-
line spoken language understanding and language
modeling. We show that by continuously mod-
eling intent variation and slot label dependencies
along with the arrival of new words, the joint train-
ing model achieves advantageous performance in
intent detection and language modeling with slight
degradation on slot filling comparing to the in-
dependent training models. On the ATIS bench-
marking data set, our joint model produces 11.8%
relative reduction on LM perplexity, and 22.3%
relative reduction on intent detection error when
using true text as input. The joint model also
shows consistent performance gain over the in-
dependent training models in the more challeng-
ing and realistic setup using noisy speech input.
Code to reproduce our experiments is available at:
http://speech.sv.cmu.edu/software.html
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Abstract

The use of irony and sarcasm in social
media allows us to study them at scale for
the first time. However, their diversity has
made it difficult to construct a high-quality
corpus of sarcasm in dialogue. Here, we
describe the process of creating a large-
scale, highly-diverse corpus of online
debate forums dialogue, and our novel
methods for operationalizing classes of
sarcasm in the form of rhetorical questions
and hyperbole. We show that we can use
lexico-syntactic cues to reliably retrieve
sarcastic utterances with high accuracy.
To demonstrate the properties and quality
of our corpus, we conduct supervised
learning experiments with simple features,
and show that we achieve both higher
precision and F than previous work on
sarcasm in debate forums dialogue. We
apply a weakly-supervised linguistic
pattern learner and qualitatively analyze
the linguistic differences in each class.

1 Introduction

Irony and sarcasm in dialogue constitute a highly
creative use of language signaled by a large range
of situational, semantic, pragmatic and lexical
cues. Previous work draws attention to the use
of both hyperbole and rhetorical questions in con-
versation as distinct types of lexico-syntactic cues
defining diverse classes of sarcasm (Gibbs, 2000).

Theoretical models posit that a single seman-
tic basis underlies sarcasm’s diversity of form,
namely “a contrast” between expected and expe-
rienced events, giving rise to a contrast between
what is said and a literal description of the ac-
tual situation (Colston and O’Brien, 2000; Part-
ington, 2007). This semantic characterization has
not been straightforward to operationalize compu-
tationally for sarcasm in dialogue. Riloff et al.
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(2013) operationalize this notion for sarcasm in
tweets, achieving good results. Joshi et al. (2015)
develop several incongruity features to capture it,
but although they improve performance on tweets,
their features do not yield improvements for dia-
logue.

Previous work on the Internet Argument Cor-
pus (IAC) 1.0 dataset aimed to develop a high-
precision classifier for sarcasm in order to boot-
strap a much larger corpus (Lukin and Walker,
2013), but was only able to obtain a precision of
just 0.62, with a best F of 0.57, not high enough
for bootstrapping (Riloff and Wiebe, 2003; Thelen
and Riloff, 2002). Justo et al. (2014) experimented
with the same corpus, using supervised learning,
and achieved a best precision of 0.66 and a best
F of 0.70. Joshi et al. (2015)’s explicit congruity
features achieve precision around 0.70 and best F
of 0.64 on a subset of IAC 1.0.

We decided that we need a larger and more di-
verse corpus of sarcasm in dialogue. It is difficult
to efficiently gather sarcastic data, because only
about 12% of the utterances in written online de-
bate forums dialogue are sarcastic (Walker et al.,
2012a), and it is difficult to achieve high reliability
for sarcasm annotation (Filatova, 2012; Swanson
et al., 2014; Gonzalez-Ibanez et al., 2011; Wallace
et al., 2014). Thus, our contributions are:

o We develop a new larger corpus, using sev-
eral methods that filter non-sarcastic utter-
ances to skew the distribution toward/in favor
of sarcastic utterances. We put filtered data
out for annotation, and are able to achieve
high annotation reliability.

We present a novel operationalization of both
rhetorical questions and hyperbole to develop
subcorpora to explore the differences be-
tween them and general sarcasm.

We show that our new corpus is of high qual-
ity by applying supervised machine learning
with simple features to explore how different
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corpus properties affect classification results.
We achieve a highest precision of 0.73 and a
highest F of 0.74 on the new corpus with ba-
sic n-gram and Word2Vec features, showcas-
ing the quality of the corpus, and improving
on previous work.

We apply a weakly-supervised learner to
characterize linguistic patterns in each cor-
pus, and describe the differences across
generic sarcasm, rhetorical questions and hy-
perbole in terms of the patterns learned.

We show for the first time that it is straight-
forward to develop very high precision clas-
sifiers for NOT-SARCASTIC utterances across
our rhetorical questions and hyperbole sub-
types, due to the nature of these utterances in
debate forum dialogue.

2 Creating a Diverse Sarcasm Corpus

There has been relatively little theoretical work on
sarcasm in dialogue that has had access to a large
corpus of naturally occurring examples. Gibbs
(2000) analyzes a corpus of 62 conversations be-
tween friends and argues that a robust theory of
verbal irony must account for the large diversity
in form. He defines several subtypes, including
rhetorical questions and hyperbole:

e Rhetorical Questions: asking a question
that implies a humorous or critical assertion

e Hyperbole: expressing a non-literal meaning
by exaggerating the reality of a situation

Other categories of irony defined by Gibbs
(2000) include understatements, jocularity, and
sarcasm (which he defines as a critical/mocking
form of irony). Other work has also tackled joc-
ularity and humor, using different approaches for
data aggregation, including filtering by Twitter
hashtags, or analyzing laugh-tracks from record-
ings (Reyes et al., 2012; Bertero and Fung, 2016).

Previous work has not, however, attempted
to operationalize these subtypes in any concrete
way. Here we describe our methods for creat-
ing a corpus for generic sarcasm (Gen) (Sec. 2.1),
rhetorical questions (RQ), and hyperbole (Hyp)
(Sec. 2.2) using data from the Internet Argument
Corpus (IAC 2.0).! Table 1 provides examples of
SARCASTIC and NOT-SARCASTIC posts from the
corpus we create. Table 2 summarizes the final
composition of our sarcasm corpus.

'The IAC 2.0 is available at https://nlds.soe.ucsc.edu/iac2,
and our sarcasm corpus Wwill be released at
https://nlds.soe.ucsc.edu/sarcasm?2.
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Generic Data

I love it when you bash people for stating opinions and no facts
when you turn around and do the same thing [...] give me a break

The attacker is usually armed in spite of gun control laws. All
they do is disarm the law abiding. Not to mention the lack of
enforcement on criminals.

Rhetorical Questions

Then why do you call a politician who ran such measures lib-
eral? OH yes, it’s because you're a republican and you're not
conservative at all.

N S| And what would that prove? It would certainly show that an an-
imal adapted to survival above the Arctic circle was not adapted

to the Arizona desert.

Hyperbole

Thank you for making my point better than I could ever do!!
It’s all about you, right honey? I am woman hear me roar right?
LMAO

NS | Againiam astounded by the fact that you think i will endanger
children. it is a topic sunset, so why are you calling me demented

and sick.

Table 1: Examples of different types of SARCAS-
TIC (S) and NOT-SARCASTIC (N S) Posts

Dataset ‘ Total Size ‘ Posts Per Class
Generic (Gen) | 6520 | 3,260
Rhetorical Questions (RQ) | 1,702 | 851
Hyperbole (Hyp) | L164 | 582

Table 2: Total number of posts in each subcorpus
(each with a 50% split of SARCASTIC and NOT-
SARCASTIC posts)

2.1 Generic Dataset (Gen)

We first replicated the pattern-extraction experi-
ments of Lukin and Walker (2013) on their dataset
using AutoSlog-TS (Riloff, 1996), a weakly-
supervised pattern learner that extracts lexico-
syntactic patterns associated with the input data.
We set up the learner to extract patterns for both
SARCASTIC and NOT-SARCASTIC utterances. Our
first discovery is that we can classify NOT-
SARCASTIC posts with very high precision, rang-
ing between 80-90%.>

Because our main goal is to build a larger,
more diverse corpus of sarcasm, we use the high-
precision NOT-SARCASTIC patterns extracted by
AutoSlog-TS to create a “not-sarcastic” filter. We
did this by randomly selecting a new set of 30K
posts (restricting to posts with between 10 and
150 words) from IAC 2.0 (Abbott et al., 2016),
and applying the high-precision NOT-SARCASTIC

2We delay a detailed discussion of the characteristics
of this NOT-SARCASTIC classifier, and the patterns that we
learn, until Sec. 4 where we describe AutoSlog-TS and the
linguistic characteristics of the whole corpus.



patterns from AutoSlog-TS to filter out any posts
that contain at least one NOT-SARCASTIC cue. We
end up filtering out two-thirds of the pool, only
keeping posts that did not contain any of our high-
precision NOT-SARCASTIC cues. We acknowl-
edge that this may also filter out sarcastic posts,
but we expect it to increase the ratio of sarcastic
posts in the remaining pool.

We put out the remaining 11,040 posts on Me-
chanical Turk. As in Lukin and Walker (2013), we
present the posts in “quote-response” pairs, where
the response post to be annotated is presented in
the context of its “dialogic parent”, another post
earlier in the thread, or a quote from another post
earlier in the thread (Walker et al., 2012b). In the
task instructions, annotators are presented with a
definition of sarcasm, followed by one example
of a quote-response pair that clearly contains sar-
casm, and one pair that clearly does not. Each task
consists of 20 quote-response pairs that follow the
instructions. Figure 1 shows the instructions and
layout of a single quote-response pair presented to
annotators. As in Lukin and Walker (2013) and
Walker et al. (2012b), annotators are asked a bi-
nary question: Is any part of the response to this
quote sarcastic?.

To help filter out unreliable annotators, we cre-
ate a qualifier consisting of a set of 20 manually-
selected quote-response pairs (10 that should re-
ceive a SARCASTIC label and 10 that should re-
ceive a NOT-SARCASTIC label). A Turker must
pass the qualifier with a score above 70% to par-
ticipate in our sarcasm annotations tasks.

Our baseline ratio of sarcasm in online debate
forums dialogue is the estimated 12% sarcastic
posts in the IAC, which was found previously by
Walker et al. by gathering annotations for sarcasm,
agreement, emotional language, attacks, and nas-
tiness from a subset of around 20K posts from the
IAC across various topics (Walker et al., 2012a).
Similarly, in his study of recorded conversation
among friends, Gibbs cites 8% sarcastic utterances
among all conversational turns (Gibbs, 2000).

We choose a conservative threshold: a post is
only added to the sarcastic set if at least 6 out of
9 annotators labeled it sarcastic. Of the 11,040
posts we put out for annotation, we thus obtain
2,220 new posts, giving us a ratio of about 20%
sarcasm — significantly higher than our baseline
of 12%. We choose this conservative threshold
to ensure the quality of our annotations, and we
leave aside posts that 5 out of 9 annotators label as
sarcastic for future work — noting that we can get
even higher ratios of sarcasm by including them
(up to 31%). The percentage agreement between
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Below are 20 exchanges taken from an online discussion forum spanning a number
of topics. The first utterance that is presented is the quote of an argument from one
user's post, and the second is a direct response by a different user to that quote
(note that parts of the quote may also occur in the response if it is referenced by
the responder). Some, all, or none of the responses may contain sarcasm.

A definition of SARCASM.

1: a sharp and often satirical or ironic utterance designed to be humorous, snarky,
or mocking.

2: amode of satirical wit depending for its effect on bitter, caustic, and often ironic
language that is often directed against an individual or a situation.

Example of a response that contains sarcasm:

"Yes, you are 100% correct. Criminals would be sure to pay the tax on their illegally owned
pistol, just like they pay income tax on drug money. Oh, wait they don't pay tax on their
drug money. Most criminals break the law you see."

Example of a response that does not appear to contain sarcasm:

"The article said very little about his observations and almost nothing about his methods."

We would like you to judge to your best ability whether or not any part of these
responses appears to be sarcastic. If it is unclear, use your best judgement. We
will be keeping track of worker reliability through hidden known answers and an
automated algorithm. You must answer all questions, or your work will be rejected.

1.:
Quote:
Dear murderers do not

[...] Quit making future victims pay for i in law

murder again. Tugging at heart strings over the death of a murderer or the terror he feels on the

way to the chamber gets no response. No joy, no sorrow.
Response:

Except for other inmates, guards, medical staff, etc. And no...nobody has ever escaped from prison
and killed again...no...that wouldn't happen.

Is any part of the response to this quote sarcastic?

Yes No

Figure 1: Mechanical Turk Task Layout

each annotator and the majority vote is 80%.

We then expand this set, using only 3 highly-
reliable Turkers (based on our first round of anno-
tations), giving them an exclusive sarcasm quali-
fication to do additional HITs. We gain an addi-
tional 1,040 posts for each class when using ma-
jority agreement (at least 2 out of 3 sarcasm labels)
for the additional set (to add to the 2,220 original
posts). The average percent agreement with the
majority vote is 89% for these three annotators.
We supplement our sarcastic data with 2,360 not-
sarcastic posts from the original data by (Lukin
and Walker, 2013) that follow our 150-word length
restriction, and complete the set with 900 posts
that were filtered out by our NOT-SARCASTIC fil-
ter’ — resulting in a total of 3,260 posts per class
(6,520 total posts).

Rows 1 and 2 of Table 1 show examples of posts
that are labeled sarcastic in our final generic sar-
casm set. Using our filtering method, we are able
to reduce the number of posts annotated from our
original 30K to around 11K, achieving a percent-
age of 20% sarcastic posts, even though we choose

3We use these unbiased not-sarcastic data sources to avoid
using posts coming from the sarcasm-skewed distribution.



to use a conservative threshold of at least 6 out of
9 sarcasm labels. Since the number of posts being
annotated is only a third of the original set size,
this method reduces annotation effort, time, and
cost, and helps us shift the distribution of sarcasm
to more efficiently expand our dataset than would
otherwise be possible.

2.2 Rhetorical Questions and Hyperbole

The goal of collecting additional corpora for
rhetorical questions and hyperbole is to increase
the diversity of the corpus, and to allow us to ex-
plore the semantic differences between SARCAS-
TIC and NOT-SARCASTIC utterances when partic-
ular lexico-syntactic cues are held constant. We
hypothesize that identifying surface-level cues that
are instantiated in both sarcastic and not sarcastic
posts will force learning models to find deeper se-
mantic cues to distinguish between the classes.

Using a combination of findings in the theoreti-
cal literature, and observations of sarcasm patterns
in our generic set, we developed a regex pattern
matcher that runs against the 400K unannotated
posts in the IAC 2.0 database and retrieves match-
ing posts, only pulling posts that have parent posts
and a maximum of 150 words. Table 3 only shows
a small subset of the “more successful” regex pat-
terns we defined for each class.

Cue ‘ # Found ‘ # Annot ‘ % Sarc
Hyperbole
let’s all 27 21 62%
i love it when 158 25 56%
oh yeah 397 104 50%
wow 977 153 44%
i'm % 120 33 42%
shocked|amazed|impressed
fantastic 257 47 36%
hun/dear«/darling 661 249 32%
you’ re kidding/joking 132 43 28%
eureka 21 12 17%
Rhetorical Questions and Self-Answering
oh wait 136 121 87%
oh right 19 11 81%
oh really 62 50 50%
really? 326 151 30%
interesting. 48 27 15%

Table 3: Annotation Counts for a Subset of Cues

Cue annotation experiments. After running a
large number of retrieval experiments with our
regex pattern matcher, we select batches of the re-
sulting posts that mix different cue classes to put
out for annotation, in such a way as to not allow
the annotators to determine what regex cues were
used. We then successively put out various batches
for annotation by 5 of our highly-qualified anno-
tators, in order to determine what percentage of
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posts with these cues are sarcastic.

Table 3 summarizes the results for a sample set
of cues, showing the number of posts found con-
taining the cue, the subset that we put out for an-
notation, and the percentage of posts labeled sar-
castic in the annotation experiments. For exam-
ple, for the hyperbolic cue “wow”, 977 utterances
with the cue were found, 153 were annotated, and
44% of those were found to be sarcastic (i.e. 56%
were found to be not-sarcastic). Posts with the cue
“oh wait” had the highest sarcasm ratio, at 87%.
It is the distinction between the sarcastic and not-
sarcastic instances that we are specifically inter-
ested in. We describe the corpus collection process
for each subclass below.

It is important to note that using particular cues
(regex) to retrieve sarcastic posts does not result
in posts whose only cue is the regex pattern. We
demonstrate this quantitatively in Sec. 4. Sar-
casm is characterized by multiple lexical and mor-
phosyntactic cues: these include the use of in-
tensifiers, elongated words, quotations, false po-
liteness, negative evaluations, emoticons, and tag
questions inter alia. Table 4 shows how sarcastic
utterances often contain combinations of multiple
indicators, each playing a role in the overall sar-
castic tone of the post.

Sarcastic Utterance

Forgive me if I doubt your sincerity, but you seem like a troll to me. I
suspect that you aren’t interested in learning about evolution at all. Your
questions, while they do support your claim to know almost nothing, are
pretty typical of creationist “prove it to me* questions.

Wrong again! You obviously can’t recognize refutation when its printed
before you. I haven’t made the tag “you liberals“ derogatory. You liber-
als have done that to yourselves! I suppose you’d rather be called a social
reformist! Actually, socialist is closer to a true description.

Table 4: Utterances with Multiple Sarcastic Cues

Rhetorical Questions. There is no previous work
on distinguishing sarcastic from non-sarcastic uses
of rhetorical questions (RQs). RQs are syntac-
tically formulated as a question, but function as
an indirect assertion (Frank, 1990). The polarity
of the question implies an assertion of the oppo-
site polarity, e.g. Can you read? implies You
can’t read. RQs are prevalent in persuasive dis-
course, and are frequently used ironically (Schaf-
fer, 2005; Ilie, 1994; Gibbs, 2000). Previous work
focuses on their formal semantic properties (Han,
1997), or distinguishing RQs from standard ques-
tions (Bhattasali et al., 2015).

We hypothesized that we could find RQs in
abundance by searching for questions in the mid-
dle of a post, that are followed by a statement, us-
ing the assumption that questions followed by a
statement are unlikely to be standard information-



seeking questions. We test this assumption by ran-
domly extracting 100 potential RQs as per our def-
inition and putting them out on Mechanical Turk
to 3 annotators, asking them whether or not the
questions (displayed with their following state-
ment) were rhetorical. According to majority vote,
75% of the posts were rhetorical.

We thus use this “middle of post™ heuristic to
obviate the need to gather manual annotations for
RQs, and developed regex patterns to find RQs
that were more likely to be sarcastic. A sample of
the patterns, number of matches in the corpus, the
numbers we had annotated, and the percent that
are sarcastic after annotation are summarized in
Table 3.

Rhetorical Questions and Self-Answering

So you do not wish to have a logical debate? Alrighty then. god bless you
anyway, brother.

Prove that? You can’t prove that i’ve given nothing but insults. i’m defend-
ing myself, to mackindale, that’s all. do you have a problem with how i am
defending myself against mackindale? Apparently.

Table 5: Examples of Rhetorical Questions and
Self-Answering

We extract 357 posts following the intermediate
question-answer pairs heuristic from our generic
(Gen) corpus. We then supplement these with
posts containing RQ cues from our cue-annotation
experiments: posts that received 3 out of 5 sar-
castic labels in the experiments were considered
sarcastic, and posts that received 2 or fewer sar-
castic labels were considered not-sarcastic. Our
final rhetorical questions corpus consists of 851
posts per class (1,702 total posts). Table 5 shows
some examples of rhetorical questions and self-
answering from our corpus.

Hyperbole. Hyperbole (Hyp) has been studied
as an independent form of figurative language,
that can coincide with ironic intent (McCarthy
and Carter, 2004; Cano Mora, 2009), and previ-
ous computational work on sarcasm typically in-
cludes features to capture hyperbole (Reyes et al.,
2013). Kreuz and Roberts (1995) describe a stan-
dard frame for hyperbole in English where an ad-
verb modifies an extreme, positive adjective, e.g.
“That was absolutely amazing!/” or “That was
simply the most incredible dining experience in
my entire life.”

Colston and O’Brien (2000) provide a theoret-
ical framework that explains why hyperbole is so
strongly associated with sarcasm. Hyperbole ex-
aggerates the literal situation, introducing a dis-
crepancy between the “truth” and what is said, as
a matter of degree. A key observation is that this is
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a type of contrast (Colston and Keller, 1998; Col-
ston and O’Brien, 2000). In their framework:

e An event or situation evokes a scale;
e An event can be placed on that scale;
e The utterance about the event contrasts with

actual scale placement.

Literal Statement

€ Hyperbole l Hyperbole >

Situational scale

Positive
Desirable
Expected
Certain

Negative
Undesirable
Unexpected
Uncertain

Figure 2: Hyperbole shifts the strength of what
is said from literal to extreme negative or positive
(Colston and O’Brien, 2000)

Fig. 2 illustrates that the scales that can be
evoked range from negative to positive, undesir-
able to desirable, unexpected to expected and cer-
tain to uncertain. Hyperbole moves the strength
of an assertion further up or down the scale from
the literal meaning, the degree of movement cor-
responds to the degree of contrast. Depending on
what they modify, adverbial intensifiers like fo-
tally, absolutely, incredibly shift the strength of the
assertion to extreme negative or positive.

Hyperbole with Intensifiers

Wow! I am s00000000 amazed by your come back skills... another epic
fail!

My goodness...i’m utterly amazed at the number of men out there that are
so willing to decide how a woman should use her own body!

Oh do go on. I am so impressed by your ’intellectuall” argument. pfft.

I am very impressed with your ability to copy and paste links now what this
proves about what you know about it is still unproven.

Table 6: Examples of Hyperbole and the Effects
of Intensifiers

Table 6 shows examples of hyperbole from our
corpus, showcasing the effect that intensifiers have
in terms of strengthening the emotional evaluation
of the response. To construct a balanced corpus of
sarcastic and not-sarcastic utterances with hyper-
bole, we developed a number of patterns based on
the literature and our observations of the generic
corpus. The patterns, number matches on the
whole corpus, the numbers we had annotated and
the percent that are sarcastic after annotation are
summarized in Table 3. Again, we extract a small
subset of examples from our Gen corpus (30 per



class), and supplement them with posts that con-
tain our hyperbole cues (considering them sarcas-
tic if they received at least 3/5 sarcastic labels, not-
sarcastic otherwise). The final hyperbole dataset
consists of 582 posts per class (1,164 posts in to-
tal).

To recap, Table 2 summarizes the total number
of posts for each subset of our final corpus.

3 Learning Experiments

Our primary goal is not to optimize classifi-
cation results, but to explore how results vary
across different subcorpora and corpus proper-
ties. We also aim to demonstrate that the qual-
ity of our corpus makes it more straightfor-
ward to achieve high classification performance.
We apply both supervised learning using SVM
(from Scikit-Learn (Pedregosa et al., 2011)) and
weakly-supervised linguistic pattern learning us-
ing AutoSlog-TS (Riloff, 1996). These reveal dif-
ferent aspects of the corpus.

Supervised Learning. We restrict our supervised
experiments to a default linear SVM learner with
Stochastic Gradient Descent (SGD) training and
L2 regularization, available in the SciKit-Learn
toolkit (Pedregosa et al., 2011). We use 10-fold
cross-validation, and only two types of features:
n-grams and Word2Vec word embeddings. We
expect Word2Vec to be able to capture semantic
generalizations that n-grams do not (Socher et al.,
2013; Li et al., 2016). The n-gram features in-
clude unigrams, bigrams, and trigrams, including
sequences of punctuation (for example, ellipses
or “!!!”), and emoticons. We use GoogleNews
Word2Vec features (Mikolov et al., 2013).%

Table 7 summarizes the results of our super-
vised learning experiments on our datasets us-
ing 10-fold cross validation. The data is bal-
anced evenly between the SARCASTIC and NOT-
SARCASTIC classes, and the best F-Measures for
each class are shown in bold. The default W2V
model, (trained on Google News), gives the best
overall F-measure of 0.74 on the Gen corpus for
the SARCASTIC class, while n-grams give the best
NOT-SARCASTIC F-measure of 0.73. Both of
these results are higher F than previously reported
for classifying sarcasm in dialogue, and we might
expect that feature engineering could yield even
greater performance.

*We test our own custom 300-dimensional embeddings
created for the dialogic domain using the Gensim li-
brary (Rehtifek and Sojka, 2010), and a very large corpus
of user-generated dialogue. While this custom model works
well for other tasks on IAC 2.0, it did not work well for sar-
casm classification, so we do not discuss it further.
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Form| Features ‘ Class ‘ P R F
Gen | N-Grams S 0.73 0.70 0.72
NS 0.71 0.75 0.73
Ww2v S 0.71 0.77 0.74
NS 0.75 0.69 0.72
RQ N-Grams S 0.71 0.68 0.70
NS 0.70 0.73 0.71
w2V S 0.67 0.72 0.69
NS 0.70 0.64 0.67
Hyp | N-Grams S 0.68 0.63 0.65
NS 0.66 0.71 0.68
W2V S 0.57 0.56 0.57
NS 0.57 0.59 0.58

Table 7: Supervised Learning Results for Generic
(Gen: 3,260 posts per class), Rhetorical Questions
(RQ: 851 posts per class) and Hyperbole (Hyp:
582 posts per class)

Dataset Size (in Posts/Class) vs. Sarc. F-Measure
0.75

0.7 u]
0.65

0.6

Sarc. F-Measure

0.55

0.5

100 200 300 400 500 600 700

800

900 1000
Number of Posts/Class
——=Gen © RQ Hyp
Figure 3: Plot of Dataset size (x-axis) vs Sarc. F-
Measure (y-axis) for the three subcorpora, with n-

gram features

On the RQ corpus, n-grams provide the best
F-measure for SARCASTIC at 0.70 and NOT-
SARCASTIC at 0.71. Although W2V performs
well, the n-gram model includes features involv-
ing repeated punctuation and emoticons, which
the W2V model excludes. Punctuation and emoti-
cons are often used as distinctive feature of sar-
casm (i.e. “Oh, really?!?!”, [emoticon-rolleyes]).

For the Hyp corpus, the best F-measure for
both the SARCASTIC and NOT-SARCASTIC classes
again comes from n-grams, with F-measures of
0.65 and 0.68 respectively. It is interesting to note
that the overall results of the Hyp data are lower
than those for Gen and RQs, likely due to the
smaller size of the Hyp dataset.

To examine the effect of dataset size, we com-



pare F-measure (using the same 10-fold cross-
validation setup) for each dataset while holding
the number of posts per class constant. Figure 3
shows the performance of each of the Gen, RQ,
and Hyp datasets at intervals of 100 posts per class
(up to the maximum size of 582 posts per class
for Hyp, and 851 posts per class for RQ). From
the graph, we can see that as a general trend, the
datasets benefit from larger dataset sizes. Interest-
ingly, the results for the RQ dataset are very com-
parable to those of Gen. The Gen dataset eventu-
ally gets the highest sarcastic F-measure (0.74) at
its full dataset size of 3,260 posts per class.

Weakly-Supervised Learning. AutoSlog-TS is
a weakly supervised pattern learner that only re-
quires training documents labeled broadly as SAR-
CASTIC or NOT-SARCASTIC. AutoSlog-TS uses
a set of syntactic templates to define different
types of linguistic expressions. The left-hand
side of Table 8 lists each pattern template and
the right-hand side illustrates a specific lexico-
syntactic pattern (in bold) that represents an in-
stantiation of each general pattern template for
learning sarcastic patterns in our data.’ In addi-
tion to these 17 templates, we added patterns to
AutoSlog for adjective-noun, adverb-adjective and
adjective-adjective, because these patterns are fre-
quent in hyperbolic sarcastic utterances.

The examples in Table 8 show that Colston’s
notion of contrast shows up in many learned pat-
terns, and that the source of the contrast is highly
variable. For example, Row 1 implies a contrast
with a set of people who are not your mother.
Row 5 contrasts what you were asked with what
you’ve (just) done. Row 10 contrasts chapter 12
and chapter 13 (Hirschberg, 1985). Row 11 con-
trasts what I am allowed vs. what you have to do.

AutoSlog-TS computes statistics on the strength
of association of each pattern with each class, i.e.
P(SARCASTIC | p) and P(NOT-SARCASTIC | p),
along with the pattern’s overall frequency. We
define two tuning parameters for each class: 0y,
the frequency with which a pattern occurs, 6,,, the
probability with which a pattern is associated with
the given class. We do a grid-search, testing the
performance of our patterns thresholds from 6 =
{2-6} in intervals of 1, §,={0.60-0.85} in inter-
vals of 0.05. Once we extract the subset of pat-
terns passing our thresholds, we search for these
patterns in the posts in our development set, clas-
sifying a post as a given class if it contains 6,,={1,

The examples are shown as general expressions for read-
ability, but the actual patterns must match the syntactic con-
straints associated with the pattern template.

Pattern Template Example Instantiations

<subj> PassVP Go tell your mother, <she> might be inter-

ested in your fulminations.

2 <subj> ActVP Oh my goodness. This is a trick called se-
mantics. <I> guess you got sucked in.

3 ‘ <subj> ActVP Dobj ‘ yet <I> do nothing to prevent the situation

4 <subj> ActInfVP I guess <I> need to check what website I
am in

5 <subj> PassInfVP <You> were asked to give us your expla-
nation of evolution. So far you’ve just ...

6 ‘ <subj> AuxVP Dobj ‘ Fortunately <you>> have the ability to ...

7 ‘ <subj> AuxVP Adj ‘ Or do you think that <nothing> is capable

of undermining the institution of marriage?

8 | ActVP <dobj>

Oh yes, I know <everything> that [...]

9 | InfVP <dobj> Good idea except we do not have to elect
<him> to any post... just send him over

there.

ActInfVP <dobj> Try to read <chptr 13> before chptr 12, it

will help you out.

—_
(=)

11| PassInfVP <dobj> i love it when people do this. “you have to
prove everything you say, but i am allowed
to simply make <assertions> and it’s your

job to show i’'m wrong.’

12| Subj AuxVP <dobj> | So your answer [then] is <nothing>...

There are MILLIONS of <people> saying

13| NP Prep <np>
all sorts of stupid things about the president.

14| ActVP Prep <np> My pyramidal tinfoil hat is an antenna for
knowledge and truth. It reflects idiocy and
dumbness into deep space. You still have not

admitted to <your error>

15| PassVP Prep <np> Likelihood is that they will have to be left
alone for <a few months> [...] Sigh, I won-

der if ignorance really is blissful.

16 | InfVP Prep <np> I masquerade as an atheist and a 6-day cre-
ationist at the same time to try to appeal to

<a wider audience>.

17 ‘ <possessive> NP ‘ O.K. let’s play <your> game.

Table 8: AutoSlog-TS Templates and Example In-
stantiations

2, 3} of the thresholded patterns. For more detail,
see (Riloff, 1996; Oraby et al., 2015).

An advantage of AutoSlog-TS is that it sup-
ports systematic exploration of recall and preci-
sion tradeoffs, by selecting pattern sets using dif-
ferent parameters. The parameters have to be
tuned on a training set, so we divide each dataset
into 80% training and 20% test. Figure 4 shows
the precision (x-axis) vs. recall (y-axis) tradeoffs
on the test set, when optimizing our three parame-
ters for precision. Interestingly, the subcorpora for
RQ and Hyp can get higher precision than is pos-
sible for Gen. When precision is fixed at 0.75, the
recall for RQ is 0.07 and the recall for Hyp is 0.08.
This recall is low, but given that each retrieved
post provides multiple cues, and that datasets on
the web are huge, these P values make it possible
to bootstrap these two classes in future.



Prob. Freq. Pattern and Text Match Sample Post
Sarcastic Example Patterns

1.00 8 Adv Adv (AH YES) Ah yes, your diversionary tactics.

0.91 11 Adv Adv (THEN AGAIN) But then again, you become what you hate [...]

0.83 36 ActVP Prep <NP> (THANKS FOR) Thanks for missing the point.

0.80 20 ActVP <dobj> (TEACH) Teach the science in class and if that presents a problem [...]
0.80 10 InfVP <dobj> (ANSWER) I think you need to answer the same question [...]

0.79 114 <subj>ActVp (GUESS) So then I guess you could also debate that algebra serves no purpose
0.78 18 ActVP <dobj> (IGNORE) Excellent ignore the issue at hand and give no suggestion
0.74 27 Adv Adv (ONCE AGAIN) you attempt to once again change the subject

0.71 35 Adj Noun (GOOD IDEA) ...especially since you think everything is a good idea

Not-Sarcastic Example Patterns

0.92 25 Adj Noun (SECOND AMENDMENT) the nature of the Second Amendment

0.90 10 Np Prep <NP> (PROBABILITY OF) the probability of [...] in some organism

0.88 42 ActVP <dobj> (SUPPORT) I really do not support rule by the very, very few

0.84 32 Np Prep <NP> (EVIDENCE FOR) We have no more evidence for one than the other.

0.79 44 Np Prep (THEORY OF) [...] supports the theory of evolution [...]

0.78 64 Np Prep <NP> (NUMBER OF) minor differences in a limited number of primative organisms
0.76 46 Adj Noun (NO EVIDENCE) And there is no evidence of anything other than material processes
0.75 41 Np Prep <NP> (MAJORITY OF) The majority of criminals don’t want to deal with trouble.
0.72 25 ActVP <dobj> (EXPLAIN) [...] it does not explain the away the whole shift in the numbers |[..]

Table 9: Examples of Characteristic Patterns for Gen using AutoSlog-TS Templates

Sarc. Precision vs. Recall using AutoSlog to Optimize Precision

d

Sarc. Recall

0.6 0.65 0.7 0.75

Sarc. Precision
==Gen ~“ RQ Hyp
Figure 4: Plot of Precision (x-axis) vs Recall (y-
axis) for three subcorpora with AutoSlog-TS pa-

rameters, aimed at optimizing precision
4 Linguistic Analysis

Here we aim to provide a linguistic characteriza-
tion of the differences between the sarcastic and
the not-sarcastic classes. We use the AutoSlog-TS
pattern learner to generate patterns automatically,
and the Stanford dependency parser to examine
relationships between arguments (Riloff, 1996;
Manning et al., 2014). Table 10 shows the number
of sarcastic patterns we extract with AutoSlog-TS,
with a frequency of at least 2 and a probability
of at least 0.75 for each corpus. We learn many
novel lexico-syntactic cue patterns that are not
the regex that we search for. We discuss specific
novel learned patterns for each class below.

Generic Sarcasm. We first examine the different
patterns learned on the Gen dataset. Table 9 show
examples of extracted patterns for each class. We
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observe that the NOT-SARCASTIC patterns appear
to capture technical and scientific language, while
the SARCASTIC patterns tend to capture subjec-
tive language that is not topic-specific. We ob-
serve an abundance of adjective and adverb pat-
terns for the sarcastic class, although we do not
use adjective and adverb patterns in our regex re-
trieval method. Instead, such cues co-occur with
the cues we search for, expanding our pattern in-
ventory as we show in Table 10.

Dataset ‘ # Sarc ‘ # NotSarc
Patterns Patterns
Generic (Gen) | 1316 | 355
Rhetorical Questions (RQ) | 671 | 1,000
Hyperbole (Hyp) | 411 | 527

Table 10: Total number of patterns passing
threshold of Freq > 2, Prob > 0.75

Rhetorical Questions. We notice that while the
NOT-SARCASTIC patterns generated for RQs are
similar to the topic-specific NOT-SARCASTIC pat-
terns we find in the general dataset, there are
some interesting features of the SARCASTIC pat-
terns that are more unique to the RQs.

Many of our sarcastic questions focus specifi-
cally on attacks on the mental abilities of the ad-
dressee. This generalization is made clear when
we extract and analyze the verb, subject, and
object arguments using the Stanford dependency
parser (Manning et al., 2014) for the questions in
the RQ dataset. Table 11 shows a few examples of
the relations we extract.

Hyperbole. One common pattern for hyperbole



Relation ‘ Rhetorical Question

Uhm, you do realize that humans and
chimps are not the same things as dogs, cats,
horses, and sharks ... right?

realize (you,
human)

Do you recognize that babies grow and live
inside women?

recognize (you)

not read(you) Are you blind, or can’t you read?

get (information) Have you ever considered getting scientific

information from a scientific source?

And you claim to have an education?

not have (dummy,
problem)

If these dummies don’t have a problem
with information increasing, but do have a
problem with beneficial information
increasing, don’t you think there is a

have (education) ‘
problem?

Table 11: Attacks on Mental Ability in RQs

involves adverbs and adjectives, as noted above.
We did not use this pattern to retrieve hyperbole,
but because each hyperbolic sarcastic utterance
contains multiple cues, we learn an expanded class
of patterns for hyperbole. Table 12 illustrates
some of the new adverb adjective patterns that are
frequent, high-precision indicators of sarcasm.

We learn a number of verbal patterns that we
had not previously associated with hyperbole, as
shown in Table 13. Interestingly, many of these
instantiate the observations of Cano Mora (2009)
on hyperbole and its related semantic fields: creat-
ing contrast by exclusion, e.g. no limit and no way,
or by expanding a predicated class, e.g. everyone
knows. Many of them are also contrastive. Ta-
ble 12 shows just a few examples, such as though
it in no way and so much knowledge.

Pattern Freq
no way 4

Example
that is a pretty impresive education you
are working on (though it in no way
makes you a shoe in for any political
position).
but nooooooo we are launching missiles
on libia thats solves alot .... because we
gained so much knowledge and learned
from our mistakes
oh dear, he already added to the gene
pool
you have no idea how much of a
hippocrit you are, do you
simone, exactly what is a gun-loving
fool anyway, other than something you...

Table 12: Adverb Adjective Cues in Hyperbole

so much

oh dear

how much 8

exactly what 5

5 Conclusion and Future Work

We have developed a large scale, highly diverse
corpus of sarcasm using a combination of linguis-
tic analysis and crowd-sourced annotation. We use
filtering methods to skew the distribution of sar-
casm in posts to be annotated to 20-31%, much
higher than the estimated 12% distribution of sar-
casm in online debate forums. We note that when
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Pattern Freq Example
i bet 9 i bet there is a university thesis in there
somewhere
you don’t see 7 you don’t see us driving in a horse and
carriage, do you
everyone 9 everyone knows blacks commit more
knows crime than other races
I wonder 5 hmm i wonder ware the hot bed for
violent christian extremists is
you trying 7 if you are seriously trying to prove
your god by comparing real life things
with fictional things, then yes, you have
proved your god is fictional

Table 13: Verb Patterns in Hyperbole

using Mechanical Turk for sarcasm annotation, it
is possible that the level of agreement signals how
lexically-signaled the sarcasm is, so we settle on a
conservative threshold (at least 6 out of 9 annota-
tors agreeing that a post is sarcastic) to ensure the
quality of our annotations.

We operationalize lexico-syntactic cues preva-
lent in sarcasm, finding cues that are highly in-
dicative of sarcasm, with ratios up to 87%. Our
final corpus consists of data representing generic
sarcasm, rhetorical questions, and hyperbole.

We conduct supervised learning experiments to
highlight the quality of our corpus, achieving a
best F of 0.74 using very simple feature sets. We
use weakly-supervised learning to show that we
can also achieve high precision (albeit with a low
recall) for our rhetorical questions and hyperbole
datasets; much higher than the best precision that
is possible for the Generic dataset. These high pre-
cision values may be used for bootstrapping these
two classes in the future.

We also present qualitative analysis of the dif-
ferent characteristics of rhetorical questions and
hyperbole in sarcastic acts, and of the distinctions
between sarcastic/not-sarcastic cues in generic
sarcasm data. Our analysis shows that the forms
of sarcasm and its underlying semantic contrast in
dialogue are highly diverse.

In future work, we will focus on feature engi-
neering to improve results on the task of sarcasm
classification for both our generic data and sub-
classes. We will also begin to explore evaluation
on real-world data distributions, where the ratio
of sarcastic/not-sarcastic posts is inherently unbal-
anced. As we continue our analysis of the generic
and fine-grained categories of sarcasm, we aim to
better characterize and model the great diversity of
sarcasm in dialogue.
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Abstract

Researchers are beginning to explore how
to generate summaries of extended argu-
mentative conversations in social media,
such as those found in reader comments in
on-line news. To date, however, there has
been little discussion of what these sum-
maries should be like and a lack of human-
authored exemplars, quite likely because
writing summaries of this kind of inter-
change is so difficult. In this paper we
propose one type of reader comment sum-
mary — the conversation overview sum-
mary — that aims to capture the key ar-
gumentative content of a reader comment
conversation. We describe a method we
have developed to support humans in au-
thoring conversation overview summaries
and present a publicly available corpus —
the first of its kind — of news articles plus
comment sets, each multiply annotated,
according to our method, with conversa-
tion overview summaries.

1 Introduction

In the past fifteen years there has been a tremen-
dous growth in on-line news and, associated with
it, the new social media phenomenon of on-line
reader comments. Virtually all major newspa-
pers and news broadcasters now support a reader
comment facility, which allows readers to partic-
ipate in multi-party conversations in which they
exchange views and opinion on issues in the news.

One problem with such conversations is that
they can rapidly grow to hundreds or even thou-
sands of comments. Few readers have the patience
to wade through this much content. One poten-
tial solution is to develop methods to summarize
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comment automatically, allowing readers to gain
an overview of the conversation.

In recent years researchers have begun to ad-
dress the problem of summarising reader com-
ment. Broadly speaking, two main approaches to
the problem have been pursued. In the first ap-
proach, which might be described as fechnology-
driven, researchers have proposed methods to au-
tomatically generate summaries of reader com-
ment based on combining existing technologies
(Khabiri et al., 2011; Ma et al., 2012; Llewellyn
et al.,, 2014). These authors adopt broadly sim-
ilar approaches: first reader comments are topi-
cally clustered, then comments within clusters are
ranked and finally one or more top-ranked com-
ments are selected from each cluster, yielding an
extractive summary. A significant weakness of
such summaries is that they fail to capture the es-
sential argument-oriented nature of these multi-
way conversations, since single comments taken
from topically distinct clusters do not reflect the
argumentative structure of the conversation.

In the second approach, which might be char-
acterised as argument-theory-driven, researchers
working on argument mining from social media
have articulated various schemes defining argu-
ment elements and relations in argumentative dis-
course and in some cases begun work on compu-
tational methods to identify them in text (Ghosh
et al., 2014; Habernal et al., 2014; Swanson et al.,
2015; Misra et al., 2015). If such elements and
relations can be automatically extracted then they
could serve as the basis for generating a summary
that better reflects the argumentative content of
reader comment. Indeed, several of these authors
have cited summarization as a motivating applica-
tion for their work. To the best of our knowledge,
however, none have proposed how, given an anal-
ysis in terms of their theory, one might produce a
summary of a full reader comment set.
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Id |Poster| Reply | Comment

1 A I can’t see how it won’t attract rats and other vermin. I know some difficult decisions have to be made
with cuts to funding, but this seems like a very poorly thought out idea.

2 B 2 — 1 | Plenty of people use compost bins and have no trouble with rats or foxes.

3 C 3 — 2 | If they are well-designed and well-managed- which is very easily accomplished.

If 75% of this borough composted their waste at home then they could have their bins collected every
six-weeks. It’s amazing what doesn’t need to be put into landfill.

4 D 4 —1 | It won’t attract vermin if the rubbish is all in the bins. Is Bury going to provide larger bins for families
or provide bins for kitchen and garden waste to cut down the amount that goes to landfill? Many people
won'’t fill the bins in 3 weeks - even when there was 5 of us here, we would have just about managed.

5 E 5 —1 | Expect Bury to be knee deep in rubbish by Christmas it’s a lame brained Labour idea and before long
it’ll be once a month collections. I'm not sure what the rubbish collectors will be doing if there are
any. We are moving back to the Middle Ages, expect plague and pestilence.

6 F Are they completely crazy? What do they want a new Plague?

7 G 7 —6 | Interesting how you suggest that someone else is completely crazy, and then talk about a new plague.

8 H 8 —7 | Do you think this is a good idea? We struggle with fortnightly collection. This is tantamount to a
dereliction of duty. What are taxpayers paying for? I doubt anyone knew of this before casting their
vote.

9 I 9—8 | I think it is an excellent idea. We have fortnightly collection, and the bin is usually half full or
less[family of 5].. Since 38 of the 51 council seats are held by Labour, it seems that people did vote
for this. Does any party offer weekly collections?

10 G 10 —8 | Idon’t think it’s a good idea. But..it won’t cause a plague epidemic.

Figure 1: Comments responding to a news article announcing reduced bin collection in Bury. Full article
and comments at: http://gu.com/p/4v2pb/sbl.

In our view, what has been lacking so far is
a discussion of and proposed answer to the fun-
damental question of what a summary of reader
comments should be like and human-generated ex-
emplars of such summaries for real sets of reader
comments. A better idea of the target for summari-
sation and a resource exemplifying it would put
the community in a better position to choose meth-
ods for summarisation of reader comment and to
develop and evaluate their systems.

In this paper we make three principal contribu-
tions. First, after a brief discussion of the nature
of reader comment we make a proposal about one
type of informative reader comment summary that
we believe would have wide utility. Second, we
present a three stage method for manually creating
reference summaries of the sort we propose. This
method is significant since the absence to date of
human-authored reader comment summaries is no
doubt due to the very serious challenge of produc-
ing them, something our method alleviates to no
small degree. Third, we report the construction
and analysis of a corpus of human-authored ref-
erence summaries, built using our method — the
first publicly available corpus of human-authored
reader comment summaries.

2 Summaries of Reader Comments

What should a summary of reader comment con-
tain? As Spirck-Jones (2007) has observed, what
a summary should contain is primarily dependent
on the nature of the content to be summarised and
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the use to which the summary is to be put. In this
section we first make a number of observations
about the character of reader comments and offer
a specification for a general informative summary.

2.1 The Character of Reader Comments

Figure 1 shows a fragment of a typical comment
stream, taken from reader comment responses to a
Guardian article announcing the decision by Bury
town council to reduce bin collection to once every
three weeks. While not illustrating all aspects of
reader comment interchanges, it serves as a good
example of many of their core features.

Comment sets are typically organised into
threads. Every comment is in exactly one thread
and either initiates a new thread or replies to ex-
actly one comment earlier in a thread. This gives
the conversations the formal character of a set of
trees, with each thread-initial comment being the
root node of a separate tree and all other comments
being either intermediate or leaf nodes, whose par-
ent is the comment to which they reply. While
threads may be topically cohesive, in practice they
rarely are, with the same topic appearing in mul-
tiple threads and threads drifting from one topic
onto another (see, e.g. comments 5 and 6 in Fig-
ure 1 both of which cite plague as a likely outcome
of the new policy but are in different threads).

Our view, based on an analysis of scores of
comment sets, is that reader comments are primar-
ily argumentative in nature, with readers making
assertions that either (1) express a viewpoint (or




stance) on an issue raised in the original article
or by an earlier commenter, or (2) provide evi-
dence or grounds for believing a viewpoint or as-
sertion already expressed. Issues are questions on
which multiple viewpoints are possible; e.g., the
issue of whether reducing bin collection to once
every three weeks is a good idea, or whether re-
ducing bin collection will lead to an increase in
vermin. Issues are very often implicit, i.e not di-
rectly expressed in the comments (e.g., the issue of
whether reducing bin collection will lead to an in-
crease in vermin is never explicitly mentioned yet
this is clearly what comments 1-4 are addressing).
A fuller account of this issue-based framework for
analysing reader comment is given in Barker and
Gaizauskas (2016).

Aside from argumentative content, reader com-
ments exhibit other features as well. For exam-
ple, commenters may seek clarification about facts
(e.g. comment 4 where the commenter asks Is
Bury going to provide larger bins for families
... 7). But these clarifications are typically car-
ried out in the broader context of making an argu-
ment, i.e. advancing evidence to support a view-
point. Comments may also express jokes or emo-
tion, though these too are often in the service of
advancing some viewpoint (e.g. sarcasm Or as
in comments 4 and 6 emotive terms like lame-
brained and crazy clearly indicating the com-
menters’ stances, as well as their emotional atti-
tude).

2.2 A Conversation Overview Summary

Given the fundamentally argumentative nature of
reader comments as sketched above, one type of
summary of wide potential use is a generic infor-
mative summary that aims to provide an overview
of the argument in the comments. Ideally, such a
summary should:

1. Identify and articulate the main issues in
the comments. Main issues are those receiv-
ing proportionally the most comments. They
should be prioritized for inclusion in a space-
limited summary.

. Characterise opinion on the main issues. To
characterise opinion on an issue typically in-
volves: identifying alternative viewpoints; indi-
cating the grounds given to support viewpoints;
aggregating — indicating how opinion was dis-
tributed across different issues, viewpoints and
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grounds, using quantifiers or qualitative expres-
sions e.g. “the majority discussed x”’; indicat-
ing where there was consensus or agreement
among the comment; indicating where there
was disagreement among the comment.

We presented this proposed summary type to
a range of reader comment users, including com-
ment readers, posters, journalists and news editors
and received very positive feedback via a question-
naire'. Based on this, we developed a set of guide-
lines to inform the process of summary authoring.
Whilst clear about what the general nature of the
target summary should be, the guidelines avoid be-
ing too prescriptive, leaving authors some freedom
to include what feels intuitively correct to include
in the summary for any given conversation.

3 A Method for Human Authoring of
Reader Comment Summaries

To help people write overview summaries of
reader comments, we have developed a 4-stage
method, which is described below?. Summary
writers are provided with an interface, which
guides annotators through the 4-stage process,
presenting texts in a form convenient for annota-
tion, and collecting the annotations. The inter-
face has been designed to be easily configurable
for different languages, with versions for English,
French and Italian already in issue. Key details of
the methodology, guidelines and example annota-
tions follow. Screenshots of the interfaces support-
ing stages 1 and 3 can be found in the Appendix.

Stage 1: Comment Labeling In this stage, an-
notators are shown an article in the interface, plus
its comments (including the online name of the

"Further details on the summary specification and the
end-user survey on it can be found in SENSEI deliver-
able D1.2 “Report on Use Case Design and User Require-
ments” at: http://www.sensei-conversation.
eu/deliverables/.

>The method described here is not unlike the general
method of thematic coding widely used in qualitative re-
search, where a researcher manually assigns codes (either
pre-specified and/or “discovered” as the coding process un-
folds) to textual units, then groups the units by code and fi-
nally seeks to gain insights from the data so organised (Sal-
dana, 2015). Our method differs in that: (1) our “codes” are
propositional paraphrases of viewpoints expressed in com-
ments rather than the broad thematic codes, commonly used
in social science research, and (2) we aim to support an an-
notator in writing a summary that captures the main things
people are saying as opposed to a researcher developing a
thesis, though both rely on an understanding of the data that
the coding and grouping process promotes.



1. Comment: “Smart machines now collect our
highway tolls, check us out at stores, take our
blood pressure ...” And yet unemployment re-

mains low.

Label: smart machines now carry out many jobs
for us (collect tolls; checkout shopping; take
blood pressure), but unemployment stays low.

Comment: Not compared to the 70s, only relative
to the 80s/90s.

Label: disagrees with 1; unemployment is not
low compared to the 70’s; is low relative to the
80°s/90’s

Figure 2: Two comments with labels (source:
www.theguardian.com/commentisfree/2016/
apr/07/robots—replacing-jobs—luddites—
economics—labor).

poster, and reply-to information). Annotators are
asked to write a ‘label’ for each comment, which
is a short, free text annotation, capturing its es-
sential content. A label should record the main
“points, arguments or propositions” expressed in
a comment, in effect providing a mini-summary.
Two example labels are shown in Figure 2.

We do not insist on a precise notation for labels,
but we advise annotators to:

1. record when a comment agrees or disagrees
with something/someone

note grounds given in support of a position
note jokes, strong feeling, emotional content
use common keywords/abbreviations to de-
scribe similar content in different comments
. return regularly to review/revise previous la-
bels, when proceeding through the comments
make explicit any implicit content that is im-
portant to the meaning, e.g. “unemployment”
in the second label of the figure (note: this
process can yield labels that are longer than
the original comment).

et

The label annotation process helps annotators to
gain a good understanding of key content of the
comments, whilst the labels themselves facilitate
the grouping task of the next stage.

Stage 2: Label Grouping In stage 2, we ask an-
notators to sort through the Stage 1 labels, and to
group together those which are similar or related.
Annotators then provide a “Group Label” to de-
scribe the common theme of the group in terms of
e.g. topic, propositions, contradicting viewpoints,
humour, etc. Annotators may also split the labels
in a group into “Sub-Groups” and assign a “Sub-
Group Label”. This exercise helps annotators to
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make better sense of the broad content of the com-
ments, before writing a summary.

The annotation interface re-displays the labels
created in Stage 1 in an edit window, so the anno-
tator can cut/paste the labels (each with its com-
ment id and poster name) into their groups, add
Group Labels, and so on. Here, annotators work
mainly with the label text, but can refer to the
source comment text (shown in context in the
comment stream) if they so wish. When the anno-
tator feels they have sorted and characterised the
data sufficiently, they can proceed to stage 3.

Stage 3: Summary Generation Annotators
write summaries based on their Label-Grouping
analysis. The interface (Figure 5) displays the
Grouping annotation from Stage 2, alongside a
text box where the summary is written in two
phases. Annotators first write an ‘unconstrained
summary’, with no word-length requirement, and
then (with the first summary still visible) write a
‘constrained-length summary’ of 150-250 words.

Further analysis may take place as a person de-
cides on what sentences to include in the summary.
For example, an annotator may:

e develop a group label, e.g. producing a pol-
ished or complete sentence;

carry out further abstraction over the groups,
e.g. using a new high-level statement to sum-
marise content from two separate groups;
exemplify, clarify or provide grounds for a
summary sentence, using details from labels
or comments within a group, etc.

We encourage the use of phrases such as “many/
several/few comments said...”, “opinion was di-
vided on...”, “the consensus was...”, etc, to
quantify the proportion of comments/posters ad-
dressing various topics/issues, and the strength/

polarisation of opinion/feeling on different issues.

Stage 4: Back-Linking In this stage, annotators
link sentences of the constrained-length summary
back to the groups (or sub-groups) that informed
their creation. Such links imply that at least some
of the labels in a group (or sub-group) played a
part supporting the sentence. The interface dis-
plays the summary sentences alongside the Label
Grouping from Stage 2, allowing the annotator to
select a sentence and a group (or sub-group — the
more specific correct option is preferred) to as-
sert a link between them, until all links have been
added. Note that while back-links are to groups



of labels, the labels have associated comment ids,
so indirectly summary sentences are linked back
to the source comments that support them. This
last stage goes beyond the summary creation pro-
cess, but captures information valuable for system
development and evaluation.

4 Corpus Creation

4.1 Annotators and training

We recruited 15 annotators to carry out the sum-
mary writing task. They included: final year jour-
nalism students, graduates with expertise in lan-
guage and writing, and academics. The majority
of annotators were native English speakers; all had
excellent skills in written English. We provided a
training session taking 1.5-2 hours for all annota-
tors. This included an introduction to our guide-
lines for writing summaries.

4.2 Source Data

From an initial collection of 3,362 Guardian news
articles published in June-July 2014 and asso-
ciated comment sets, we selected a small sub-
set for use in the summary corpus. Articles
were drawn from the Guardian-designated topic-
domains: politics, sport, health, environment,
business, Scotland-news and science. Table 1
shows the summary statistics for the 18 selected
sets of source texts (articles and comments). The
average article length is 772 words. The com-
ment sets ranged in size from 100 to 1,076 com-
ments. For the annotation task, we selected a
subset of each full comment set, by first order-
ing threads into chronological order (i.e. oldest
first), and then selecting the first 100 comments.
If the thread containing the 100" comment had
further comments, we continued including com-
ments until the last comment in that thread. This
produced a collection of reduced comment sets to-
talling 87,559 words in 1,845 comments. Reduced
summary comment sets vary in length from 2,384
words to 8,663 words.

5 Results and Analysis

The SENSEI Social Media Corpus, comprising
the full text of the original Guardian articles and
reader comments as well as all annotations gen-
erated in the four stage summary writing method
described in Section 3 above — comment labels,
groups, summaries and backlinks — is freely avail-
able at: nlp.shef.ac.uk/sensei/.
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5.1 Overview of Corpus Annotations

There were 18 articles and comment sets, of which
15 were double annotated and 3 were triple anno-
tated, giving a total of 39 sets of complete annota-
tions. Annotators took 3.5-6 hours to complete the
task for an article and comment set.

Table 2 shows a summary of corpus annota-
tions counts. The corpus includes 3,879 com-
ment labels, an average of 99.46 per annotation
set (av. 99.46/AS). There are, in total, 329 group
annotations (av. 8.44/AS) and 218 subgroups (av.
5.59/AS). Each of the 547 groups/subgroups has a
short group label to characterise its content. Such
labels range from keywords (“midges”, “UK cli-
mate”, “fining directors”, “Air conditioning/fans”)
to full propositions/questions (“Not fair that SE
gets the investment”, “Why use the fine on wifi?”).
Each of the 39 annotation sets has two summaries,
of which the unconstrained summaries have aver-
age length 321.41 words, and the constrained sum-
maries, 237.74 (a 26% decrease). Each summary
sentence is back-linked to one or more groups
comment labels that informed it.

5.2 Observations

Variation in Grouping There is considerable
variation between annotators in use of the option
to group/sub-group comment labels. Whilst the
average of groups per annotation set was 9.0, for
the annotator who grouped the least this was 4.0,
and the maximum average 14.5. For sub-groups,
the average per annotation set was 5.0. 14 of 15
annotators used the sub-group option in at least
one annotation set, and only 5 of the 39 sets in-
cluded no sub-groups. A closer look shows a di-
vide between annotators who use sub-groups quite
frequently (7 having an average of >6.5/AS) and
those who do not (with av. <2/AS).

Other variations in annotator style include the
fact that around a third of them did most of their
grouping at the sub-group level (4 of the 6 who fre-
quently used subgroups were amongst those hav-
ing the lowest average number of groups). Also,
whilst a fifth of annotators preferred to use mainly
a single level of grouping (i.e. had a high average
of groups, and a low average of sub-groups, per
annotation set), another fifth of annotators liked to
create both a high number of groups and of sub-
groups, i.e. used a more fine-grained analysis.

We also investigated whether the word-length
of a comment set influenced the number of



Total | Min Max Mean
Article and Comment Sets(number) 18 - - -
Article, word length 13,898 415 2,021 772.11
Full Comment Set, total word length 318,618 | 4918 37,543 17,701
Full Comment Set, total comments 6,968 100 1,076 387.11
Reduced Comment Set (number) 18 - - -
Reduced Comment Set, total comments 1,845 100 109 102.5
Reduced Comment Set, total word length 87,559 | 2,384 8,603 4,864.39
Reduced Comment Set, single comment word length - 1 547 47.46
Table 1: Summary Statistics for Corpus Source Texts
Total | Min Max  Mean
Annotated Comment Set (number) 18 - - -
Completed Annotation Sets (number) 39 - - -
Stage 1 Labels (number) 3,879 69 109 9946
Length of Unconstrained Summaries (words) 12,535 | 131 664 321.41
Length of Constrained Summaries (words) 9,272 | 152 249 237.74
Number of Groups / Group Labels 329 4 17 8.44
Number of Sub-Groups / Sub-Group Labels 218 0 15 5.59
Number of Labels in Groups 4,050 1 84 1231
Number of Labels in Sub-groups 1,435 1 27 6.58
Note: Total count, min, max and mean are drawn from across the full set of corpus annotations

Table 2: Annotation Statistics

groups/subgroups created by the annotators, but
surprisingly, there was no obvious correlation.

Reader Comment Summaries We carried out
a preliminary qualitative analysis to establish
the character of the summaries produced, which
shows that they are in general all coherent and
grammatical, and that the majority of summary
sentences characterise views on issues. Some ob-
servations on summary content follow:

1. All summaries contain sentences reporting
different views on issues. Figure 2 shows two typi-
cal summaries, which describe a range of views on
two main issues: “whether or not citizens can cope
with reductions in bin collection” (Summary 1),
and “whether or not new taxes on the rich should
be introduced to pay for the NHS” (Summary 2).

2. Summaries frequently indicate points of con-
tention or counter arguments, e.g. sentences (S2)
and (S5) of Summary 2.

3. Summaries often provide examples of the rea-
sons people gave in support of a viewpoint: e.g.
(S2) of Summary 1 explains that people thought
a reduced bin collection would attract vermin be-
cause the bins will overflow with rubbish.

47

4. Annotators often indicate the propor-
tion/amount of comment addressing a particular
topic/issue or supporting a particular viewpoint,
e.g. see (56) of Summary 2; (53) of Summary 1.
5. While the majority of annotators abstracted
across groups of comments to describe views on
issues, there were a few outliers who did not.
For example, for an article about a heatwave in
the UK, the two annotators grouped the same 8
comments, but summarised the content very dif-
ferently. Annotator 1 generalised over the com-
ments: “A small group of comments discussed
how the heat brings about the nuisance of midges
and how to deal with them”. Annotator 2 listed
the points made in successive comments: “One
person said how midges were a problem in this
weather, another said they should shut the win-
dows or get a screen. One person told an anecdote
about the use of a citronella candle . . . another said
they were surprised the candle worked as they had
been severely bitten after using citronella oil”.

6. Very few summary sentences describe a dis-
cussion topic without indicating views on it (e.g.
“Many comments discuss the disposal of fat”).

Analysis revealed that summaries also include
examples of: Background about, e.g., an event,



Summary 1

(S1) Opinions throughout the comments were divided
regarding whether residents could cope with Bury’s de-
cision to collect grey household bins every three weeks
rather than every two, and the impact this could have
on households and the environment. (S2) Some ar-
gued how the reduction in bin collection would at-
tract vermin as bins overflow with rubbish, while oth-
ers gave suggestions of how waste could be reduced.
(S3) The largest group of commenters reflected on how
successful (or not) their specific bin collection scheme
was at reducing waste and increasing recycling. ($4)
Throughout the comments there appeared to be some
confusion on what waste could be recycled in the grey
household bin in Bury. (S5) It also appeared unclear if
Bury currently provides a food waste bin and if not one
commenter suggested that the borough should provide
one in the effort to reduce grey bin waste. (S6) A large
number of comments suggested how residents could
reduce the amount of waste going into the grey house-
hold bin by improving their recycling behaviour. (S7)
This led to a deeper discussion regarding the pros and
cons of reusable and disposable nappies...

Summary 2

(S1) The majority of people agreed that businesses and the rich
should pay more tax to fund the NHS, rather than those on low in-
comes. (S2) Some said income tax should be raised for the highest
earners and others suggested a 'mansion tax’. (S3) Some com-
menters suggested that the top one percent of earners should pay
up to 95 in income tax. (S4) Although, there was a debate as to
how ’rich’ can be defined fairly. (S5) Other commenters pointed
out that raising taxes would damage the economy and drive the
most talented minds and business to different countries with lower
taxes. (S6) A large proportion of commenters said the government
should do more to tackle tax evasion and avoidance by big busi-
nesses and the rich. (S§7) But some said the extent of tax evasion
was exaggerated by the press. (S§8) A strong number of people
criticised the coalition for cutting taxes for the rich and placing
the burden on lower-paid workers. (S9) They said that income tax
has been cut for the very rich, while benefits have been slashed and
VAT has increased, making life for low-paid workers more diffi-
cult. (S10) Many criticised the Liberal Democrats for going into
a coalition with the Conservatives and failing to keep promises.
(S11) Many said they had failed to curb Tory excesses and had
abandoned their core principles and pledges. (S712) A small mi-
nority said that the NHS is too expensive and needs reform.

Figure 3: Two human authored summaries of comment sets. These summaries and the source articles
and comments are in the SENSEI Corpus available at: n1lp.shef.ac.uk/sensei.

practice or person, to clarify an aspect of the
debate, e.g. see (S5) of Summary 1, Humour;
Feelings and Complaints, about e.g. commenters
and reporters.

5.3 Similarity of Summary Content

We investigated the extent to which summaries of
the same set of comments by different annotators
have the same summary content, by performing
a content comparison assessment on 10 randomly
selected summary pairs, using a method similar to
the manual evaluation method of DUC 2001 (Lin
and Hovy, 2002).

Given summaries A and B, for each sentence
s in A, a subject judges the extent to which the
meaning of s is evidenced (anywhere) in B, as-
signing a score on a 5-point scale (5=all meaning
evidenced; 1=none is). Any score above 1 requires
evidence of common propositional content (i.e., a
common entity reference alone would not suffice).
After A is compared to B, B is compared to A.

Comparison of the 10 random summary pairs
required 300 sentence judgements, which were
each done twice by two judges and averaged. In
these results, 17% of summary sentences received
a score of 5 (indicating all meaning evidenced) and
40% a score between 3 and 4.5 (suggesting some
or most of their meaning was evidenced). Only
15% of sentences received a score of 1.

Looking at the content overlap per individual
summary pair (by averaging the sentence overlap
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scores for that pair), we find values for the 10 pairs
that range from 2.56 up to 3.65 (with overall aver-
age 3.06). Scores may be affected by the length of
comment sets (as longer sets give more scope for
variation and complexity), and we observe that the
two lowest scores are for long comment sets.

We assessed the agreement between judges on
this task, by comparing their scores for each sen-
tence. Scores differ by 0 in 46% of cases, and by 1
in 33%, giving a combined 79% with ‘near agree-
ment’. Scores differ by >2 in only 6% of cases.
These results suggest that average sentence simi-
larity is a reliable measure of summary overlap.

6 Related Work

Creating abstractive reference summaries of ex-
tended dialogues is hard. A more common ap-
proach involves humans assessing source units
(e.g., comments in comment streams, turns in
email exchanges) based on their perceived im-
portance (aka ‘“‘salience”) for inclusion in an end
summary. See, e.g., Khabiri et al.’s (2011) work
on comments on YouTube videos; Murray and
Carenini’s (2008) work on summarizing email dis-
cussions. The result is a “gold standard” set of
units, each with a value based on multiple human
annotations. A system generated extractive sum-
mary is then scored against this gold standard. The
underlying assumption is that a good summary of
length n is one that has a high score when com-
pared against the top-ranked n gold standard units.




Such an approach is straightforward and pro-
vides useful feedback for extractive summariza-
tion systems. While the gold standard is extrac-
tive, the selected content may have an abstrac-
tive flavour if annotators are instructed to favour
“meta-level” source units that contain overview
content. But the comment domain has few obvious
examples of meta-level sentences; explicit refer-
ences to the issues under discussion are few, as are
reflective comments that sum up a preceding series
of comments. Moreover, extractive approaches to
writing comment summaries will almost certainly
fall short of indicating aggregation over views and
opinion. In sum, this is not an ideal approach to
creating reference summaries from comment.

A more abstractive approach to writing sum-
maries of multi-party conversations was used in
the creation of the AMI corpus annotations, based
on 100 hours of recorded meetings dialogues (Car-
letta et al., 2006). There are some similarities and
differences between the AMI approach and our
own. First, AMI summary writers first completed
a topic segmentation task to prepare them for
the task of writing a summary. While segmenta-
tion might appear to resemble our grouping stage,
these are very different tasks. Key differences are
that segmentation was carried on AMI dialogues
using a pre-specified list of topic descriptions.
This would be difficult to provide for comment
summary writers, since we cannot predict every-
thing the comments will talk about. Secondly, the
AMI abstractive summaries are linked to dialogue
acts (DAs) in their manual extractive summaries
(a link is made if a DA is judged to “support” a
sentence in the abstractive summary). Similar to
our back-links, their links provide indices from the
abstractive summary to source text units. How-
ever, our back-links are from a summary sentence
to groups of comment labels that the summary au-
thor has judged to have informed his sentence. Fi-
nally, the AMI abstractive summaries comprise an
overview summary of the meeting, and list “de-
cisions”, “problems/issues” and “actions”. How-
ever, while a very small number of non-scenario
corpus summaries included reports of alternative
views in a meeting (e.g. on which film to choose
for a film club), the AMI scenario summaries in-
clude very few examples of differences in opinion.

Misra et al. (2015) have created manual sum-
maries of short dialogue sequences, extracted from
different conversations on similar issues on debat-
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ing websites. They then collected summaries to-
gether, and applied the Pyramid method (Nenkova
et al., 2007) to identify common, central propo-
sitions, which, they describe as “abstract objects”
that represent facets of an argument on an issue,
e.g. gay marriage. Indeed the task of identify-
ing central propositions across multiple conversa-
tions is a key aim in their work and one they point
out is central to others working in argumentation
mining. They use the Pyramid annotations to pro-
vide indices from the central proposition to the
summary and underlying comment, with a view to
learning how to recognize similar argument facets
automatically. Note their task differs from ours
in that we aim to generate a summary of a single
reader comment conversation, while they aim to
identify (and then possibly summarize) all facets
of a single argument, gleaned from multiple dis-
tinct conversations.

Barker and Gaizauskas (2016) elaborate the
issue-viewpoint-evidence framework introduced
in Section 2.1 above and show how an argument
graph representing an analysis in this framework
may be created for a set of comments. They
show how the content in a single reference sum-
mary, created using the informal label and group
method described above, corresponds closely to a
subgraph in the more formally specified argument
graph for the article and comment set.

7 Concluding Remarks and Future Work

We have presented a proposal for a form of in-
formative summary that aims to capture the key
content of multi-party, argument-oriented conver-
sations, such as those found in reader comment.
We have developed a method to help humans au-
thor such summaries, and used it to build a cor-
pus of reader comment multiply annotated with
summaries and other information. We believe the
method of labeling and grouping has wide applica-
tion, i.e. in creating reference summaries of com-
plex, multi-party dialogues in other domains.

The summaries produced correspond closely to
the target specification given in Sec. 2.2, and ex-
hibit a high degree of consistency, as shown by
the content similarity assessment of Sec. 5.3. In-
formal feedback from media professionals (at the
Guardian and elsewhere) suggests that the sum-
maries are viewed very positively as a summary of
comments in themselves, and as a target for what
an automated system might deliver online.



Our summary corpus has already proved use-
ful in providing insights for system development,
and for training and evaluation. We have used
group annotations to evaluate a clustering algo-
rithm (Aker et al., 2016a); used back-links to in-
form the training of a cluster labeling algorithm
(Aker et al., 2016b); used the summaries as refer-
ences in evaluating system outputs (with ROUGE
as metric), and to inform human assessors in a
task-based system evaluation (Barker et al., 2016).

Even so, there are limitations to the work done
which give pointers to further work. The current
corpus is limited in size, and would ideally contain
annotations for more comment sets, with more an-
notations per set. One possibility is to break the
summary creation method into smaller tasks suit-
able for crowd-sourcing. Another issue is scala-
bility: annotators can write summaries for ~100
comments, but this is time-consuming and tax-
ing, casting doubt on whether the method could
scale to 1000 comments. Results from a pilot sug-
gest annotators find it much easier to work on sets
of 30-50 comments, so we are investigating how
annotations for smaller subsets of a comment set
might be merged into a single annotation.

Many of our annotators found the option to have
groups and sub-groups useful, but this feature
presents problems for some practical uses of the
annotations, such as evaluation of some clustering
methods. Hence, we have investigated methods to
flatten the group-subgroup structure into one level,
including the following two methods: (1) simple
flattening, where all sub-groups merge into their
parent groups (but this loses much of the analysis
of some annotators), and (2) promoting subgroups
to full group status (which has proved useful for
generating useful group labels). More research is
needed to establish the most effective flattening to
best capture the consensus between annotators.

Finally, there is the open question of how to au-
tomatically evaluate system-generated summaries
against the reference summaries proposed here.
In particular, is ROUGE (Lin, 2004), the most
widely used metric for automatic summary eval-
uation, an appropriate metric for use in this con-
text? ROUGE, which calculates n-gram overlap
between system and reference summaries, may not
deal well with the abstractive nature of our sum-
maries, and in particular with statements quanti-
fying the distribution of support for various view-
points. Its utility needs to be established by cor-
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relating it with human judgements on system out-
put quality. If it cannot be validated, the challenge
arises to develop a metric better suited to this eval-
uation need.
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Appendix

Comment User Name Commeut Comment Comment Label
Number Communication
1 lindalusardi || 1 what about having a word with them about ticket prices aswell? NR - ticket prices (implies
too high)
4
2 That would be fairly pointless, given that Network Rail don't operate passenger trams! NR do not set fares / operate
trains
4
3 Cynic2 The fact that the first post is getting recommends shows that there are some clueless NR do not set fares / operate
people out there! If vou are going to criticise the railways (I do so fairly often), then at trains
least read up on how they actually worlk! Criticising from from a position of complete 4
ignorance won't gain you any credibility! Passenger trains are not operated by Network
Rail (thetr remit is solely to maintain the ratlway infrastructure). therefore the ticket
prices are nothing to do with them!
4 lindalusardi silly me. of course I forgot that network rail provide their services to rail operators NR do not set fares - aceepted
completely free and have nothing whatsoever to do with increasing ticket prices d'oh
A
5 martin7 7 OK so the lady made a mistake . calm down for Heavens sake. non-topic; calm down
4
6 Craig Axon Average ticket prices are set by the government. The train company then as a leeway to Ticket prices set by -+
inerease or decrease the price from the average set. Ticket prices are determined not by government; NR not-for-
distance. as such. but by the number of people travelling from one particular point to profit; system not e
another and so forth. There's more to it but that's the gist of it. Also, most the money transparent 4
made by fares 1s invested back into the railway infrastructure. so it's a cycle. Only a
small amount per £ spent on a ticket goes to tramn company profits. Most goes to network
rail. fuel. train maintenance. staff costs and so forth. It must also be noted that network
a1l 1s a not for profit company and many profits either get invested back into the raillway
or grven to the government to find major projects like thameslink and crossrail. The
railway 1s not very transparent which 1s the problem why most people vent their rage on
train companies and network rail.

Figure 4: Stage 1 interface.

The first 4 columns are created automatically from the source reader com-

ments. The last column is a label supplied by the annotator.

Stage 3-1 - v

(unc:

ed lengthy

For reference you may:
Click to view the original comments and your labels in 2 new tab

Please use the right hand text box to write your summary.
Please save & submit the content using the buttons below.

When you have completed your summary you may:

Submit and Proceed to Constrained Summary Generation Task

Your groups of labels are displayed below
f you want to madify your groups please fallow the instructions. HERE.

Unconstrained Summary

GROUP: NR do not set fares / operate trains
label for comment 2 [Posterl]: NR do not set
label for comment 3 [Posterl NR do not set
label for comment 4 [PosterZ NR do not set
label for comment & [Poster3]: Ticket prices

profit; system not transparent
label feor comment 8 [Posterd4]: NR do not set
label fer comment 9 [Posterl]: NR do not set
government restrictions.

label fer comment 11 [PoaterS]:
label for comment 12 [Posterl]:
label for comment 18 [Posterl]:

GROUP: NR is neon-profit / "not for dividend”

label for comment & [Poster3]: Ticket prices

nrafin: avarem nat transnarent

fares / operate trains

fares / operate trains

fares - accepted

set by government; MR not—for—

fares

fares. T0C3 set fares, under

TCCs / MR szeparate.
NR do not set fares / operate trains
HR do not set fares

set by government; NR not—for—

|| for delays,

|| would be better. One commenter thought the current aystem iz bad, as it is

Several commenters thought that fining Network Rail was either meaningless
or counter-productive. They argued that it is really & fine on the
taxpayer, as the company is publicly funded.

A number argued that it would make more sense to fine the directors
instead, or even 3ack them. It was pointed out that their bonuses would be
cut for poor performance, but several thought that their bonuses would
5till be too large. It was joked that the directors were on & "gravy
train”.

There was some debate as to whether Network Rail should be held respensible
or whether they might be the fault of the train operating
companies or the weather. A joke was made suggesting that the train
cperating companies don't care about delays, as the regulatory system is
ineffective.

Many commenters discussed whether a nationalised or privatised rail system

fotal word

237

Please remember to save your summary regularly.
Save a5 unconstrained summary

Figure 5: Stage 3 interface. Grouping annotations collected in Stage 2 are shown in the left frame. The
summary is authored in the right frame.
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Special Session
The Future Directions of Dialogue-Based Intelligent Personal Assistants

Abstract : Today is the era of intelligent personal assistants. All the major tech giants have
introduced personal assistants as the front end of their services, including Apple’s Siri,
Microsoft’s Cortana, Facebook’s M, and Amazon’s Alexa. Several of these companies have also
released bot toolkits so that other smaller companies can join the fray. However, while the
quality of conversational interactions with intelligent personal assistants is crucial for their
success in both business and personal applications, fundamental problems, such as discourse
processing, computational pragmatics, user modeling, and collecting and annotating adequate
real data, remain unsolved. Furthermore, the intelligent personal assistants of tomorrow raise a
whole set of new technical problems.

The special SIGDIAL session "The Future of Dialogue-Based Intelligent Personal Assistants"
holds a panel discussion with notable academic and industry players, leading to insights on
future directions.

Time Table
e Introduction (15 minutes)
o Overview of the session
o Introduction of the panels
e Panel Discussion (75 minutes)
o Short position talks
o Discussion
o QA and summary
Organizers
e Yoichi Matsuyama, Postdoctoral Fellow, Human-Computer Interaction Institute /
Language Technologies Institute, Carnegie Mellon University
e Alexandros Papangelis, Research Scientist, Toshiba Cambridge Research Laboratory
Advisory Board
e Justine Cassell, Associate Dean of the School of Computer Science for Technology
Strategy and Impact, Carnegie Mellon University
Panelists
e Steve Young, Professor of Information Engineering, Information Engineering Division,
University of Cambridge
e Jeffrey P. Bigham, Associate Professor, Human-Computer Interaction Institute /
Language Technologies Institute, Carnegie Mellon University
Thomas Schaaf, Senior Speech Scientist, Amazon
Zhuoran Wang, CEO, trio.ai

http://articulab.hcii.cs.cmu.edu/sigdial2016/
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Keynote

More than meets the ear: Processes that shape dialogue

Susan E. Brennan
Stony Brook University
Departments of Psychology, Computer Science, and Linguistics
Stony Brook, NY, United States
susan.brennan@stonybrook.edu

Abstract: What is dialogue, anyway—Ilanguage produced in alternating turns by two or more
speakers? A way to collaboratively accomplish a task or transaction with an agent, whether
human or computer? An interactive process by which two people entrain and coordinate their
behaviors and mental states? A corpus that can be analyzed to answer a research question? The
ways in which researchers conceptualize dialogue affect the assumptions and decisions they
make about how to design an experiment, collect or code a corpus, or build a system. Often such
assumptions are not explicit. Researchers may decide to characterize, stage, control, or entirely
ignore such potentially key factors as the task two people are charged with, their identities, their
common ground, or the medium in which dialogue is conducted.

Such decisions, especially when left implicit, can affect the products and processes of dialogue in
substantial but unanticipated ways; in fact, they can change the results of an experiment. As one
example, spoken dialogue experiments often use a simulated partner or confederate in the role of
speaker or addressee; just how the confederate is deployed reflects the researcher’s explicit
theory and implicit assumptions about the nature of dialogue. As another example, sometimes
experiments place people in infelicitous situations; this can change the kind of language game
people think they're playing. | will cover some implicit assumptions about the nature of dialogue
that affect the risks researchers take, and highlight pairs of studies that have found different
results, perhaps due to these assumptions.

Speaker's Bio: Susan Brennan is Professor of Psychology in the Cognitive Science Program at
Stony Brook University (State University of New York), with joint appointments in the
Departments of Linguistics and Computer Science. She received her Ph.D. in Cognitive
Psychology from Stanford University with a focus on psycholinguistics; her M.S. is from the
MIT Media Lab, where she worked on computer-generated caricature and teleconferencing
interfaces; and her B.A. is in cultural anthropology from Cornell University. She has worked in
industry at Atari Research, Hewlett-Packard Labs, and Apple Computer. Her research interests
span language processing in conversation, joint attention, partner-specific adaptation during
interactive dialogue, the production and comprehension of referring expressions, lexical
entrainment, discourse functions of prosody and intonation, speech disfluencies, multimodal
communication, social/ cognitive neuroscience, natural language and speech interfaces to
computers, spoken dialogue systems, and repair in human and human-computer dialogue. She
has used eye-tracking both as a method for studying the incremental comprehension and
production of spontaneous speech and as a channel in computer-mediated communication. A
currently funded project is "Communication in the Global University: A Longitudinal Study of
Language Adaptation at Multiple Timescales in Native- and Non-Native Speakers." She is
temporarily on leave from Stony Brook University in order to serve as Program Director for
NSF's oldest program, the Graduate Research Fellowship Program in the Division of Graduate
Education.

54

Proceedings of the SIGDIAL 2016 Conference, page 54,
Los Angeles, USA, 13-15 September 2016. (©2016 Association for Computational Linguistics



A Wizard-of-Oz Study on A Non-Task-Oriented Dialog Systems That
Reacts to User Engagement

Zhou Yu, Leah Nicolich-Henkin, Alan W Black and Alex I. Rudnicky
School of Computer Science
Carnegie Mellon University
{zhouyu, leah.nh, awb, air}@cs.cmu.edu

Abstract

In this paper, we describe a system that re-
acts to both possible system breakdowns
and low user engagement with a set of
conversational strategies. These general
strategies reduce the number of inappro-
priate responses and produce better user
engagement. We also found that a system
that reacts to both possible system break-
downs and low user engagement is rated
by both experts and non-experts as hav-
ing better overall user engagement com-
pared to a system that only reacts to pos-
sible system breakdowns. We argue that
for non-task-oriented systems we should
optimize on both system response appro-
priateness and user engagement. We also
found that apart from making the system
response appropriate, funny and provoca-
tive responses can also lead to better user
engagement. On the other hand, short ap-
propriate responses, such as “Yes” or “No”
can lead to decreased user engagement.
We will use these findings to further im-
prove our system.

1 Introduction

Non-task-oriented conversational systems do not
have a stated goal to work towards. Nevertheless,
they are useful for many purposes, such as keep-
ing elderly people company and helping second
language learners improve conversation and com-
munication skills. More importantly, they can be
combined with task-oriented systems to act as a
transition smoother or a rapport builder for com-
plex tasks that require user cooperation. They have
potential wide use in education, medical and ser-
vice domains.

There are a variety of existing methods to
generate responses for non-task-oriented systems,

55

such as machine translation (Ritter et al., 2011),
retrieval-based response selection (Banchs and Li,
2012), and sequence-to-sequence recurrent neural
network (Vinyals and Le, 2015). All aim to im-
prove system coherence, but none of them focus
on the experience of the user. Conversation is an
interaction that involves two parties, so only im-
proving the system side of the conversation is in-
sufficient. In an extreme case, if the system is al-
ways appropriate, but is a boring and passive con-
versational partner, users would not stay interested
in the conversation or come back a second time.
Thus we argue that user engagement should be
considered a critical part of a functional system.
Previous researchers found that users who com-
pleted a task with a system but disliked the expe-
rience would not come back to use the system a
second time. In a non-task-oriented system, the
user experience is even more crucial, because the
ultimate goal is to keep users in the interaction as
long as possible, or have them come back as fre-
quently as possible. Previously systems have not
tried to improve user experience, mostly because
these systems are text-based, and do not have ac-
cess to the user’s behaviors aside from typed text.
In this paper, we define user engagement as the
interest to continue the conversation in each turn.
We study the construct using a multimodal dialog
system that is able to process and produce audio-
visual behaviors. Making the system aware of user
engagement is considered crucial in creating user
stickiness in interaction designs. Better user en-
gagement leads to a better experience, and in turn
attracts repeat users. We argue that a good system
should not only be coherent and appropriate but
should also be engaging.

We describe a multimodal non-task-oriented
conversational system that optimizes its perfor-
mance on both system coherence and user engage-
ment. The system reacts to both user engagement
and system generation confidence in real time us-
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ing a set of active conversational strategies. Sys-
tem generation confidence is defined as the con-
fidence that the generated response is considered
appropriate with respect to the previous user ut-
terance. Although the user engagement metric is
produced by an expert in a Wizard-of-Oz setting,
it is the first step towards a fully automated en-
gagement reactive system. Previously very little
research addressed reactive systems due to the dif-
ficulty of modeling the users and the lack of audio-
visual data. We also make the audiovisual data
along with the annotations available.

2 Related Work

Many experiments have shown that an agent re-
acting to a user’s behavior or internal state leads
to better user experience. In an in-car navigation
setting, a system that reacts to the user’s cogni-
tive load was shown to have better user experience
(Kousidis et al., 2014). In a direction giving set-
ting, a system that reacts to user’s attention was
shown to be preferred (Yu et al., 2015a). In a tutor-
ing setting, a system that reacts to the user’s disen-
gagement resulted in better learning gain (Forbes-
Riley and Litman, 2012). In task-oriented systems
users have a concrete reason to interact with the
system. However, in a non-task-oriented setting,
user engagement is the sole reason for the user to
stay in the conversation, making it an ideal situa-
tion for engagement study. In this paper, we focus
on making the system reactive to user engagement
in real time in an everyday chatting setting.

In human-human conversations, engagement
has been studied extensively. Engagement is con-
sidered important in designing interactive systems.
Some believe engagement is correlated with im-
mersiveness (Lombard and Ditton, 1997). For ex-
ample, how immersed a user is in the interaction
plays a key role in measuring the interaction qual-
ity. Some believe engagement is related to the
level of psychological presence (i.e. focus) dur-
ing a certain task (Abadi et al., 2013), for example
how long the user is focused on the robot (Moshk-
ina et al., 2014). Some define engagement as “the
value a participant in an interaction attributes to
the goal of being together with the other partici-
pant(s) and of continuing the interaction” (Peters
et al., 2005). In this paper, we define engagement
as the interest to continue the conversation. Be-
cause the goal of a non-task-oriented system is to
keep the user interacting with the system voluntar-
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ily, making users have the interest to continue is
critical.

A lot of conversational strategies have been pro-
posed in previous work to avoid generating in-
coherent utterances in non-task-oriented conver-
sations, such as introducing topics, (e.g. “Let’s
talk about favorite foods!” in (Higashinaka et al.,
2014)) and asking the user to explain missing
words. (Schmidt et al., 2015). In this paper, we
propose a set of strategies that actively deal with
both user engagement and system response appro-
priateness.

3 System Design and User Experiment
Setting

The base system used is Multimodal TickTock,
which generates system responses by retriev-
ing the most similar utterance in a conversation
database using a key word matching method (Yu
et al., 2015b). It takes spoken utterances from the
user as input and produces synthesized speech as
output. A cartoon face signals whether it is speak-
ing or not, and can present some basic expressions.
This clearly artificial design aims to avoid the un-
canny valley dilemma, so that the users do not ex-
pect realistic human-like behaviors from the sys-
tem. It has the capability to collect and extract
audio-visual features, such as head and face move-
ment (Baltrusaitis et al., 2012), in real time. These
features are not used in this experiment, but will
be incorporated as part of automatic engagement
recognition in the future.

We designed six strategies based on previous lit-
erature to deal with possible system breakdowns
and to improve user engagement.

1. Switch Topics (switch): propose a new topic
other than the current topic, such as “Let’s
talk about sports.”

. Initiate activities (initiation): propose an ac-
tivity to do together, such as “Do you want to
see the latest Star Wars movie together?”.

. End topics with an open question (end):
close the current topic using an open ques-
tion, such as “Could you tell me something
interesting?”.

Tell A Joke (joke): tell a joke such as:
“Politicians and diapers have one thing in
common. They should both be changed reg-
ularly, and for the same reason.”.



5. Refer Back to A Previously Engaged Topic
(refer back): refer back to the previous en-
gaging topic. We keep a list of utterances that
have resulted in high user engagement. This
strategy will refer the user back to the most
recently engaged turn. For example: “Previ-
ously, you said ‘I like music’, do you want to
talk more about that?”

Each strategy has a set of surface forms to choose
from in order to avoid repetition. For example, the
switch strategy has several forms, such as, “How
about we talk about sports?”” and “Let’s talk about
sports.”

We designed two versions of Multimodal Tick-
Tock: REL and REL+ENG. The REL system uses
the strategies above to deal with low system gen-
eration confidence (system breakdown). The gen-
eration confidence is the weighted score of match-
ing key words between the user input and the cho-
sen utterance from the database. The REL+ENG
system uses the strategies to deal with low sys-
tem generation confidence, and in addition reacts
to low user engagement. One caveat is that the re-
fer back strategy is not available for the REL sys-
tem. In the REL+ENG system, a trained expert
annotates the user’s engagement as soon as the
user finishes the utterance. A randomly selected
strategy triggers whenever the user engagement is
‘Strongly Disengaged’ or ‘Disengaged’. Any non-
task-oriented system can adopt the above policy
and strategies with minor system adjustments.

For systems that use other response generation
methods, the confidence score can be computed
using other metrics. For example, a neural net-
work generation system (Vinyals and Le, 2015)
can use the posterior probability for the confidence
score.

In order to avoid culture and language profi-
ciency confound, all participants in the study are
originally from North America. Gender was bal-
anced as well. We had 10 people (6 males) interact
with REL and 12 people (7 males) interact with
REL+ENG. Participants were all university stu-
dents and none of them had interacted with a mul-
timodal dialog system before. There are no repeat
users in the two groups. We also collected how
frequently they use spoken dialog systems, such as
Apple Siri, in the after-experiment user survey in
the REL+ENG study, and found that 25% of them
have used dialog systems frequently. In the future,
we hope to collect a more balanced dataset to test
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this factor’s influence.

An example dialog of a user interacting with
REL is shown in Table 1. In Turn 5, the system
used the switch strategy to deal with the fact that
it was unable to retrieve a response with similar
content to the user’s utterance. An example dia-
log from REL+ENG is shown in Table 2. In Turn
3, the system used the initiation strategy to deal
with the fact that the user was not engaged in the
previous turn. Figure 1 is a snapshot of an exam-
ple video recording of one of the interactions. The
blue box represents the head-tracking results, and
the red dots represent face-tracking. Together with
the audio-visual recordings, we have also made all
the annotations and manual transcriptions avail-

(£
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Figure 1: Screen shot of an example conversation
recording

4 Annotations

We annotated each conversational exchange with
user engagement and system response appropri-
ateness. One conversational exchange includes
one speech segment from the system and the fol-
lowing speech segment from the user. The engage-
ment is a rating based on the user’s performance
during the entire turn, while the system’s appro-
priateness is a rating with respect to the user’s ut-
terance in the previous turn. User engagement is
defined as “user’s interest to continue the conver-
sation”, and the system appropriateness as “the co-
herence and appropriateness of the system utter-
ance given the context”. Table 3 and 4 describe
the user engagement annotation scheme and the
system appropriateness annotation scheme respec-
tively. For turns when users failed to respond, we
label the engagement as 0. We labeled the turns
that the system failed to understand the user and
asked the user to repeat to be 0 in appropriate-
ness. We exclude all these turns in the analysis

'www.cmuticktock.org



Turn Participant

TickTock

1 Your noise is a question mark, I think that’s interesting.

2 I think it fits you perfectly.

3 Do you want me to make your nose broken?

4 Because I thought you might mind.

5 You have not been treated yet. That is in the future.
6 Yes, I watch movies sometimes.

Of course, what’s your idea?
Let me see, his nose is still broke.
Ah, yes, why did you ask me for this?

Well, I am not getting into specifics about what doctor treated

him, how he was treated.
Let me see, by the way, are you interested in movies?
Great.

Table 1: An example conversation in REL

Turn Participant

TickTock

How are you

How are you doing?

Any thought?

No I have a lot of work to do. I can’t go.

AW~

I think so, any thoughts?

I am fine, how are you, any thought?

Let me see, do you want to go to my friends’ party tonight?
Everyday?

Table 2: An example conversation in REL+ENG

in order to avoid adding system failure in the anal-
ysis. The inter-annotator agreement between the
two experts is high (kappa = 0.73) in appropri-
ateness, but the agreement between the two ex-
perts in annotating engagement is relatively lower
(kappa =0.43). However, if we collapse the rat-
ing for “strongly disengaged” with “disengaged”
and “very engaged” with “engaged”, our agree-
ment improves (kappa = 0.67).

5 Evaluation

To evaluate the efficacy of the strategies, we also
conducted an Amazon Mechanical Turk study to
test if a non-expert would agree with the experts
about which system elicits better user engagement.
We selected video recordings with participants
who are not familiar with dialog systems. There
are only five participants in the REL dataset and
nine participants in the REL+ENG dataset who
meet this requirement. In order to balance the two
sets, we randomly selected five participants from
the nine in the REL+ENG. We picked one video
from each dataset to form a A/B comparison study.
In total there are 25 pairs, and we recruited three
raters for each pair. Nobody rated the same pair
twice. We ask them to watch the two videos and
then compare them through a set of questions in-
cluding “Which system resulted in a better user
experience?”, “Which system would you rather in-
teract with?” and “Which person seemed more en-
thusiastic about talking to the system”. In addi-
tion, we also included some factual question re-
lated to the video content in order to test if the
rater had watched the video, which all of them had.
Raters are allowed to watch the two videos multi-
ple times. The limitations of such a comparison
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is that some system failures, such as ASR failure,
may affect the quality of the conversation, which
may be a confound. In the task, we specifically
asked the users to overlook these system defects,
but they still commented on these issues in their
feedback. We will collect more examples in the
future to balance the influence of system defects.

6 Quantitative Analysis and Results

In this section, we first discuss whether the de-
signed strategies are useful in avoiding system in-
appropriateness and improving user engagement.
Then, we discuss whether both experts and non-
experts who watched the video recordings of the
interactions prefer a system that reacts to both
low user engagement and system inappropriate-
ness over a system that only reacts to low system
appropriateness. In addition, we discuss the rela-
tionship between system appropriateness and user
engagement. In the end, we discuss the relation-
ship and methods to elicit user engagement and
user experience.

6.1 Strategies and System Appropriateness

We found that designed conversational strategies
are useful in avoiding system breakdowns. The
system randomly selects one of the strategies de-
scribed in Section 4 whenever its confidence in
generating an appropriate answer is extremely low.
In Table 5, we show for both REL and REL+ENG,
how many times each strategy is triggered to react
to low confidence in generating system responses
and the distribution of the produced utterances be-
ing rated as “Inappropriate”, “Interpretable” and
“Appropriate”. Among them, 63% and 73% of the
turns are rated as “Interpretable” or “Appropriate”



Label  Definition Description

1 Strongly Disengaged

Shows no interest in the conversation, not responding or engaged in other things.
Shows little interest to continue the conversation, passively

2 Disengaged interacts with his conversational partner.
3 Neither Disengaged  Interacts with the conversational partner, showing neither
nor Engaged interest nor lack of interest to continue the conversation.
4 Engaged Shows mild interest to continue the conversation.
5 Stronely Encaged Shows a lot of interest to continue the conversation and
gly bngag actively contributes to the conversation.
Table 3: Engagement annotation scale and definition.
Label Definition Example

Inappropriate (1)

Not coherent with the user utterance

Participant: How old are you?
TickTock: Apple. ’

Interpretable (2)  Related and can be interpreted

Participant: How old are you?
TickTock: That’s too big a question for me to answer.

Appropriate (3) Coherent with the user utterance

Participant: How is the weather today?
TickTock: Very good.

Table 4: Appropriateness rating scheme.

in REL and REL+ENG respectively. The percent-
age is higher in REL+ENG than REL mostly due
to the introduction of refer back strategy, which
the REL system could not use because it does not
track the user’s engagement. Compared to REL,
which doesn’t react to low system response gen-
eration confidence, REL+ENG successfully made
69% of inappropriate turns to be “Interpretable” or
“Appropriate”.

Each strategy has a different effect on improv-
ing the system’s appropriateness. Among them,
the refer back strategy leads to more appropri-
ate responses in general, but happens infrequently,
due to its strict trigger condition. It can only be
triggered if the user previously had a high engage-
ment utterance. The initiation strategy leads to
more interpretable responses overall, because ut-
terances like “Do you want to go to my friend’s
party?” actively seek user consent. Even though it
may seem abrupt in some contexts, the transition
will usually be considered to be interpretable. The
Jjoke strategy has a high probability of being inap-
propriate. However, if the joke fits the context, it
may be appropriate. For example,

TickTock: “Let’s talk about politics.”
User: “I don’t know too much about politics.”

TickTock: “Let me tell you something, politicians
and diapers have one thing in common, they
both need to be changed regularly.”
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However, if the joke is out of the context, it will
leave the participant with an impression that Tick-
Tock is saying random things.

In the future, we intend to track the topic of the
conversation, and design specific jokes with re-
spect to conversation topic. We intend to design
additional strategies, such as performing ground-
ing requests on out-of-vocabulary words (Schmidt
et al., 2015), to address possible system break-
downs, and we will also implement a policy to
control when to use which strategy.

6.2 Strategies and User Engagement

We found that designed conversational strategies
are useful in improving user engagement. We cre-
ated an engagement change metric that measures
the difference between the current turn engage-
ment and the previous turn engagement. In Ta-
ble 6, we list the user engagement change for when
each strategy triggered in the REL+ENG dataset.
In total, 72% of the time when the system reacts
to low user engagement, it leads to positive en-
gagement change. We believe this is because the
strategies we designed have an active tone, which
can reduce the cognitive load required to actively
come up with something to say. In addition, since
these strategies are triggered when the user en-
gagement is low, the random chance of them im-
proving user engagement is already high, so the
percentage of improving user engagement is even



REL REL+ENG

Strategy Total InApp Inter App Total  InApp Inter App

switch 46  13(28%) 27(59%) 6(13%) 32 6(19%) 18(56%) 8(25%)
initiation 10 2(20%)  6(60%)  2(20%) 18 0(0%) 8(44%) 10(56%)
end 29 14(48%) 13(45%) 2(17%) 16 6(38%) 8(50%) 2(13%)
joke 10 5(50%)  2(20%)  3(30%) 20 14(70%)  0(0%) 6(30%)
refer back - - - - 12 0(0%) 6(50%)  6(50%)
Total 95  34(35%) 48(51%) 13(14%) | 98  26(27%) 40(41%) 32(33%)

Table 5: System appropriateness distribution when two systems react to possible system breakdowns.

higher.

For each strategy, the chance of improving the
user’s engagement is different. The refer back
strategy is the most effective strategy: 75% of the
time, it leads to better user engagement. We be-
lieve this is because once the system refers back
to what the user said before, the user feels that
the agent is somewhat intelligent and in turn in-
creases his/her interest to continue the conversa-
tion, to find what else the system can do. For the
switch and end strategies, there are examples of
them both reducing and increasing user engage-
ment. When we looked at the specific cases where
the user engagement decreased, we found that
those utterances are rated as inappropriate given
the context. This leads us to believe that during the
selection of what strategies we should use to re-
act to user’s low engagement, we should also con-
sider whether the system utterance would be ap-
propriate. We also examined the turns that did not
improve or decreased user engagement and found
that they are towards the end of the conversation,
when the user lost interest and ended the conver-
sation regardless of what the system said.

Strategy | Total A <0 A=0 A>0

switch 10 1(10%) 3(30%) 6(60%)
initiation 5 0(0%) 2(40%) 3(60%)
end 3 133%) 1(33%) 1(33%)
joke 4 0(0%) 2(50%) 2(50%)
refer back | 4 000%) 1(25%) 3(75%)
Total 26 2(6%) 9Q22%) 15(72%)

Table 6: User engagement change distribution
when system reacts to low user engagement.

6.3 Third-person Preference

In our study, we found that a system that reacts to
low user engagement and possible system break-
downs is rated as having better user engagement
and experience compared to a system that only
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reacts to possible system breakdowns. This rat-
ing held true for both experts and non-experts.
We performed an unbalanced Student’s t-test on
expert-rated user engagement of turns in REL and
REL4ENG and found the engagement ratings are
statistically different (p < 0.05). REL+ENG has
more user engagement (REL: Mean = 3.09 (SD =
0.62); REL+ENG: Mean = 3.51 (SD = 0.78). A
t-test on utterances that are not produced by de-
signed strategies shows the two systems are not
statistically different in terms of user engagement
(p = 0.13). This suggests that the difference in
user engagement is mostly due to the utterances
that are produced by strategies. Experts also rated
the interaction for overall user experience and we
found that REL+ENG interactions are rated sig-
nificantly higher than REL system overall (p <
0.05).

In REL+ENG, 37% of the strategies were trig-