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Preface

Many Asian countries are rapidly growing these days and the importance of communicating and
exchanging the information with these countries has intensified. To satisfy the demand for
communication among these countries, machine translation technology is essential.

Machine translation technology has rapidly evolved recently and it is seeing practical use especially
between European languages. However, the translation quality of Asian languages is not that high
compared to that of European languages, and machine translation technology for these languages has not
reached a stage of proliferation yet. This is not only due to the lack of the language resources for Asian
languages but also due to the lack of techniques to correctly transfer the meaning of sentences from/to
Asian languages. Consequently, a place for gathering and sharing the resources and knowledge about
Asian language translation is necessary to enhance machine translation research for Asian languages.

The Workshop on Machine Translation (WMT), the world’s largest machine translation workshop,
mainly targets on European languages and does not include Asian languages. The International
Workshop on Spoken Language Translation (IWSLT) has spoken language translation tasks for some
Asian languages using TED talk data, but these is no task for written language.

The Workshop on Asian Translation (WAT) is an open machine translation evaluation campaign focusing
on Asian languages. WAT gathers and shares the resources and knowledge of Asian language translation
to understand the problems to be solved for the practical use of machine translation technologies among
all Asian countries. WAT is unique in that it is an "open innovation platform": the test data is fixed and
open, so participants can repeat evaluations on the same data and confirm changes in translation accuracy
over time. WAT has no deadline for the automatic translation quality evaluation (continuous evaluation),
S0 participants can submit translation results at any time.

Following the success of the previous WAT workshops (WAT2014 — WAT2018), WAT2019 will bring
together machine translation researchers and users to try, evaluate, share and discuss brand-new ideas
about machine translation. For the 6th WAT, we included 5 new translation subtasks. We had 25 teams
who submitted their translation results, and about 400 submissions in total.

In addition to the shared tasks, WAT2019 also feature scientific papers on topics related to the machine
translation, especially for Asian languages. The program committee accepted 6 papers, which focus on
on neural machine translation, and construction and evaluation of language resources.

We are grateful to "SunFlare Co., Ltd.", "Japan Exchange Group, Inc. (JPX)", "Asia-Pacific Association
for Machine Translation (AAMT)" and "Kawamura International" for partially sponsoring the workshop.
We would like to thank all the authors who submitted papers. We express our deepest gratitude to the
committee members for their timely reviews. We also thank the EMNLP-IJCNLP 2019 organizers for
their help with administrative matters.

WAT 2019 Organizers
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Invited talk: Multitask Learning from Multilingual Mutimodal Data

Desmond Elliott
The University of Copenhagen

Abstract

I will talk about two perspectives on learning from multilingual multimodal data: as a language gener-
ation problem and as cross-modal retrieval problem. In the language generation problem of multimodal
machine translation, I will discuss whether we should learn grounded representations by using the addi-
tional visual context as a conditioning input or as a variable that the model learns to predict, and highlight
some recent arguments about whether models are actually sensitive to the visual context. As a multilin-
gual image—sentence retrieval problem, I will discuss experiments that highlight situations in which it is
useful to train with multilingual annotations, as opposed to monolingual annotations, and the challenges
in learning from disjoint cross-lingual datasets.

Biography

Desmond is an Assistant Professor at the University of Copenhagen. He received his PhD from the Uni-
versity of Edinburgh, and was a postdoctoral researcher at CWI Amsterdam, the University of Amster-
dam, and the University of Edinburgh, funded by an Alain Bensoussan Career Development Fellowship
and an Amazon Research Award. His research interests include multimodal and multlingual machine
learning, which has appeared in papers ACL, CoNLL, EMNLP and NAACL. He was involved in the cre-
ation the Multi30K and How?2 multilingual multimodal datasets and has developed a variety of models
that learn from these types of data. He co-organised the How 2 Challenge Workshop at ICML 2019, the
Multimodal Machine Translation Shared Task from 2016-2018, and the 2018 Frederick Jelinek Memo-
rial Workshop on Grounded Sequence-to-Sequence Learning.
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Overview of the 6th Workshop on Asian Translation

Toshiaki Nakazawa
The University of Tokyo
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Nobushige Doi
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Shohei Higashiyama and Chenchen Ding and Raj Dabre
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Anoop Kunchukuttan
Microsoft Al and Research

anoop.kunchukuttan@microsoft.com

Ondrej Bojar
Charles University, MFF, UFAL
bojar@ufal. mff.cuni.cz

Abstract

This paper presents the results of the
shared tasks from the 6th workshop on
Asian translation (WAT2019) including
Ja>En, Ja<>Zh scientific paper transla-
tion subtasks, Ja<En, Ja<Ko, Ja<En

patent translation subtasks, Hi«>En,
My+En, Km«En, Ta<>En mixed domain
subtasks, Ru<»Ja news commentary

translation task, and En—Hi multi-modal
translation task. For the WAT2019, 25
teams participated in the shared tasks.
We also received 10 research paper sub-
missions out of which 7! were accepted.
About 400 translation results were sub-
mitted to the automatic evaluation server,
and selected submissions were manually
evaluated.

1
The Workshop on Asian Translation (WAT)

is an open evaluation campaign focusing on
Asian languages. Following the success of
the previous workshops WAT2014-WAT2018
(Nakazawa et al., 2014, 2015, 2016, 2017,
2018), WAT2019 brings together machine

Introduction

1One paper was withdrawn post acceptance and
hence only 6 papers will be in the proceedings.

1

Win Pa Pa
University of Conputer Study, Yangon
winpapa@ucsy.edu.mm

Shantipriya Parida
Idiap Research Institute
shantipriya.parida@idiap.ch

Sadao Kurohashi
Kyoto University
kuro@i.kyoto-u.ac.jp

translation researchers and users to try, eval-
uate, share and discuss brand-new ideas for
machine translation. We have been working
toward practical use of machine translation
among all Asian countries.

For the 6th WAT, we adopted new trans-
lation subtasks with Khmer<>English and
Tamil<+English mixed domain corpora,? Rus-
sian<>Japanese news commentary corpus and
English—Hindi multi-modal corpus® in addi-
tion to most of the subtasks of WAT2018.

WAT is a unique workshop on Asian lan-
guage translation with the following charac-
teristics:

¢ Open innovation platform

Due to the fixed and open test data, we
can repeatedly evaluate translation sys-
tems on the same dataset over years.
WAT receives submissions at any time;
i.e., there is no submission deadline of
translation results w.r.t automatic eval-
uation of translation quality.

2http://lotus.kuee.kyoto-u.ac.jp/WAT/
my-en-data/

3https://ufal.mff.cuni.cz/hindi-visual-genome/
wat-2019-multimodal-task

Proceedings of the 6th Workshop on Asian Translation, pages 1-35
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



Lang Train | Dev | DevTest | Test
JE 3,008,500 | 1,790 1,784 | 1,812
JC 672,315 | 2,090 2,148 | 2,107

Table 1: Statistics for ASPEC

e Domain and language pairs
WAT is the world’s first workshop that
targets scientific paper domain, and Chi-
nese<»Japanese and Korean<>Japanese
language pairs. In the future, we will
add more Asian languages such as Viet-
namese, Thai and so on.

o FEvaluation method

Evaluation is done both automatically
and manually. Firstly, all submitted
translation results are automatically eval-
uated using three metrics: BLEU, RIBES
and AMFM. Among them, selected trans-
lation results are assessed by two kinds
of human evaluation: pairwise evaluation
and JPO adequacy evaluation.

2  Datasets

2.1 ASPEC

ASPEC was constructed by the Japan Science
and Technology Agency (JST) in collaboration
with the National Institute of Information and
Communications Technology (NICT). The
corpus consists of a Japanese-English sci-
entific paper abstract corpus (ASPEC-JE),
which is used for ja<ren subtasks, and a
Japanese-Chinese scientific paper excerpt cor-
pus (ASPEC-JC), which is used for ja<»>zh
subtasks. The statistics for each corpus are
shown in Table 1.

2.1.1 ASPEC-JE

The training data for ASPEC-JE was con-
structed by NICT from approximately two
million Japanese-English scientific paper ab-
stracts owned by JST. The data is a compara-
ble corpus and sentence correspondences are
found automatically using the method from
Utiyama and Isahara (2007). Each sentence
pair is accompanied by a similarity score cal-
culated by the method and a field ID that indi-
cates a scientific field. The correspondence be-
tween field IDs and field names, along with the

Lang Train Dev | DevTest | Test-N
zh-ja | 1,000,000 | 2,000 2,000 5,204
ko-ja | 1,000,000 | 2,000 2,000 5,230
en-ja | 1,000,000 | 2,000 2,000 5,668
Lang | Test-N1 | Test-N2 | Test-N3 | Test-EP
zh-ja 2,000 3,000 204 1,151
ko-ja 2,000 3,000 230 -
en-ja 2,000 3,000 668 —

Table 2: Statistics for JPC

frequency and occurrence ratios for the train-
ing data, are described in the README file
of ASPEC-JE.

The development, development-test and
test data were extracted from parallel sen-
tences from the Japanese-English paper ab-
stracts that exclude the sentences in the train-
ing data. Fach dataset consists of 400 docu-
ments and contains sentences in each field at
the same rate. The document alignment was
conducted automatically and only documents
with a 1-to-1 alignment are included. It is
therefore possible to restore the original docu-
ments. The format is the same as the training
data except that there is no similarity score.

2.1.2 ASPEC-JC

ASPEC-JC is a parallel corpus consisting of
Japanese scientific papers, which come from
the literature database and electronic journal
site J-STAGE by JST, and their translation to
Chinese with permission from the necessary
academic associations. Abstracts and para-
graph units are selected from the body text
so as to contain the highest overall vocabulary
coverage.

The development, development-test and
test data are extracted at random from docu-
ments containing single paragraphs across the
entire corpus. FEach set contains 400 para-
graphs (documents). There are no documents
sharing the same data across the training, de-
velopment, development-test and test sets.

2.2 JpC

JPO Patent Corpus (JPC) for the patent
tasks was constructed by the Japan Patent Of-
fice (JPO) in collaboration with NICT. The
corpus consists of Chinese-Japanese, Korean-
Japanese and English-Japanese patent de-
scriptions whose International Patent Classi-



Disclosure Train Dev DevTest Test
Period ¢ Texts Items Texts Items Texts Items
2016-01-01 to 1,089,346 - - - -
2017-12-31 (614,817) - - - - - -
2018-01-01 to 314,649 1,153 2,845 1,114 2,900 1,153 2,129
2018-06-30 (218,495) (1,148) (2,650) (1,111) (2,671) (1,135) (1,763)

Table 3: Statistics for TDDC (The number of unique sentences)

fication (IPC) sections are chemistry, electric-
ity, mechanical engineering, and physics.

At WAT2019, the patent tasks has two sub-
tasks: normal subtask and expression pattern
subtask. Both subtasks use common train-
ing, development and development-test data
for each language pair. The normal subtask for
three language pairs uses four test data with
different characteristics:

e test-N: union of the following three sets;

e test-N1: patent documents from patent
families published between 2011 and
2013;

e test-N2: patent documents from patent
families published between 2016 and
2017; and

o test-N3: patent documents published be-
tween 2016 and 2017 where target sen-
tences are manually created by translat-
ing source sentences.

The expression pattern subtask for zh—ja pair
uses test-EP data. The test-EP data consists
of sentences annotated with expression pat-
tern categories: title of invention (TIT), ab-
stract (ABS), scope of claim (CLM) or descrip-
tion (DES). The corpus statistics are shown
in Table 2. Note that training, development,
development-test and test-N1 data are the
same as those used in WAT2017.

2.3 TDDC

Timely Corpus
(TDDC) was constructed by Japan Exchange
Group (JPX). The corpus was made by
aligning the sentences manually from past
Japanese and English timely disclosure docu-
ments in PDF format published by companies
listed on Tokyo Stock Exchange (TSE).
Timely Disclosure tasks focus on Japanese
to English translation of sentences extracted
from timely disclosure documents in order

Disclosure  Documents

to avoid mistranslations that would confuse
investors.

TSE is one of the largest capital markets
in the world that has over 3,600 companies
listed as of the end of 2018. Companies
are required to disclose material information
including financial statements, corporate ac-
tions, and corporate governance policies to
the public in a timely manner. These timely
disclosure documents form an important ba-
sis for investment decisions, containing im-
portant figures (e.g., sales, profits, significant
dates) and proper nouns (e.g., names of per-
sons, places, companies, business and prod-
uct). Since such information is critical for in-
vestors, mistranslations should be avoided and
translations should be of a high quality.

The corpus consists of Japanese-English
sentence pairs, document hashes, and sentence
hashes. A document hash is a hash of the Doc-
ument D, which is a unique identifier of the
source document. A sentence hash is a hash of
the Document ID and the Sentence 1D, which
is a unique identifier of the sentence in each
source document.

The corpus is partitioned into training, de-
velopment, development-test, and test data.
The training data is split into two (2) sets
of data from different periods. The first data
set was created based on documents disclosed
from January 1, 2016 to December 31, 2017,
and the second data set was based on docu-
ments from January 1, 2018 to June 30, 2018.
The development, development-test, and test
data set were extracted from timely disclosure
documents disclosed from January 1, 2018
to June 30, 2018, excluding documents that
were used to create the training data. The
documents for the period were randomly se-
lected, and the sentences were extracted from
each randomly selected, discrete document set
so that the sources extracted are not biased.
Therefore, the set of source documents for
training, development, development-test and



Lang Train | Dev | DevTest | Test
en-ja | 200,000 | 2,000 2,000 | 2,000
Table 4: Statistics for JIJI Corpus
Lang Train Dev Test Mono
hi-en | 1,492,827 520 | 2,507 -
hi-ja 152,692 | 1,566 | 2,000 -
hi - - — | 45,075,279

Table 5: Statistics for IITB Corpus. “Mono” indi-
cates monolingual Hindi corpus.

test data are independent of each other. Fur-
thermore, each data set of the development,
development-test, and test is further split into
two (2) sets of data: sentences that end with a
Japanese period (, : U+3002) are classified as
"Texts’, which has various sentences, and oth-
ers are classified as ’Items’, which has many
duplicates and similar expressions. The statis-
tics for each corpus are shown in Table 3.

2.4 JIJI Corpus

JIJI Corpus was constructed by Jiji Press Ltd.
in collaboration with NICT. The corpus con-
sists of news text that comes from Jiji Press
news of various categories including politics,
economy, nation, business, markets, sports
and so on. The corpus is partitioned into
training, development, development-test and
test data, which consists of Japanese-English
sentence pairs. The statistics for each corpus
are shown in Table 4.

The sentence pairs in each data are identi-
fied in the same manner as that for ASPEC
using the method from (Utiyama and Isahara,
2007).

2.5 IITB Corpus

II'T Bombay English-Hindi Corpus contains
English-Hindi parallel corpus as well as mono-
lingual Hindi corpus collected from a variety
of sources and corpora. This corpus had been
developed at the Center for Indian Language
Technology, IIT Bombay over the years. The
corpus is used for mixed domain tasks hi<ren.
The statistics for the corpus are shown in Ta-
ble 5.

2.6 ALT and UCSY Corpus

The parallel data for Myanmar-English trans-
lation tasks at WAT2019 consists of two cor-

Corpus Train | Dev | Test
ALT 18,088 | 1,000 | 1,018
UCSY | 204,539 - -
All 222,627 | 1,000 | 1,018

Table 6: Statistics for the data used in Myanmar-
English translation tasks

pora, the ALT corpus and UCSY corpus.

e The ALT corpus is one part from the
Asian Language Treebank (ALT) project
(Riza et al., 2016), consisting of twenty
thousand Myanmar-English parallel sen-
tences from news articles.

o The UCSY corpus (Yi Mon Shwe Sin and
Khin Mar Soe, 2018) is constructed by the
NLP Lab, University of Computer Stud-
ies, Yangon (UCSY), Myanmar. The cor-
pus consists of 200 thousand Myanmar-
English parallel sentences collected from
different domains, including news articles
and textbooks.

The ALT corpus has been manually seg-
mented into words (Ding et al., 2018, 2019),
and the UCSY corpus is unsegmented. A
script to tokenize the Myanmar data into writ-
ing units is released with the data. The auto-
matic evaluation of Myanmar translation re-
sults is based on the tokenized writing units,
regardless to the segmented words in the ALT
data. However, participants can make a use
of the segmentation in ALT data in their own
manner.

The detailed composition of training, de-
velopment, and test data of the Myanmar-
English translation tasks are listed in Table 6.
Notice that both of the corpora have been
modified from the data used in WAT2018.

2.7 ALT and ECCC Corpus

The parallel data for Khmer-English transla-
tion tasks at WAT2019 consists of two corpora,
the ALT corpus and ECCC corpus.

e The ALT corpus is one part from the
Asian Language Treebank (ALT) project
(Riza et al., 2016), consisting of twenty
thousand Khmer-English parallel sen-
tences from news articles.



Corpus Train | Dev | Test
ALT 18,088 | 1,000 | 1,018
ECCC | 104,660 - -
All 122,748 | 1,000 | 1,018

Table 7: Statistics for the data used in Khmer-
English translation tasks

e The ECCC corpus consists of 100 thou-
sand Khmer-English parallel sentences
extracted from document pairs of Khmer-
English bi-lingual records in Extraordi-
nary Chambers in the Court of Cam-
bodia, collected by National Institute of
Posts, Telecoms & ICT, Cambodia.

The ALT corpus has been manually seg-
mented into words (Ding et al., 2018), and the
ECCC corpus is unsegmented. A script to to-
kenize the Khmer data into writing units is re-
leased with with the data. The automatic eval-
uation of Khmer translation results is based on
the tokenized writing units, regardless to the
segmented words in the ALT data. However,
participants can make a use of the segmenta-
tion in ALT data in their own manner.

The detailed composition of training, devel-
opment, and test data of the Khmer-English
translation tasks are listed in Table 7.

2.8 Multi-Modal Task Corpus

For English—Hindi multi-modal translation
task we asked the participants to use the Hindi
Visual Genome corpus (HVG, Parida et al.,
2019a,b). The statistics of the corpus are given
in Table 8. One “item” in the original HVG
consists of an image with a rectangular region
highlighting a part of the image, the original
English caption of this region and the Hindi
reference translation. Depending on the track
(see 2.8.1 below), some of these item compo-
nents are available as the source and some
serve as the reference or play the role of a com-
peting candidate solution.

HVG Training, D-Test and E-Test sections
were accessible to the participants in advance.
The participants were explicitly instructed not
to consult E-Test in any way but strictly
speaking, they could have used the reference
translation (which would mean cheating from
the evaluation point of view). C-Test was pro-
vided only for the task itself: the source side

Tokens
Dataset Items | English Hindi
Training Set | 28,932 | 143,178 | 136,722
D-Test 998 4,922 4,695
E-Test (EV) 1,595 7,852 7,535
C-Test (CH) | 1,400 8,185 8,665

Table 8: Data for the English—Hindi multi-modal
translation task. One item consists of source En-
glish sentence, target Hindi sentence, and a rectan-
gular region within an image. The total number of
English and Hindi tokens in the dataset also listed.
The abbreviations EV and CH are used in the of-
ficial task names in WAT scoring tables.

was distributed to task participants and the
target side was published only after output
submission deadline.

Note that the original Visual Genome suf-
fers from a considerable level of noise. Some
observed English grammar errors are illus-
trated in Figure 1. We also took the chance
and used our manual evaluation for validating
the quality of the captions given the picture,
see 8.4.1 below.

The multi-modal task includes three tracks
as illustrated in Figure 1:

2.8.1 Multi-Modal Task Tracks

1. Text-Only Translation (labeled “TEXT”
in WAT official tables): The participants
are asked to translate short English cap-
tions (text) into Hindi. No visual infor-
mation can be used. On the other hand,
additional text resources are permitted
(but they need to be specified in the cor-
responding system description paper).

2. Hindi Captioning (labeled “HI”): The
participants are asked to generate cap-
tions in Hindi for the given rectangular
region in an input image.

3. Multi-Modal Translation (labeled
“MM?”): Given an image, a rectan-
gular region in it and an English caption
for the rectangular region, the partici-
pants are asked to translate the English
text into Hindi. Both textual and visual
information can be used.



Text-Only MT

Hindi Captioning

Multi-Modal MT

Image -
Source Text the bird is stand on a tree | — man stand on skateboard
branch
System Output Rifean t Ug AT R R A 3R The, g THAIE W A iU
Gloss Bird on a branch of tree Red and white sign Man stepping on skateboard
Reference Solution | Ueft Us Ug <l el R @eT € ?i? ST o fageft e A ford | smrert whedld mEeT €

Gloss A bird standing on the

branch of a tree

A sign is written in English
and a foreign language

A man is standing on a
skateboard

Figure 1: An illustration of the three tracks of WAT 2019 Multi-Modal Task. Note the grammatical
errors in the English source. The correct sentences would be “The bird is standing on a tree branch.”

and “A man is standing on a skateboard.”

Dataset Sentences English Tamil
tokens tokens

train 166,871 3,913,541 | 2,727,174
test 2,000 47,144 32,847
development 1,000 23,353 16,376

total 169,871 3,984,038 | 2,776,397
Domain Sentences English Tamil
tokens tokens

bible 26,792 (15.77%) 703,838 373,082
cinema 30,242 (17.80%) 445,230 298,419

news 112,837 (66.43%) | 2,834,970 | 2,104,896

total 169,871 3,984,038 | 2,776,397

Table 9: Data for the Tamil«>English task.

2.9 EnTam Corpus

For Tamil<+English translation task we asked
the participants to use the publicly available
EnTam mixed domain corpus? (Ramasamy
et al., 2012). This corpus contains training,
development and test sentences mostly from
the news-domain. The other domains are
Bible and Cinema. The statistics of the corpus
are given in Table 9.

2.10 JaRuNC Corpus

For the Russian<rJapanese task we asked
participants to use the JaRuNC corpus®
(Imankulova et al., 2019) which belongs to the
news commentary domain. This dataset was
manually aligned and cleaned and is trilingual.
It can be used to evaluate Russian<sEnglish

“http://ufal.mff.cuni.cz/~ramasamy /parallel /
html/
Phttps://github.com/aizhanti/JaRuNC

Lang.pair Partition #sent. #tokens #types
train 12,356 341k / 229k 22k / 42k
Jas>Ru development 486 16k / 11k 2.9k / 4.3k
test 600 | 22k /15k | 3.5k / 5.6k
train 47,082 | 1.27TM / 1.01M | 48k / 55k
Ja<+En | development 589 21k / 16k 3.5k / 3.8k
test 600 | 22k / 17k | 3.5k / 3.8k
train 82,072 | 1.61M / 1.83M | 144k / 74k
Ru+En | development 313 7.8k / 8.4k 3.2k / 2.3k
tost 600 | 15k /17k | 5.6k / 3.8k
Table 10:  In-Domain data for the Russian—

Japanese task.

translation quality as well but this is beyond
the scope of this years sub-task. Refer to
Table 10 for the statistics of the in-domain
parallel corpora. In addition we encouraged
the participants to use out-of-domain parallel
corpora from various sources such as KFTT,’
JESC,” TED,® ASPEC,” UN,'° Yandex'! and
Russian«English news-commentary corpus.'?

3 Baseline Systems

Human evaluations of most of WAT tasks were
conducted as pairwise comparisons between
the translation results for a specific baseline
system and translation results for each partic-

Shttp://www.phontron.com/kftt /
"https://datarepository.wolframcloud.com/
resources,/Japanese- English- Subtitle- Corpus
Shttps://wit3.fbk.eu/
“http://lotus.kuee.kyoto-u.ac.jp/ASPEC/
Ohttps://cms.unov.org/UNCorpus/
Hhttps://translate.yandex.ru/corpus?lang=en
2http://lotus.kuee.kyoto-u.ac.jp/ WAT/
News-Commentary/news-commentary-v14.en-ru.
filtered.tar.gz



ipant’s system. That is, the specific baseline
system was the standard for human evalua-
tion. At WAT 2019, we adopted a neural ma-
chine translation (NMT) with attention mech-
anism as a baseline system.

The NMT baseline systems consisted of
publicly available software, and the procedures
for building the systems and for translating us-
ing the systems were published on the WAT
web page.!> We also have SMT baseline sys-
tems for the tasks that started at WAT 2017 or
before 2017. The baseline systems are shown
in Tables 11, 12, and 13. SMT baseline sys-
tems are described in the WAT 2017 overview
paper (Nakazawa et al., 2017). The commer-
cial RBMT systems and the online translation
systems were operated by the organizers. We
note that these RBMT companies and online
translation companies did not submit them-
selves. Because our objective is not to compare
commercial RBMT systems or online trans-
lation systems from companies that did not
themselves participate, the system IDs of these
systems are anonymous in this paper.

3.1 Training Data

We used the following data for training the
NMT baseline systems.

e All of the training data for each task
were used for training except for the AS-
PEC Japanese-English task. For the AS-
PEC Japanese—English task, we only used
train-1.txt, which consists of one million
parallel sentence pairs with high similar-
ity scores.

e All of the development data for each task
was used for validation.

3.2 Tokenization

We used the following tools for tokenization.

3.2.1 For ASPEC, JPC, TDDC, JIJI, ALT,
UCSY, ECCC, and IITB

« Juman version 7.0'* for Japanese segmen-
tation.

e Stanford Word Segmenter version 2014-
01-04'® (Chinese Penn Treebank (CTB)

Bhttp:/ /lotus.kuee.kyoto-u.ac.jp/ WAT/
WAT2019/baseline /baselineSystems.html

Y“http:/ /nlp.ist.i.kyoto-u.ac.jp/EN/index.php?
JUMAN

http://nlp.stanford.edu/software/segmenter.
shtml
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model) for Chinese segmentation.

e The Moses toolkit for English and Indone-
sian tokenization.

e Mecab-ko' for Korean segmentation.

e Indic NLP Library!” for Indic language
segmentation.

e The tools included in the ALT corpus for
Myanmar and Khmer segmentation.

« subword-nmt'® for all languages.

When we built BPE-codes, we merged source
and target sentences and we used 100,000 for -
s option. We used 10 for vocabulary-threshold
when subword-nmt applied BPE.

3.2.2 For EnTam, News Commentary

e The Moses toolkit for English and Rus-
sian only for the News Commentary data.

e Mecab! for Japanese segmentation.

e The EnTam corpus is not tokenized by
any external toolkits.

e Both corpora are further processed
by tensor2tensor’s internal pre/post-
processing which includes sub-word seg-
mentation.

3.2.3 For Multi-Modal Task

o Hindi Visual Genome comes untokenized
and we did not use or recommend any spe-
cific external tokenizer.

e The standard OpenNMT-py sub-word
segmentation was used for pre/post-
processing for the baseline system and
each participant used what they wanted.

3.3 Baseline NMT Methods

We used the following NMT with attention
for most of the tasks. We used Transformer
(Vaswani et al., 2017) (Tensor2Tensor)) for the
News Commentary and English<>Tamil tasks
and Transformer (OpenNMT-py) for the Mul-
timodal task.

https://bitbucket.org/eunjeon /mecab-ko/
"https://bitbucket.org/anoopk/indic_nlp_ library
Bhttps://github.com /rsennrich /subword-nmt
Yhttps://taku910.github.io/mecab/

3.3.1 NMT with Attention

We used OpenNMT (Klein et al., 2017) as the
implementation of the baseline NMT systems
of NMT with attention (System ID: NMT).
We used the following OpenNMT configura-
tion.

e encoder_type = brnn

e brnn_ merge = concat

e src_seq length = 150

o tgt_seq length = 150

e src_vocab size = 100000

e tgt_vocab_ size = 100000

e src_words_ min_ frequency = 1
e tgt_words_min_frequency = 1

The default values were used for the other sys-
tem parameters.

3.3.2 Transformer (Tensor2Tensor)

For the News Commentary and En-
glish<>Tamil tasks, we used tensor2tensor’s?’
implementation of the Transformer (Vaswani
et al., 2017) and use default hyperparameter
settings corresponding to the “base” model for
all baseline models. The baseline for the News
Commentary task is a multilingual model as
described in Imankulova et al. (2019) which
is trained using only the in-domain parallel
corpora. We use the token trick proposed by
(Johnson et al., 2017) to train the multilin-
gual model. As for the English<>Tamil task,
we train separate baseline models for each
translation direction with 32,000 separate
sub-word vocabularies.

3.3.3 Transformer (OpenNMT-py)

For the Multimodal task, we used the Trans-
former model (Vaswani et al., 2018) as imple-
mented in OpenNMT-py (Klein et al., 2017)
and used the “base” model with default pa-
rameters for the multi-modal task baseline.
We have generated the vocabulary of 32k sub-
word types jointly for both the source and tar-
get languages. The vocabulary is shared be-
tween the encoder and decoder.

4 Automatic Evaluation

4.1 Procedure for Calculating Automatic
Evaluation Score

We evaluated translation results by three met-
rics: BLEU (Papineni et al., 2002), RIBES

20https://github.com/tensorflow /tensor2tensor



(Isozaki et al., 2010) and AMFM (Banchs
et al., 2015). BLEU scores were calculated
using multi-bleu.perl in the Moses toolkit
(Koehn et al., 2007). RIBES scores were
calculated using RIBES.py version 1.02.4.%!
AMFM scores were calculated using scripts
created by the technical collaborators listed in
the WAT2019 web page.?? All scores for each
task were calculated using the corresponding
reference translations.

Before the calculation of the automatic
evaluation scores, the translation results
were tokenized or segmented with tokeniza-
tion/segmentation tools for each language.
For Japanese segmentation, we used three dif-
ferent tools: Juman version 7.0 (Kurohashi
et al., 1994), KyTea 0.4.6 (Neubig et al., 2011)
with full SVM model?®> and MeCab 0.996
(Kudo, 2005) with TPA dictionary 2.7.0.24 For
Chinese segmentation, we used two different
tools: KyTea 0.4.6 with full SVM Model in
MSR model and Stanford Word Segmenter
(Tseng, 2005) version 2014-06-16 with Chi-
nese Penn Treebank (CTB) and Peking Uni-
versity (PKU) model.?® For Korean segmenta-
tion, we used mecab-ko.?S For Myanmar and
Khmer segmentations, we used myseg.py>’
and kmseg.py?®. For English and Russian to-
kenizations, we used tokenizer.perl®® in the
Moses toolkit. For Hindi and Tamil tokeniza-
tions, we used Indic NLP Library.?* The de-
tailed procedures for the automatic evaluation
are shown on the WAT2019 evaluation web
page.3!

http:/ /www.kecl.ntt.co.jp/icl/lirg/ribes/index.
html

*2]otus.kuee.kyoto-u.ac.jp/ WAT/WAT2019/

3 http:/ /www.phontron.com/kytea/model.html

*http://code.google.com/p/mecab/downloads/
detail’name=mecab-ipadic-2.7.0-20070801.tar.gz

Zhttp://nlp.stanford.edu/software/segmenter.
shtml

Z0https:/ /bitbucket.org/eunjeon/mecab-ko/

*Thttp://lotus kuee kyoto-u.ac.jp/ WAT/
my-en-data/wat2019.my-en.zip

Zhttp:/ /lotus kuee.kyoto-u.ac.jp/ WAT/
km-en-data/km-en.zip

https://github.com/moses-smt/mosesdecoder/
tree/RELEASE-2.1.1/scripts/tokenizer /tokenizer.perl

30https://bitbucket.org/anoopk/indic_nlp_ library

3http://lotus.kuee kyoto-u.ac.jp/ WAT/
evaluation/index.html

4.2  Automatic Evaluation System

The automatic evaluation system receives
translation results by participants and auto-
matically gives evaluation scores to the up-
loaded results. As shown in Figure 2, the sys-
tem requires participants to provide the fol-
lowing information for each submission:

e Human Evaluation: whether or not they
submit the results for human evaluation;

e Publish the results of the evaluation:
whether or not they permit to pub-
lish automatic evaluation scores on the
WAT2019 web page.

o Task: the task you submit the results for;

e Used Other Resources: whether or not
they used additional resources; and

e Method: the type of the method including
SMT, RBMT, SMT and RBMT, EBMT,
NMT and Other.

Evaluation scores of translation results that
participants permit to be published are dis-
closed via the WAT2019 evaluation web page.
Participants can also submit the results for hu-
man evaluation using the same web interface.

This automatic evaluation system will re-
main available even after WAT2019. Anybody
can register an account for the system by the
procedures described in the registration web
page.??

4.3 Additional Automatic Scores in
Multi-Modal Task

For the multi-modal task, several additional
automatic metrics were run aside from the
WAT evaluation server, namely: BLEU (now
calculated by Moses scorer?), characTER
(Wang et al., 2016), chrF3 (Popovié¢, 2015),
TER (Snover et al., 2006), WER, PER and
CDER (Leusch et al., 2006). Except for chrF3
and characTER, we ran Moses tokenizer3* on
the candidate and reference before scoring.
For all error metrics, i.e. metrics where better

32http:/ /lotus kuee.kyoto-u.ac.jp/ WAT/
WAT2019/registration/index.html

33https://github.com/moses-smt/mosesdecoder/
blob/master /mert/evaluator.cpp

34https://github.com/moses-smt/mosesdecoder/
blob/master /scripts/tokenizer /tokenizer.perl
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Figure 2: The interface for translation results submission

scores are lower, we reverse the score by tak- 5 Human Evaluation
ing 1 — x and indicate this by prepending “n”
to the metric name. With this modification,
higher scores always indicate a better transla-
tion result. Also, we multiply all metric scores
by 100 for better readability.

In WAT2019, we conducted three kinds of
human evaluations: pairwise evaluation (Sec-
tion 5.1) and JPO adequacy evaluation (Sec-
tion 5.2) for text-only language pairs and a
pairwise variation of direct assessment (Sec-
tion 5.3) for the multi-modal task.
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5.1 Pairwise Evaluation

We conducted pairwise evaluation for partic-
ipants’ systems submitted for human evalua-
tion. The submitted translations were eval-
uated by a professional translation company
and Pairwise scores were given to the submis-
sions by comparing with baseline translations
(described in Section 3).

5.1.1 Sentence Selection and Evaluation

For the pairwise evaluation, we randomly se-
lected 400 sentences from the test set of each
task. We used the same sentences as the last
year for the continuous subtasks. Baseline and
submitted translations were shown to annota-
tors in random order with the input source
sentence. The annotators were asked to judge
which of the translations is better, or whether
they are on par.

5.1.2 Voting

To guarantee the quality of the evaluations,
each sentence is evaluated by 5 different anno-
tators and the final decision is made depending
on the 5 judgements. We define each judge-
ment j;(i =1,---,5) as:

1 if better than the baseline
—1 if worse than the baseline
0  if the quality is the same

Ji =

The final decision D is defined as follows using

S=>Ji

win (S > 2)
D= loss (S<-2)
tie  (otherwise)

5.1.3 Pairwise Score Calculation

Suppose that W is the number of wins com-
pared to the baseline, L is the number of losses
and T is the number of ties. The Pairwise
score can be calculated by the following for-
mula:

W —-L
W+L+T

From the definition, the Pairwise score ranges
between -100 and 100.

Pairwise = 100 x

5.1.4 Confidence Interval Estimation

There are several ways to estimate a confi-
dence interval. We chose to use bootstrap re-
sampling (Koehn, 2004) to estimate the 95%
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5 | All important information is transmitted cor-
rectly. (100%)

Almost all important information is transmit-
ted correctly. (80%-)

3 | More than half of important information is
transmitted correctly. (50%-)

2 | Some of important information is transmitted
correctly. (20%-)

1 | Almost all important information is NOT
transmitted correctly. (—20%)

Table 14: The JPO adequacy criterion

confidence interval. The procedure is as fol-
lows:

1. randomly select 300 sentences from the
400 human evaluation sentences, and cal-
culate the Pairwise score of the selected
sentences

. iterate the previous step 1000 times and
get 1000 Pairwise scores

. sort the 1000 scores and estimate the 95%
confidence interval by discarding the top
25 scores and the bottom 25 scores

5.2 JPO Adequacy Evaluation

We conducted JPO adequacy evaluation for
the top two or three participants’ systems of
pairwise evalution for each subtask.?® The
evaluation was carried out by translation ex-
perts based on the JPO adequacy evaluation
criterion, which is originally defined by JPO
to assess the quality of translated patent doc-
uments.

5.2.1 Sentence Selection and Evaluation

For the JPO adequacy evaluation, the 200 test
sentences were randomly selected from the 400
test sentences used for the pairwise evaluation.
For each test sentence, input source sentence,
translation by participants’ system, and refer-
ence translation were shown to the annotators.
To guarantee the quality of the evaluation,
each sentence was evaluated by two annota-
tors. Note that the selected sentences are the
same as those used in the previous workshops
except for the new subtasks at WAT2019.

5.2.2 Evaluation Criterion

Table 14 shows the JPO adequacy criterion
from 5 to 1. The evaluation is performed

35The number of systems varies depending on the
subtasks.



Indicate to what extent each of these candidate translations expresses the
meaning of the English source text (independently of the other candidate).

Sentence: 1
SRC Text:

the bird is stand on a tree branch

CAND1 Text: TGO

CAND1 Score: worst best

CAND?2 Text: A sy

CAND2 Score: worst best

Figure 3: Manual evaluation of text-only transla-
tion in the multi-modal task.

subjectively. “Important information” repre-
sents the technical factors and their relation-
ships. The degree of importance of each ele-
ment is also considered to evaluate. The per-
centages in each grade are rough indications
for the transmission degree of the source sen-
tence meanings. The detailed criterion is de-
scribed in the JPO document (in Japanese).36

5.3 Manual Evaluation for the Multi-Modal
Task

The evaluations of the three tracks of the
multi-modal task follow the Direct Assessment
(DA, Graham et al., 2016) technique by ask-
ing annotators to assign a score from 0 to 100
to each candidate. The score is assigned using
a slider with no numeric feedback, the scale is
therefore effectively continuous. After a cer-
tain number of scored items, each of the an-
notators stabilizes in their predictions.

The collected DA scores can be either di-
rectly averaged for each system and track (de-
noted “Ave”), or first standardized per anno-
tator and then averaged (“Ave Z”). The stan-
dardization removes the effect of individual
differences in the range of scores assigned: the
scores are scaled so that the average score of
each annotator is 0 and the standard deviation
is 1.

Our evaluation differs from the basic DA in
the following respects: (1) we run the evalua-
tion bilingually, i.e. we require the annotators
to understand the source English sufficiently
to be able to assess the adequacy of the Hindi
translation, (2) we ask the annotators to score
two distinct segments at once, while the origi-
nal DA displays only one candidate at a time.

The main benefit of bilingual evaluation is
that the reference is not needed for the evalu-

36http://www.jpo.go.jp/shiryou/toushin/chousa,/
tokkyohonyaku__hyouka.htm
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Sentence: 1
Is the English text (SRC) a good caption for the highlighted area of the image? :

Yes U No

SRC Text:

Four baseball players on field

Indicate to what extent each of these candidate translations expresses
the meaning of the English source text (independently of the other candidate).

CAND1 Text: #eT Tt feTEr

CAND1 Score: worst best

CAND2 Text: #e7 F T AT fardr )

CAND2 Score: worst best

Figure 4: Manual evaluation of multi-modal trans-
lation.

ation. Instead, the reference can be included
among other candidates and the manual eval-
uation allows us to directly compare the per-
formance of MT to human translators.

The dual judgment (scoring two candidates
at once) was added experimentally. The ad-
vantage is saving some of the annotators’ time
(they do not need to read the source or exam-
ine the picture again) and the chance to evalu-
ate candidates also in terms of direct pairwise
comparisons. In the history of WMT (Bojar
et al., 2016), 5-way relative ranking was used
for many years. With 5 candidates, the in-
dividual pairs may not be compared very pre-
cisely. With the single-candidate DA, pairwise
comparisons cannot be used as the basis for
system ranking. We believe that two candi-
dates on one screen could be a good balance.

For the full statistical soundness, the judg-
ments should be independent of each other.
This is not the case in our dual scoring, even
if we explicitly ask people to score the can-
didates independent of each other. The full
independence is however not assured even in
the original approach because annotators will
remember their past judgments. This year,
WMT even ran DA with document context
available to the annotators by scoring all seg-
ments from a given document one after an-
other in their natural order. We thus dare to
pretend independence of judgments when in-
terpreting DA scores.



Sentence: 1

Indicate how plausible these captions are for the highlighted area of the image.
Judge each of the captions independently of the other. Each of the captions may
be focusing on a different aspect of the arsa in the image.

CAND1 Text: e e

CAND1 Score: worst best

CAND2 Text: FeaTe (TS T

CANDZ2 Score: worst best

Figure 5: Manual evaluation of Hindi captioning.

The user interface for our annotation for
each of the tracks is illustrated in Figure 3,
Figure 4, and Figure 5.

In the “text-only” evaluation, one English
text (source) and two Hindi translations (can-
didate 1 and 2) are shown to the annotators.
In the “multi-modal” evaluation, the annota-
tors are shown both the image and the source
English text. The first question is to validate
if the source English text is a good caption for
the indicated area. For two translation can-
didates, the annotators are asked to indepen-
dently indicate to what extent the meaning is
preserved. The “Hindi captioning” evaluation
shows only the image and two Hindi candi-
dates. The annotators are reminded that the
two captions should be treated independently
and that each of them can consider a very dif-
ferent aspect of the region.

6 Participants

Table 15 shows the participants in WAT2019.
The table lists 25 organizations from various
countries, including Japan, India, Myanmar,
USA, Korea, China, France, and Switzerland.

About 400 translation results by 25 teams
were submitted for automatic evaluation and
about 30 translation results by 8 teams were
submitted for pairwise evaluation. We selected
about 50 translation results for JPO adequacy
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evaluation. Table 16 shows tasks for which
each team submitted results by the deadline.

7 Evaluation Results

In this section, the evaluation results for
WAT?2019 are reported from several perspec-
tives. Some of the results for both automatic
and human evaluations are also accessible at
the WAT2019 website.?"

7.1 Official Evaluation Results

Figures 6, 7, 8 and 9 show the official evalu-
ation results of ASPEC subtasks, Figures 10,
11, 12, 13, 14 and 15 show those of JPC sub-
tasks, Figures 16 and 17 show those of JIJI
subtasks, Figures 18 and 19 show those of
NCPD subtasks, Figures 20 and 21 show those
of IITB subtasks, Figures 22, 23, 24 and 25
show those of ALT subtasks, Figures 26 and
27 show those of TDDC subtasks and Figures
28 and 29 show those of UFAL subtasks. Each
figure contains the JPO adequacy evaluation
result and evaluation summary of top systems.

The detailed automatic evaluation results
are shown in Appendix A. The detailed JPO
adequacy evaluation results for the selected
submissions are shown in Tables 17 and 18.
The weights for the weighted x (Cohen, 1968)
is defined as |Evaluationl — Evaluation2|/4.

The automatic scores for the multi-modal
task along with the WAT evaluation server
BLEU scores are provided in Table 20. For
each of the test sets (E-Test and C-Test), the
scores are comparable across all the tracks
(text-only, captioning or multi-modal transla-
tion) because of the underlying set of reference
translations is the same. The scores for the
captioning task will be however very low be-
cause captions generated independently of the
English source caption are very likely to differ
from the reference translation.

For multi-modal task, Table 19 shows the
manual evaluation scores for all valid system
submissions. As mentioned above, we used
the reference translation as if it was one of
the competing systems, see the rows “Refer-
ence” in the table. The annotation was fully
anonymized, so the annotators had no chance
of knowing if they are scoring human transla-
tion or MT output.

3Thttp:/ /lotus kuee.kyoto-u.ac.jp/ WAT/
evaluation/



aspec-ja-en Adequacy Evaluation Results

aspec-ja-en Evaluation Summary of Top Systems
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Figure 6: Official evaluation results of aspec-ja-en.
aspec-en -ja Adequacy Evaluatlon Results aspec-en-ja Evaluation Summary of Top Systems
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Figure 7: Official evaluation results of aspec-en-ja.
aspec-ja-zh Adequacy Evaluation Results aspec-ja-zh Evaluation Summary of Top Systems
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Figure 8: Official evaluation results of aspec-ja-zh.




oaggec-zh-ja Adequacy Evaluation Results

aspec-zh-ja Evaluation Summary of Top Systems
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Figure 9: Official evaluation results of aspec-zh-ja.
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Figure 10: Official evaluation results of jpcn-ja-en.
jpcn-en-ja Adequacy Evaluation Results jpcn-en-ja Evaluation Summary of Top Systems
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Figure 11: Official evaluation
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results of jpcn-en-ja.




jpcn-ja-zh Adequacy Evaluation Results jpen-ja-zh Evaluation Summary of Top Systems
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Figure 12: Official evaluation results of jpcn-ja-zh.
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Figure 13: Official evaluation results of jpcn-zh-ja.
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Figure 14: Official evaluation
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results of jpcn-ja-ko.




0j'siscn-ko-ja Adequagggvaluatlon Resultls'0

jpcn-ko-ja Evaluation Summary of Top Systems
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Figure 15: Official evaluation results of jpcn-ko-ja.
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Figure 16: Official evaluation results of jiji-ja-en.
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Figure 17: Official evaluation results of jiji-en-ja.
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ncpd-ja-ru Adequacy Evaluation Results

ncpd-ru-ja Evaluation Summary of Top Systems

100% 80
o 70.11
90% 34.50 67.36 64.34 r 70
80% GTO'I—ELL
. 59.05 | g0
70% 69.75 1 E
60% 85.00 z P =
19.50 2 4 W Adequacy ® BLEU >
50% = 2.32 F40 W
"3 3 RIBES AM-FM s
9 i
40% g | < F30 3
30% us 1.25 2 a2
20% 14.50 1
10% - 800 L 10
0% - : . — o
SYSTRAN NICT-5 T™U SYSTRAN NICT-5 T™U
Figure 18: Official evaluation results of ncpd-ja-ru.
ncpd-ru-ja Adequacy Evaluation Results ncpd-ru-ja Evaluation Summary of Top Systems
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Figure 19: Official evaluation results of ncpd-ru-ja.
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Figure 20: Official evaluation
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results of iitb-en-hi.




iitb-hi-en Adequacy Evaluation Results iitb-hi-en Evaluation Summary of Top Systems
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Figure 21: Official evaluation results of iitb-hi-en.
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Figure 22: Official evaluation results of alt2-en-my.
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Figure 23: Official evaluation results of alt2-my-en.
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alt2-en-km Adequacy Evaluation Results

alt2-en-km Evaluation Summary of Top Systems
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Figure 24: Official evaluation results of alt2-en-km.
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Figure 25: Official evaluation results of alt2-km-en.
tddc-itm-ja-en Adequacy Evaluation Results tddc-itm-ja-en Evaluation Summary of Top Systems
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Figure 26: Official evaluation results of tddc-itm-ja-en.
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tddc-txt-ja-en Adequacy Evaluation Results tddc-txt-ja-en Evaluation Summary of Top Systems
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Figure 27: Official evaluation results of tddc-txt-ja-en.
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Figure 28: Official evaluation results of ufal-en-ta.
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Figure 29: Official evaluation
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Team 1D Organization Country
T™MU Tokyo Metropolitan University Japan
NICT NICT Japan
NTT NTT Corporation Japan
NICT-2 NICT Japan
NICT-4 NICT Japan
NICT-5 NICT Japan
UCSYNLP University of Computer Studies, Yangon Myanmar
UCSMNLP University of Computer Studies, Mandalay Myanmar
cvit IIIT Hyderabad India
srch RICOH Software Research Center Beijing Co.,Ltd China
sarah Rakuten Institute of Technology Japan
683 National Institute of Technology Silchar India
KNU__Hyundai | Kangwon National University Korea
NITSNLP National Institute of Technology Silchar India
ryan Kakao Brain Korea
PUP-IND Punjabi University Patiala India
FBAI Facebook AI Research USA
AISTAI National Institute of Advanced Industrial Science and Technology | Japan
SYSTRAN SYSTRAN France
NHK-NES NHK & NHK Engineering System Japan
geoduck Microsoft Research USA
LTRC-MT IIIT Hyderabad India
ykkd The University of Tokyo Japan
IDIAP Idiap Research Institute Switzerland
NLPRL Indian Institute of Technology (BHU) Varanasi India
Table 15: List of participants in WAT2019
Team ID ASPEC JPC TDDC JIJI NCPD
EJ|JE|CJ|JC|EJ|JE | CJ| JC| Ko-J | J-Ko JE EJ | JE | RJ | JR
T™MU v v
NTT v v v
NICT-2 v v v
NICT-5 v v v
srch v v v v
sarah v v v v v v v v v
KNU_Hyundai | v v v v v v v v v
ryan v v v v v v
AISTAI v
SYSTRAN v v
NHK-NES v v
geoduck v
ykkd v
Mixed-domain tasks Mutimodal task
Team ID ALT IITB UFAL (EnTam) EV/CH
EM | ME | E-Kh | Kh-E | EH | HE | ET TE EH
NICT v v
NICT-4 v v v v
NICT-5 v v v
UCSYNLP v v
UCSMNLP v v
cvit v v v v
sarah v
683 v
NITSNLP v
PUP-IND v
FBAI v v
LTRC-MT v
IDIAP v
NLPRL v v

Table 16: Submissions for each task by each team. E, J, C, Ko, R, M, Kh, H, and T denote English,
Japanese, Chinese, Korean, Russian, Myanmar, Khmer, Hindi, and Tamil language, respectively.
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SYSTEM  DATA| Annotator A | Annotator B all weighted
Subtask ID ID laverage variancelaverage varianceaverage & K

KNU_ Hyundai 3173 | 4.63 0.40 4.38 0.41 4.51 0.23 0.31
. ntt 3225 | 4.62 0.39 4.34 0.42 4.49 10.26 0.32
ASpECaell  NIOT-2 3086 | 451 0.74 | 430  0.68 | 4.41 [0.22 0.39
2018 best 2474 | 4.37 0.49 4.63 0.44 4.50 |0.15 0.25
ntt 3236 | 4.60 0.51 | 4.39 0.43 | 4.50 |0.07 0.15
. srcb 3212 | 4.54 0.62 4.32 0.52 4.43 |0.17 0.31
aspeceni)a - NoT-2 3182 | 4.54  0.53 | 4.28 046 | 4.41 [0.22 0.31
2018 best 2219 | 4.16 0.90 4.57 0.57 4.36 [0.17 0.30
KNU__Hyundai 3170 | 4.44 0.47 4.29 0.85 4.36 |0.15 0.15
aspec-ja-zh srcb 3208 | 4.14 0.74 4.37 0.86 4.25 10.16 0.26
2018 best 2266 | 4.67 0.32 4.27 0.90 4.47 10.28 0.36
srcb 3210 | 4.80 0.24 4.46 0.61 4.63 |0.27 0.31
aspec-zh-ja KNU__Hyundai 3179 | 4.76 0.26 4.42 0.71 4.59 (0.14 0.16
2018 best 2267 | 4.78 0.26 | 4.48 0.67 | 4.63 |0.31 0.33
KNU_ Hyundai 3188 | 4.73 0.40 | 4.83 0.22 | 4.78 |0.36 0.46
jpcen-ja-en sarah 2927 | 4.63 0.53 4.78 0.29 4.71 10.44 0.55
ryan 2962 | 4.62 0.50 | 4.77 0.27 | 4.70 |0.33 0.38
KNU_ Hyundai 3192 | 4.43 0.81 4.57 0.77 4.50 [0.36 0.49
jpcn-en-ja sarah 2926 | 4.38 0.83 | 4.40 0.98 | 439 [0.35 0.51
ryan 2961 | 4.30 0.90 4.44 0.94 4.37 10.36 0.53
KNU__ Hyundai 3157 | 4.53 0.45 4.56 0.54 4.54 10.29 0.35
jpcn-ja-zh ryan 2948 | 4.43 0.49 4.41 0.74 4.42 10.29 0.39
sarah 2921 | 4.39 0.50 4.41 0.75 4.40 10.39 0.48
KNU_Hyundai 3152 | 4.72 0.26 | 4.57 0.55 | 4.65 [0.26 0.35
jpen-zh-ja ryan 2949 | 4.42 0.58 4.42 0.81 4.42 10.35 048
sarah 2920 | 4.45 0.56 4.37 0.80 441 |0.36 0.51
ipen-ja-ko ryan 2850 | 4.82 0.27 | 4.73 0.34 | 4.77 |0.56 0.65
sarah 2925 | 4.83 0.27 4.71 0.36 4.77 10.31 0.46
sarah 2924 | 4.72 0.39 | 4.58 0.68 | 4.65 |0.59 0.69
jpen-ko-ja KNU__Hyundai 2998 | 4.70 0.35 | 4.59 0.58 | 4.65 |0.68 0.76
ryan 2890 | 4.68 0.35 | 4.55 0.63 | 4.62 |0.71 0.74
jijicjacen NHK-NES 2884 | 4.50 0.68 | 4.61 0.72 | 4.55 [0.26 0.38
sarah 2793 | 3.27 1.13 3.73 1.39 3.50 |0.23 0.39
. NHK-NES 2886 | 4.04 1.02 4.18 1.37 4.11 [0.21 0.42
Juenja sarah 2814 | 3.00  1.35 | 289  1.99 | 2.95 |0.19 0.42

Table 17: JPO adequacy evaluation results in detail (1).
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SYSTEM DATA| Annotator A | Annotator B all weighted
Subtask ID ID javerage variancefaverage varianceaverage k K

SYSTRAN 3076 | 2.65 2.56 | 2.62 2.12 | 2.64 |0.26 0.47
ncpd-ja-ru NICT-5 3026 | 1.70 1.39 | 1.54 1.19 | 1.62 |0.29 0.52
TMU 3095 | 1.32 0.65 | 1.23 0.57 | 1.28 |0.30 0.43
SYSTRAN 2912 | 2.23 2.16 | 2.42 1.99 | 2.32 {0.24 0.48
ncpd-ru-ja NICT-5 3027 | 1.41 0.95 | 1.44 0.74 | 1.42 |0.34 0.57
TMU 3097 | 1.21 0.50 | 1.29 0.65 | 1.25 |0.36 0.56
lith-en-hi cvit-mt 2680 | 3.94 1.02 | 3.58 0.82 | 3.76 |0.53 0.58
2018 best 2362 | 3.58 2.71 | 3.40 2.52 | 3.49 |0.52 0.74
cvit-mt 2681 | 4.53 0.53 | 3.74 1.18 | 4.13 [0.05 0.13
lith-hi-en NICT-5 2865 | 4.26 0.90 | 3.39 1.48 | 3.83 |0.10 0.22
LTRC 3119 | 3.92 091 | 2.94 1.15 | 3.43 [0.05 0.16
2018 best 2381 | 2.96 2.55 | 2.96 2.52 | 2.96 [0.48 0.76
fbai 3203 | 4.36 0.67 | 3.36 1.02 | 3.86 [0.02 0.19
alt2-en-my NICT 2818 | 2.74 1.34 | 2.71 1.25 | 2,73 [0.97 0.98
NICT-4 2979 | 2.40 1.21 | 2.38 1.13 | 2.39 [0.97 0.98
UCSYNLP 2858 | 1.05 0.05 | 1.06 0.06 | 1.06 |0.59 0.59
fbai 3201 | 4.49 0.53 | 4.24 0.47 | 4.36 [0.13 0.18
alt2-my-en NICT 2816 | 3.88 0.78 | 4.03 0.46 | 3.96 |0.07 0.18
NICT-4 2977 | 2.56 0.78 | 3.01 0.85 | 2.79 [0.26 0.42
UCSYNLP 3252 | 1.25 0.27 | 1.34 0.22 | 1.30 |0.62 0.60
alt2-en-km organizer 2898 | 2.54 1.54 | 3.00 1.19 | 2.77 [0.24 0.49
NICT-4 2929 | 2.43 1.35 | 2.25 1.20 | 2.34 |0.67 0.80
alt2-km-en organizer 2897 | 2.60 1.52 | 3.35 0.92 | 297 10.08 0.31
NICT-4 2915 | 2.91 1.33 | 2.73 1.25 | 2.82 [0.61 0.76
ntt 3002 | 4.48 0.83 | 4.46 1.05 | 4.47 |0.17 0.30
tddc-itm-ja-en  sarah 2807 | 4.52 0.77 | 4.40 1.04 | 446 [0.29 047
NICT-2 3081 | 4.42 0.94 | 4.30 1.19 | 4.36 |0.40 0.52
ntt 3005 | 4.34 0.65 | 4.58 0.65 | 4.46 |0.16 0.27
tdde-txt-ja-en NICT-2 3084 | 4.26 0.82 | 4.58 0.72 | 4.42 |0.22 0.33
sarah 2808 | 4.20 0.83 | 4.49 0.87 | 4.34 |10.26 0.39
geoduck 3200 | 4.07 0.99 | 4.17 1.64 | 4.12 [0.30 0.48
NLPRLO18 3015 | 3.71 0.56 | 3.29 0.82 | 3.50 |0.17 0.34
ufal-en-ta cvit-mt 2830 | 3.46 1.10 | 3.50 1.34 | 3.48 |0.84 0.90
NICT-5 3046 | 3.15 0.92 | 3.19 1.16 | 3.17 |0.62 0.74
NICT-5 3054 | 3.88 0.46 | 3.75 0.90 | 3.81 |0.39 0.48
ufal-ta-en cvit-mt 2833 | 3.58 0.89 | 3.70 1.19 | 3.64 [0.75 0.83
NLPRLO18 3014 | 3.67 0.47 | 3.31 0.91 | 3.49 |0.10 0.22

Table 18: JPO adequacy evaluation results in detail (2).
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Team ID Data ID Ave AveZ

IDIAP 2956 72.85 0.70

=i Reference 71.34 0.66
25 683 3285 68.89  0.57
= 683 3286 61.64 0.36
NITSNLP 3299 52.53 0.00
Reference 79.23 0.94

= IDIAP 3277 60.81 0.25

o < IDIAP 3267 60.17 0.25
© E 683 3284 45.69  -0.28
683 3287 45.52  -0.24
NITSNLP 3300 28.48 -0.81
Reference 70.04 0.60

= 683 3271 69.17 0.61
S PUPIND 3296 6242 0.35
PUP-IND 3295 60.22 0.28
NITSNLP 3288 58.98 0.25
Reference 75.96 0.76

= 683 3270 54.51 0.08
£< NITSNLP 3208 4845  -0.20
PUP-IND 3281 48.06 -0.13
PUP-IND 3280 47.06  -0.17

.. Reference 68.80 0.52
mT NITSNLP 3289 51.78  -0.05
o Reference 72.60 0.61
O= NITSNLP 3297 44.46  -0.35
683 3304 26.54  -0.94

Table 19: Manual evaluation result for WAT Multi-Modal Tasks.

System Run BLEU chrF3 nCDER nCharacTER nPER nTER nWER BLEU,,

= IDIAP 2956 52.18  58.81 62.18 57.95 69.32 56.87 55.07 41.32
=54 683 3285 4829  54.66 58.18 54.12 65.34 52.52 51.00 38.19
M E 683 3286 33.47  40.37 45.36 00.11 50.54 43.11 42.13 25.34
NITSNLP 3299 30.05  34.49 41.36 1 10.92 48.23 36.42 35.10 20.13

IDIAP 3277 40.40 50.18 52.58 44.32 60.19 49.11 46.02 30.94

= IDIAP 3267 39.08  49.30 51.78 41.72 59.49 48.42 45.51 30.34
% é 683 3284 21.56  30.90 33.92 13.69 41.14 30.53 28.40 14.69
= 683 3287 2150 30.27 ! 34.66 -65.00 38.98 13291 13147 11585
NITSNLP 3300 10.50 17.91 23.04 1 -60.87 28.05 20.87 19.90 5.56

683 3271 51.46  57.63 61.51 52.61 68.52 55.99 54.28 40.55

> = PUP-IND 3296 39.67  47.76 51.98 46.84 59.50 43.47 41.92 28.27
M= NITSNLP 3288 39.13  45.50 49.45 27.92 57.43 14391 14217 12845
PUP-IND 3295 38.50 45.35 1 50.33 141.40 1 58.82 41.84 40.65 27.39

683 3270 28.62 37.86 41.60 20.10 48.64 38.38 36.44 20.37

= = NITSNLP 3298 19.68  27.99 31.84 -24.40 38.61 29.38 27.16 12.58
OZ= PUPIIND 3281 18.32  27.79 30.08 119.63 140.51 23.51 21.12 11.77
PUP-IND 3280 16.15  25.78 28.57 06.31 37.34 23.38 121.28 10.19

5 E NITSNLP 3289 8.68 14.45 14.27 -15.81 22.51 06.85 06.19 2.59
e NITSNLP 3297 2.28 8.88 8.00 -50.33 12.97 06.05 05.62 0.00
O 683 3304 1.07 8.63 6.65 -19.81 -32.82 -52.44  -52.59 0.00

Table 20: Multi-Modal Task automatic evaluation results. For each test set (EV and CH) and each track
(TEXT, MM and HI), we sort the entries by our BLEU scores. The symbol “?” in subsequent columns
indicates fields where the other metric ranks candidates in a different order. BLEU,, denotes the WAT
official BLEU scores.
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7.2 Statistical Significance Testing of
Pairwise Evaluation between
Submissions

Table 21 shows the results of statistical signifi-
cance testing of aspec-ja-en subtasks, Table 22
shows that of JIJI subtasks, Table 23 shows
that of TDDC subtasks. >>, > and > mean
that the system in the row is better than the
system in the column at a significance level of
p < 0.01, 0.05 and 0.1 respectively. Testing
is also done by the bootstrap resampling as
follows:

1. randomly select 300 sentences from the
400 pairwise evaluation sentences, and
calculate the Pairwise scores on the se-
lected sentences for both systems

2. iterate the previous step 1000 times and
count the number of wins (W), losses (L)
and ties (T)

3. calculate p = ﬁ

Inter-annotator Agreement

To assess the reliability of agreement between
the workers, we calculated the Fleiss’ x (Fleiss
et al., 1971) values. The results are shown
in Table 24. We can see that the x values
are larger for X—J translations than for J—+X
translations. This may be because the major-
ity of the workers for these language pairs are
Japanese, and the evaluation of one’s mother
tongue is much easier than for other languages
in general. The xk values for Hindi languages
are relatively higt. This might be because the
overall translation quality of the Hindi lan-
guages are low, and the evaluators can eas-
ily distinguish better translations from worse
ones.

8 Findings

In this section, we will show findings of some
of the translation tasks.

8.1 TDDC

In the results of both the automatic evalua-
tion and the human evaluation, every system
translated most sentences correctly. Accord-
ing to the human evaluation of the subtasks of
'Ttems’ and ’Texts’, all evaluators rated more
than 70% of all the pairs at 4 or 5. Most of

these high-rated pairs consist of typical terms
and sentences from timely disclosure docu-
ments. This tasks focus on the accurate trans-
lation of figures, so the evaluation criteria con-
firmed there are no mistranslation in the typ-
ical sentences containing figures, such as unit
of money and dates.

However, uncommon sentences used in
timely disclosure documents tend to be mis-
translated. For example, uncommon proper
nouns tended to be omitted or mistranslated
to other meaning words, besides sentences
which has complex and uncommon structures,
generally long sentences, caused errors at de-
pendency of subordinate clauses.

In addition, some systems translated sen-
tences without subjects into sentences with
incorrect subjects. Japanese sentences often
omit subjects and objects, which would nor-
mally be included in English. For example, a
Japanese sentence, ¥t MR 27,000 #
% EfRE9%,” (Common shares of the Com-
pany, limited to a maximum of 27,000 shares),
was translated to “(Unrelated company name)
common stocks up to 27,000 shares” .

Moreover, there are some incorrect modi-
fiers or determiners. In Japanese timely disclo-
sure documents, there are many variable prefix
for dates, such as “Z” (this), “*4” (this), “IX”
(next), and “Hii” (last). Some systems trans-
lated sentences containing these words with
incorrect year. For example, a Japanese sen-
tence contains 425 3 VY AHTEAS 2 I
ZK” (the end of third quarter of this fiscal year)
was translated to “the end of the third quarter
of FY 2016” .

In summary, the causes of these mistransla-
tions are considered as follows:

o It is difficult for the systems to translate
long sentence and proper nouns which
TDDC does not contain.

e Some source sentences are unclear due to
lack of subjects and/or objects, so these
are not suitable for English translation.

« TDDC contains not semantically bal-
anced pairs and the systems might be af-
fected strongly by either of source pair
sentences.

On the other hand, some translations seem
to be fitted to sentences of TDDC which are
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Table 23: Statistical significance testing of the tddc-itm-ja-en (left) and tdde-txt-ja-en (right) Pairwise

scores.

freely and omitted redundant expressions, but
evaluators mark them as low scores, probably
because they are not literal translations. This
result implies that it is necessary to create an-
other evaluation criterion, which evaluates the
correctness of transmitting information to in-
vestors correctly.

8.2 English<»Tamil Task

We observed that most
used transfer learning techniques
as fine-tuning and mixed fine-tuning for
Tamil—English translation leading to rea-
sonably high quality translations. However,
English—Tamil translation is still poor and

participants
such
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the main reason is the lack of helping parallel
corpora. We expect that utilization of large
in-domain monolingual corpora for back-
translation should help alleviate this problem.
We will provide such corpora for next year’s
task.

8.3 News Commentary Task

We only received 3 submissions for Rus-
sian<>Japanese translation and all submis-
sions leveraged multilingualism and multi-step
fine-tuning proposed by Imankulova et al.
(2019) and showed that carefully choosing cor-
pora and robust training can dramatically en-
hance the quality of NMT for language pairs



aspec-ja-en
SYSTEM DATA
NTT 3225
NICT-2 3086
srch 3205
KNU__Hyundail 3173

ave.

0.157
0.187
0.220
0.156
0.180

SYSTEM
sarah
sarah
NHK-NES
NHK-NES

ave.

DATA
2793
2813
2883
2884

K
0.146
0.158
0.273
0.159
0.184

tddc-itm-ja-en
SYSTEM DATA|
ORGANIZER] 3264
NTT 3002
NICT-2 3081
sarah 2807
sarah 2811
geoduck 3197
geoduck 3216
ave.

K
0.382
0.403
0.423
0.408
0.391
0.404
0.493
0.415

aspec-en-ja

SYSTEM DATA| &
NTT 3236 0.298
NICT-2 3182 10.319
srcb 3212 /0.305
KNU__Hyundai| 3172 (0.302
AISTAI 3251 10.303
ave. 0.305
jiji-en-ja
SYSTEM [DATA| &«
sarah 2814 10.357
sarah 2815 (0.299
NHK-NES| 2885 [0.354
NHK-NES| 2886 0.390
ave. 0.350
tddc-txt-ja-en
SYSTEM DATA| k
ORGANIZER| 3265 [0.135
NTT 3005 (0.163
NICT-2 3084 10.175
sarah 2808 0.163
sarah 2812 (0.167
geoduck 3200 0.172
geoduck 3217 (0.321
ave. 0.185

Table 24: The Fleiss’ kappa values for the pairwise evaluation results.

Source Good? C-Test E-Test
Yes 1586 (78.7 %) 1348 (66.9 %)
No 20 (1.0 %) 46 (2.3 %)
No Answer 410 (20.3 %) 622 (30.9 %)
Total 2016 (100.0 %) 2016 (100.0 %)

Table 25: Appropriateness of source English cap-
tions in the 4032 assessments collected for the
multi-modal track.

that have very small in-domain parallel cor-
pora. For next year’s task we expect more
submissions where participants will leverage
additional larger helping monolingual as well
as bilingual corpora.

8.4 Multi-Modal Task
8.4.1 Validation of Source English Captions

In the manual evaluation of multimodal track,
our annotators saw both the picture and the
source text (and the two scored candidates).
We took this opportunity to double check the
quality of the original HVG data. Prior to
scoring the candidates, we asked our annota-
tors to confirm that the source English text is
a good caption for the indicated region of the
image.

The results in Table 25 indicate that for a
surprisingly high number of items we did not
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receive any answer. This confirms that even
non-anonymous annotators can easily provide
sloppy evaluations. It is possible that part of
these omissions can be attributed to our anno-
tation interface which was showing all items
on one page and relying on scrolling. Next
time, we will show only one annotation item
on each page and also consider highlighting
unanswered questions. Strictly requiring an
answer would not be always appropriate but
we need to ensure that annotators are aware
that they are skipping a question.

Luckily, the bad source captions are not a
frequent case, amounting to 1 or 2% of as-
sessed examples.

8.4.2 Relation to Human Translation

The bilingual style of evaluation of the multi-
modal task allowed us to evaluate the reference
translations as if they were yet another com-
peting MT system. Table 19 thus lists also the
“Reference”.

Across the tracks and test sets (EV vs. CH),
humans surpass MT candidates. One single
exception is IDIAP run 2956 winning in text-
only translation of the E-Test, but this is not
confirmed on the C-Test (CH). The score of
the anonymized system 683 on E-Test in multi-



modal track (MM) has also almost reached hu-
man performance. These are not the first cases
of MT performing on par with humans and we
are happy to see this when targetting an In-
dian language.

8.4.3 Evaluating Captioning

While the automatic scores are comparable
across tasks, the Hindi-only captioning (“HI”)
must be considered separately. Without a
source sentence, both humans and machines
are very likely to come up with highly vary-
ing textual captions. The same image can be
described in many different aspects. All our
automatic metrics compare the candidate cap-
tion with the reference one generally on the
basis of the presence of the same character
sequences, words or n-grams. Candidates di-
verging from the reference will get a low score
regardless of their actual quality.

The automatic evaluation score for the
“Hindi caption” is very very low as compared
to other sub-tasks (“text-only” and “multi-
modal” translations) as can be seen in the Ta-
ble 20. Even the human annotators couldn’t
give any score for most of the segments sub-
mitted from the “Hindi caption” entries due
to the wrong caption generation.

9 Conclusion and Future Perspective

This paper summarizes the shared tasks of
WAT2019. We had 25 participants worldwide,
and collected a large number of useful submis-
sions for improving the current machine trans-
lation systems by analyzing the submissions
and identifying the issues.

For the next WAT workshop, we plan to
conduct document-level evaluation using the
new dataset with context for some translation
subtasks and we would like to consider how
to realize context-aware machine translation
in WAT. Also, we are planning to do extrinsic
evaluation of the translations.
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Appendix A Submissions

Tables 26 to 31 summarize translation results
submitted for WAT2019 pairwise evaluation.
Type, RSRC, and Pair columns indicate type
of method, use of other resources, and pair-
wise evaluation score, respectively. The tables
also include results by the organizers’ base-
lines, which are listed in Table 13.
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Abstract

Character-level translation has been proved to
be able to achieve preferable translation qual-
ity without explicit segmentation, but training
a character-level model needs a lot of hardware
resources. In this paper, we introduced two
character-level translation models which are
mid-gated model and multi-attention model
for Japanese-English translation. We showed
that the mid-gated model achieved the bet-
ter performance with respect to BLEU scores.
We also showed that a relatively narrow beam
of width 4 or 5 was sufficient for the mid-
gated model. As for unknown words, we
showed that the mid-gated model could some-
how translate the one containing Katakana by
coining out a close word. We also showed that
the model managed to produce tolerable re-
sults for heavily noised sentences, even though
the model was trained with the dataset without
noise.

1 Introduction

In recent years, neural machine translation (NMT)
has made a great progress, and its translation qual-
ity has far surpassed the conventional statistical
machine translation (SMT). At first, NMT had
almost relied on word-level modelling with ex-
plicit segmentation ,which brought a lot of prob-
lems such as big vocabulary (Chung et al., 2016)
and frequently appeared unknown tokens. Sen-
rich et al. (2016) provided a subword segmenta-
tion method based on byte-pair encoding (BPE) as
a solution. Character-level translation is another
approach to deal with the big vocabulary and un-
known words. Chung et al. (2016), Lee at al.
(2017) and Cherry et al. (2018) have proved that
character-level can achieve preferable translation
quality without any explicit word segmentation.
Though for alphabetical languages, a sentence is
much longer when represented in character-level
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(Lee et al., 2017), Japanese can suffer less from
this problem because of the existence of Kanji.
However, the sequence is still relatively long, so
training in character-level can still take a lot of
time. The objective of this paper is to shorten the
training time and reduce the storage requirement
in Japanese-English translation.

In this paper, in order to increase the conver-
gence speed, we propose two different character-
level models which are a mid-gated model and
a model with multi-attention, and we will exam-
ine their performances in Japanese-English trans-
lation.

Our contributions include:

e We show that mid-gated is more efficient than
multi-attention in this problem.

We show that while memory overhead is
greater than subword-level translation with
respect of sentence pairs used for training, the
training speed can be fast in character-level
Japanese-English translation.

We show that a close transliteration can be
found for unknown words in Katakana.

We show that character-level translation can
handle heavy noises with moderate perfor-
mance degradation.

2 Related Work

Cherry el al. (2018) compared character-level
translation methods for alphabetical languages.
They studied the effect of the model capacity, the
corpus size, and the compression by BPE and Mul-
tiscale architecture (Chung et al., 2017).
Following this research we tried Hierarchical
Multi-scale Long Short-Term Memory (HML-
STM) (Chung et al., 2017) for character-level

Proceedings of the 6th Workshop on Asian Translation, pages 36—44
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Japanese-English translation, but in our experi-
ment environment!, we did not get a preferable
result. So, we omit it in our experiment for our
objective is to get a compact model.

We found that HMLSTM includes
relu (W [h};h?, -+ hl]), which is a “shortcut
connection” in (He et al., 2016). Even though
HMLSTM is too large for a compact model, the
shortcut connection may be incorporated. So,
we tested a model with the shortcut connection.
The model with the shortcut connection is called
a mid-gated model following the terminology of
(Chung et al., 2017) in this paper.

As to BPE and its variantes, the following re-
searches are relevent.

Chung et al. (2016) proposed a character-level
decoder called Bi-Scale decoder while in their re-
search, the encoder side uses BPE. They proved
that neural machine translation can be done di-
rectly on a sequence of characters without any ex-
plicit word segmentation.

Zhang and Komachi (2018) proposed a sub-
character level translation for Japanese and Chi-
nese in which Kanji in Japanese and characters
in Chinese are decomposed into ideographs or
strokes. However, this approach will increase se-
quence length a lot and need an extra dictionary
to decompose Kanji and Chinese characters into
strokes or ideographs,

Costa-jussa and Fonollosa (2016) used convo-
lution layers followed by multiple high-way lay-
ers to generate character-based word embedding.
Other than embedding layer of the encoder side,
both the encoder and the decoder are in the word
level.

We think that the methods of these researches
may complicate the model and are not suitable to
our objective.

In Cherry el al. (2018), the multi-headed atten-
tion was not used. But because a simple multi-
headed attention may cause a mild overhead, we
tried a model with multi-attention in our experi-
ment.

3 Proposed Model

We propose two different models for the character-
level translation. These model use six bidirec-
tional LSTMs for encoder and six LSTMs for de-
coder. We use the multiplicative attention mech-

2 NVIDIA 2080s. Cherry el al. (2018) used 16 NVIDIA
P100s.
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anism proposed by Luong et al. (2015) instead
of additive attention proposed by Bahdanau et al.
(2015) because we found out that it will greatly
reduce memory consumption during training.

3.1 Basic Model

The basic model is a simple multi-layer atten-
tional encoder-decoder (Cho et al., 2014; Bah-
danau et al., 2015) model. Figure 1 shows the
structure of the model. For decoder, only the first-
layer LSTM takes context vectors as one of its in-
put. The context vector and the hidden state of
the last layer in the decoder are used to predict the
next character.

3.2 Mid-Gated Model

We adopt a shortcut in the recurrent network by
Chung et al. (2017) and Akos Kadar (2018) which
is originally for three HMLSTM layers. We call
the model with the shortcut a mid-gated model.
The mid-gated model is similar to the basic
model except that the input of 4th layer m; of both
encoder and decoder is calculated by
m; = relu (Wm [h%; hf; hg’]) (D)
where W,,, € Rdim(me)x37; dim(hi) jg 2 matrix
to map the concatenation of three vectors into one
vector, and for encoder h! is the concatenated out-

L . S0
put of both direction of /th layer, i.e. h} = [h}; hj],
and for decoder, the output of /th layer. Equation 1
can be considered as a shortcut from the first three
layers to the 4th layer.

We tried changing the size and location of the
shortcut, and we also tried adding another short-
cut on the last layer, but we did not get further im-
provement in these attempts.

3.3 Multi-Attention Model

Usually, word-level and subword-level translation
use only one attention layer. But for character-
level translation, because of the fine temporal
granularity, multi-attention may work well. Thus
we tried a multi-attention model as shown in Fig-
ure 2.

The encoder side of multi-attention model is the
same as the basic model. The decoder side con-
tains six recurrent layers. We use four attention
layers for the trade-off between performance and
overheads. We put attention layers on the 1st and
6th recurrent layers to ensure the first recurrent
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Figure 1: The basic model (without dashed connec-
tions) and mid-gated model (with the dashed connec-
tions).
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Figure 2: The multi-attention model

layer taking context as input and the sixth recur-
rent layer outputting context, and we found out
that it is optimal to put other two attention lay-
ers on the 4th and 5th recurrent layers in our pre-
liminary experiments. We tried the combination
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ASPEC-JE | NTCIR-JE
Pairs (train) 1,000,000 1,387,713
Pairs (dev) 1790 2000
Pairs (devtest) 1784 -
Pairs (test) 1812 2300
Vocab (ja) 3084 2966
Vocab (en) 291 98

Table 1: Numbers of sentence pairs and vocabulary of
ASPEC-JE and NTCIR-JE.

of the multi-attention model and mid-gated model,
but we did not find any improvement in the com-
bination.

4 Experiments Design

4.1 Datasets and Preprocessing

We used ASPEC (Nakazawa et al., 2016) and
NTCIR (Goto et al., 2013) as out datasets.
The ASPEC dataset contains three training
sets train-1l.txt, train-2.txt and
train-3.txt. We only used the first training
set because of our limited hardware resources.

Table 1 shows the sizes of the training set of
both datasets. Note that the vocabulary in this pa-
per refers to the number of different characters in
the training sets.

For ASPEC dataset, we appended a space at
both the beginning and end of each sentence of
both languages. Note that this will not influence
the final result. We did not perform any other
preprocessing. We did not eliminate long sen-
tences. We kept all numbers, characters, punctua-
tions in Japanese side of the datasets as is. We used
OpenNMT-tf’s built-in character tokenizer for to-
kenization.

4.2 Training

The model were trained using sentence-level cross
entropy loss. Batch sizes were capped at 12,800
tokens, and each batch was divided between two
GPUs running synchronously. The dimension of
character embedding of Japanese was 512 and
for English, 128. All other vector dimensions
were 512. The basic and mid-gated models were
trained using two NVIDIA’s GeForce 1080Ti’s,
while the multi-attention model was trained using
two NVIDIA’s RTX 2080Ti’s.

We initialized parameters randomly with a uni-
form (-0.1,0.1) distribution. We used Adam’s Op-
timizer with (3 0.9, Bs 0.999 and ¢



Models

ASPEC-JE

NTCIR-JE

Basic
Mid-Gated
Multi-

26.89 (22.47)
27.63 (22.98)
27.06 (22.35)

40.82 (36.76)
41.32 (37.34)
41.11 (37.08)

Attention
Yamagishi
et al. (2017)
Morishita et
al. (2017)
NMT with
Attention
(Cho et al.,
2014; Bah-
danau et al.,
2015)
Transformer
(Vaswani

et al., 2017)

(18.78) (29.80)

27.62 -

2691 -

28.06 -

Table 2: BLEU scores for various models. Scores cal-
culated by Travatar are shown in parentheses. Scores
with references are from the literatures.

108 (Kingma and Ba, 2015). Gradient norm was
clipped to 5.0 (Pascanu et al., 2012). The dropout
rate was set to 0.2 for all models. Dropouts
were taken place in all bidirectional LSTMs and
LSTMs. The initial learning rate was 0.0002, and
it decayed with rate 0.9 for every 10k batches after
20k batches. Training stopped when dev set per-
plexity had not decreased for 6k batches. We im-
plemented the mid-gated and multi-attention mod-
els on OpenNMT-tf (1.20.0) for training. The in-
ference was done on version 1.24.0.

Except where mentioned below, the inference
used beam search with 4 hypotheses, and the
strictness of length normalization was set to 0.2
(Wu et al., 2016).

5 Results

5.1 BLEU Scores

We report our BLEU scores for the three models
in Table 2. For ASPEC, we preprocessed the infer-
ence result by removing spaces at the beginning
and end of translated sentences. For NTCIR, we
kept the inference result as is. We used Moses-
tokenized case-sensitive BLEU? score as our eval-
uation metric. We report the test-set scores on the
http://lotus.kuee.kyoto-u.ac.p/

WAT/evaluation2/automatic_evaluation_
systems/automaticEvaluationEN.html

39

Time | GPU1 | GPU2
Basic 43h 4GB 4GB
Mid-Gated 40h 8GB 4GB
Multi-Attention | 37h 8GB 4GB

Table 3: The actual training time and GPU overhead of
each model. Note that Tensorflow tend to occupy more
memory than needed.

checkpoints having lowest perplexity on the dev
set. As we can be seen in the table, the mid-
gated model produces the best result among the
three models. The parenthesized scores are cal-
culated by bootstrap resampling implemented in
Travatar®.

The organizer’s results of WAT 2018 4 in vanilla
encoder-decoder with attention model (Cho et al.,
2014; Bahdanau et al., 2015) and Transformer
(Vaswani et al., 2017) are also shown.

We also include the best scores in a single
model reported by Yamagishi el al. (2017) and
Morishita et al. (2017).

The BLEU scores of our models are similar
to the subword-level model of Morishita et al.
(2017). However our training is much simpler.
It takes 10.1 million sentence pairs to train the
basic model, and 8.0 million pairs for mid-gated
model, and 6.8 million pairs for multi attention
model, while Morishita et al. (2017) used 60 mil-
lion pairs for training in the experiment with the
best result in a single model. The actual mem-
ory overheads and training time are shown in Ta-
ble 3. Morishita et al. (2017) used batch of
128 sentence pairs. But in our experiments, set-
ting batch size of each GPU to more than 40 sen-
tence pairs without limiting the sentence length
during training caused out-of-memory error. Thus
we consider character-level translations uses more
memory than subword-level translation while the
training speed can be fast with respect to sentence
pairs. The BLEU scores of our model are slightly
inferior to that of Transformer, but our model has
less parameters and is trained easily.

5.2 Translation Examples

We choose two examples from the test set to show
the difference of the three models in translation.
As shown in Table 4, the translation is the same

*http://www.phontron.com/travatar/
evaluation.html

*http://lotus.kuee.kyoto-u.ac. jp/WAT/
evaluation/list.php?t=2&0=4



for the simple first sentence, but in the second ex-
ample, the mid-gated model is superior on fluency
and accuracy. As for the word “J X & ¥ A 5
2, which means “deduction system”, none of
the models translates exactly the same as the refer-
ence, while the results by the basic and mid-gated
model are only different in articles and suffices.

We also want to check how multi-attention
works. As shown in Figure 3, the first two atten-
tion layers barely catch the right alignment. The
third attention layer got some alignments in the
middle of the sentence. In the forth attention layer,
when the length of English word is longer than the
corresponding Japanese word, the model tend to
align the first N characters to the corresponding
Japanese characters, where N is the length of the
Japanese word, and the remaining characters to the
beginning of the sentence.

5.3 Noise

Algorithm 1 AddNoiseq;opRate,insert Rate

for sentence in testset do
for char in sentence do
drop < true for probability of dropRate
insert < true for probability of
insertRate
if drop = true and insert = true then
Replace char with a random character
else if drop = true and insert = false
then
Drop char in sentence
else if drop = false and insert = true
then
Add arandomly chosen character before
char
end if
end for
end for

We tested whether the models can handle
noise. We added noise to the ASPEC’s test
set by randomly dropping and inserting charac-
ters to the Japanese side. The inserted char-
acters are chosen randomly from the vocabu-
lary. The insert and drop rate ranges over
5%, 4%, 3%, 2%,1%,0.1%,0.01%, 0.001%, and
0%. Algorithm 1 shows this noising procedure.
For each insert and drop rate pair, we built three
test set for each drop-insert rate pair and averaged
the BLEU scores.
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The result is shown in Figure 4. We notice that
even with a heavy noise with drop rate of 5% and
insert rate of 5%, the three models still managed
to yield a tolerable result. Also, we can conclude
that dropping characters can cause more decrease
in BLEU scores compared to inserting. We specu-
late that although both inserting and dropping will
interfere the inference, the information loss caused
by dropping has more impact. Table 5 shows a
noise-added example and its translations.

5.4 Beam Width and Length Normalization

As suggested by Morishita et al. (2017) and Wu
et al. (2016), we use length normalization with
strictness of 0.2. Figure 5 shows how BLEU score
changes when increasing beam width.

We can find out that the BLEU scores decrease
drastically as beam width increases after 4 or 5 if
length normalization is not adopted. While with
length normalization, the BLEU scores only de-
crease by less than 0.7, this is different from BPE
translation shown by Morishita et al. (2017) where
the scores stay increasing even after beam width of
25.

In character-level translation, we observed that
all three models tended to produce a few empty
sentences, but with layer normalization with strict-
ness of 0.2, this tendency is suppressed.

Note that the largest beam width is 221 because
we employ the character-level translation. We do
not try stricter length normalization since in our
preliminary experiments, more strictness would
decrease the performance with a large beam width.

5.5 Unknown Words

Like BPE, character-level translation is also hoped
for predicting candidates for unknown words. In
this paper, we define unknown words as follow:

Definition A string is an unknown word if and
only if

1. it is a token of a tokenized sentence out-

side the training dataset, and,
2. it is not substring of any sentence in the
training dataset.

For example, the Japanese word “7 — X X — R~
which means “database” in English, is a token of
the second sentence in Table 4 after tokenization.
In the training set, the sentence is not included,
but there exists some other sentence, one of whose
substring is the token, thus this is not unknown



Src DY A 7 VIS 5% M LT

Ref Recent topics on recycling are introduced.

Basic Recent topics on recycling are introduced.

Mid-Gated | Recent topics on recycling are introduced.

Multi- Recent topics on recycling are introduced.

Attention

Src EEEMRIFERD O DT — X R—ZA % EEL MBS ETHEA E VAT A
DHFEZITo T2,

Ref A database for development of superconducting material was constructed, and de-
duction system for material design was developed.

Basic The database for the development of superconducting material was constructed, and
deductive system for material design was developed.

Mid-Gated | A database for the development of superconducting materials was constructed and
deduced system for material design was developed.

Multi- The database for the superconducting material development was constructed, and

Attention the development system for material design was developed.

Table 4: Translation example by three models.

|
|| |
(a) First attention (b) Forth attention
|| s ||
; -
. |
= ]
|| TTI
|
|| .
u |
|

(c) Fifth attention

(d) Sixth attention

Figure 3: Attentions of the multi-attention model for the first sample in Table 4.

word. Further, the string %8 & 4 KL 5HFE D 7=
DDT—RR—Z%KEHE L is not a substring
of any sentence in the training set, but it is not a
token of the tokenized sentence, so this is not un-
known word either.

Further, we categorize unknown words into
three types:

1. Words only containing Katakana, which is
usually transliteration of other language.
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2. Words only containing Hiragana and Kanji
that is in the character vocabulary.

3. Words containing unseen Kanji.

In order to find sentences with unknown words,
we first tokenized the Japanese source sentences
in dev, devtest, an test sets using MeCab and con-
structed vocabulary. For each word in vocabulary,
we check if it is a substring of any sentence in the
train set. Finally, we eliminated all words with



o
K2
%

°,

Insert
7

24.92 25.85 26.77 26.88 26.89 26.89|

25.97 26.80 26.89 26.89 26.89 26

25.82 26.75 26.85 26.88 26.88

75 25.86 26.73 26.83 26.82 26.84

25.06 25.99 26.05 26.19 26.14|

Drop

(a) Basic Model

Insert

25.42 26.49 27.49 27.63 27.63 27.63

25.57 26.65 27.49 27.61 27.63 27.63

25.66 26.48 27.54 27.62 27.63 27.63

25.35 26.39 27.43 27.55 27.55 27.56|

25.70 26.56 26.73 26.68 26.70

Drop

(b) Mid-Gated Model

Insert

24.99 25.99 26.96 27.06 27.06 27.06

! 26.08 26.94 27.04 27.06 27.06
ﬁ 25.97 26.98 27.03 27.06 27.05

25.05 25.98 26.91 27.01 26.98 26.99

Drop

(c) Multi-Attention Model

Figure 4: The translation scores for different drop-insert probability pairs.

Src

MBELE 70 2 AT YE ORI - B - Sm 72 & ORRBIR % R 51
s ZeDIBETH S,

Ref

For material production, it is necessary to precisely control thermal phenomena such
as fusion, solidification, and rapid cooling of a substance.

Noised

PORHLE 7 0 2 Ol B g - BEE - A
K KBEEIZHET L EHETH D,

2

Aelx| & o B

Basic

als.

In the material manufacturing process, it is necessary to precisely control the thermal
phenomenon of melting, compatible solution, and proper p compound sake of materi-

Mid-Gated

It is necessary to precisely control the thermal phenomenon of melting, solidification,
and rapid p collapse of materials in the material manufacturing process.

Multi-

Attention

rapid p cooling sake.

In the material manufacturing process, it is necessary to precisely control the thermal
phenomenon of melting and flocculation of the material, and thermal phenomenon of

Table 5: A translation result of the noised sentence. The boxed characters in the Src sentence is the one dropped
out, and the boxed characters in the Modified sentence is the one inserted. The words translated wrongly are

underlined.
Type | Src Ref Basic Mid-Gated Multi-
Attention
| 7 ¥ X J = A | antagonistic antagonistic antagonistic antagonistic
TAVT
TIav7T1AX Ecomatie AX ecomater AX Ecomatey AX | ecomate AX
L= PN=2 Fukushima Fukushima Fukushima Fukushima
2 University University University University
EALMERER Toshio Nagayama IGNORED Nakayama
Hasegawa Yamato
KT Tomoga Island | Fiken Island IGNORED IGNORED
3 ek 5 - M I nausea and | air and vomit- | air and vomit- | air and vomit-
vomiting ing ing ing
HHiE fabrication structure IGNORED construction

Table 6: Examples of translations of unknown words. The cases of each words are kept as is. Unknown Kanji, i.e.,
Kanji that do not exist in the vocabulary, are underlined. The translations of words “l5” and “/li > were not
contained in the reference, so we show the dictionary meaning of these words in Ref.

only alphabets and numbers since it is trivial to

translate these “words”.

For the first type of unknown words, all models
can easily predict the translation and the mid-gated
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Figure 5: BLEU scores for different beam widths. Here
“LN” stands for length normalization.

model can predict translation better for it can also
identify proper nouns such that the first character
is in the upper case.

For the second type, all models can somehow
predict the translation, while as for people’s name
and hard-to-read name of places, the mid-gated
model tends to ignore them while the other two
models are trying to translate in their own way.

For the third type of unknown words, the mod-
els tend to predict the translation using only known
characters. Table 6 gives some examples. Due to
limited space, we only give the unknown words
and their translations in the reference set and trans-
lation results.

The fact that the mid-gated model tends to ig-
nore the second and third types of unknown words
does not contradict to the result in Table 2, since
even though other models translate the second and
third type in their own way, the result is not ex-
actly the correct answer and it is ignored in the
BLEU scores. The number of the first type of un-
known words in dev, devtest and test sets are twice
as many as the sum of numbers of other two types
of unknown words, and for the first type of un-
known words, mid-gated model tends to predict
them better, as shown in Table 6.

6 Conclusion

The objective of this paper is to get a computation-
ally and spatially cheaper character-level transla-
tion model while keeping performance in BLEU
scores. We proposed three models and showed
that one of the models, the mid-gated model, was
much better in speed and space consumption than
the previous models with similar BLEU scores.
We also showed that a relatively narrow beam

43

of width 4 or 5 was sufficient for the mid-gated
model.

In character-level translation, no word is made
unknown because the vocabulary, which is a set of
characters in character-level translation, is small
and there is no need to limit vocabulary. Still oc-
curring unknown word in character-level transla-
tion is unseen transliteration, an unseen word con-
taining Hiragana and Kanji, or a word with unseen
Kanji. Such an unknown word is difficult to trans-
late, but we showed that, as to an unseen transliter-
ation, the mid-gated model could somehow trans-
late it by coining out a close word.

We also showed that the model managed to pro-
duce tolerable results for heavily noised sentences.
Remarkable here is that the model was trained
with the dataset without noise.

For future work, we want to explore a way to
correctly translate an unknown word containing
Hiragana and Kanji and a word with unseen Kanji.
We want to handle typos including conversion er-
ror and swapping as well as comparing their per-
formance against word-level and subword-level
translations. We also want to investigate the mid-
gated model’s ability in translating alphabetical
languages.
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Abstract

In the Japanese language different levels of
honorific speech are used to convey respect,
deference, humility, formality and social dis-
tance. In this paper, we present a method for
controlling the level of formality of Japanese
output in English-to-Japanese neural machine
translation (NMT). By using heuristics to
identify honorific verb forms, we classify
Japanese sentences as being one of three levels
of informal, polite, or formal speech in par-
allel text. The English source side is marked
with a feature that identifies the level of hon-
orific speech present in the Japanese target
side. We use this parallel text to train an
English-Japanese NMT model capable of pro-
ducing Japanese translations in different hon-
orific speech styles for the same English input
sentence.

1 Introduction

Languages differ in the way they express the same
ideas depending on social context. In English dif-
ferent words or phrases are used in a more ca-
sual or familiar context compared to a more formal
context. In languages such as Japanese or Korean
formality distinctions are grammatically encoded
using a system of honorifics. These honorifics are
part of Japanese verbal morphology, which allows
the same concept to be expressed in multiple lev-
els of formality by altering the inflection of the
main verb of the sentence. The examples in Ta-
ble 1 show one sentence in three different levels of
formality. In all three examples the meaning is the
same, but the inflection of the main verb is differ-
ent.

It is important to note that these formality dis-
tinctions in Japanese are not optional. All sen-
tences must use one verb inflection or another, so
speakers are always making a choice of what level
of formality to use depending on social context.
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Formality | Japanese sentence and transcription
B it Ic 122 AD Bkt b5,
Informal . . . .
eki-no chikaku-ni takusan-no omise-ga aru
. Bl ITIC 12K 2 AD BIEHY £,
Polite . . . . .
eki-no chikaku-ni takusan-no omise-ga arimasu
o IC 72K 2 AP Bilir T3V ET.
Formal . . . . .
eki-no chikaku-ni takusan-no omise-ga gozaimasu

Table 1: Three sentences meaning “There are many
shops near the train station”, in different levels of for-
mality

For example, when speaking with family, close
friends, or others of equal social status, the infor-
mal &> % (aru “there are”) is used. When speaking
to superiors, strangers, or older individuals the po-
lite expression & ¥ X 3 (arimasu “there are™) is
used. When expressing deference or humility, the
formal expression = 3\ £ 9§ (gozaimasu “there
are”) is used. In this paper we use the terms infor-
mal, polite, and formal to refer to these three lev-
els of formality as shown in Table 1. Traditional
Japanese grammars may make finer-grained, more
nuanced distinctions than this.

While there is this nuance to Japanese grammar,
in English there is no such distinction, so when
translating from English into Japanese, a transla-
tor must choose one level of formality or another.
This poses a challenge for English-Japanese NMT,
since for a translation to be adequate it needs to
both capture the meaning of the source sentence
and use the appropriate level of formality.

We propose a method to allow English-Japanese
NMT to produce translations in a particular level
of formality, using an additional feature on the
source side marking the desired level of formal-
ity to be used in the translation. With this feature
provided at both training and test time, a single
NMT system can learn to distinguish these lev-
els of formality and produce multiple translations
for the same input sentence. We evaluate our ap-
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English Source

The number at the bottom of the list drops off.

Modified English Source

<polite> The number at the bottom of the list drops off.

Japanese Target

JARO—ETIChsrESTH) AN oilkanx 7.

risuto-no ichiban shita-ni aru bango-ga risuto kara sakujo saremasu

Table 2: Attaching a single token to the beginning of an English training data source sentence, based on the

predicted formality of the Japanese target side

proach on multiple data sets and show that it suc-
cessfully produces sentences in the requested level
of formality. Apart from yielding more consistent
outputs, it improves general translation quality as
measured by BLEU on all data sets. We see par-
ticularly strong gains on the polite and formal por-
tions of the test sets. We also release the following
resources that were developed as part of our work
towards formality-aware NMT

e A set of manual formality labels for a portion
of the Tanaka corpus

e Code for a rule-based formality converter
which can be applied as a translation post-
processing step

We hope that these resources will spur further re-
search on translation into Japanese.

2 Formality-Aware NMT

This section describes our approach for creating a
formality-aware English-Japanese NMT system.

2.1 Choosing Formality in Translation

Our proposed method starts with identifying the
formality of every Japanese target sentence in our
parallel training corpus. We can determine that
the Japanese sentence is informal, polite, or for-
mal based on the verb inflection of the main verb
of the sentence, which is often the last word in the
sentence.

For example, in Table 2 the suffix £ 3 (masu)
at the end of the Japanese target sentence is a com-
mon politeness marker that identifies this as a po-
lite sentence. This is particular to Japanese gram-
mar, and from the English source sentence alone
you cannot determine what level of formality the
Japanese translation should have. So to inform
our English-Japanese NMT system what formality
level we are translating into, we attach the token
<polite> to the beginning of the English source
sentence. For every sentence pair in our training
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corpus, we must attach such a token to the begin-
ning of the English source side, depending on the
formality of the Japanese target side.

At test time the resulting English-Japanese
NMT model will need to be provided the same
kind of informal, polite, or formal tokens at the
beginning of every English input sentence to be
translated. This allows the user of the NMT sys-
tem to choose which level of formality they would
like their Japanese translation to use. There are ap-
plications where these labels could be determined
automatically from the context; we leave this for
future work as our current data sets do not have
context beyond the sentence level.

2.2 Automatic Identification of Honorifics

In order to label our training and test data with
these formality tokens, we need to be able to iden-
tify the formality of a Japanese sentence automat-
ically. To do this we look for the presence or ab-
sence of certain Japanese honorific verb forms as
a heuristic. We created a set of common verbs
and verbal inflections that correspond to each for-
mality level, such as the informal expression U <
72 h* - 7= (janakatta “was not”), the suffixes T
J (desu) and X 9 (masu), which attach to verb
stems to express politeness, as well as several
honorific and humble verbs such as 7% & \» X
9 (nasaimasu “to do” honorific) and ¥ L £
(itashimasu “to do” humble), which are used in
formal social contexts to either show respect to the
listener or show humility from the speaker, respec-
tively. The full set of verb forms can be found in
Table 3.

We apply our heuristics to a 21 million sentence
Japanese monolingual corpus, composed of web-
crawled text from multiple domains. We catego-
rize sentences into three classes which we label
informal, polite, or formal by looking for the verb
forms in Table 3. We start with the formal verb
forms. If any of these verbs are present we con-
sider the sentence to be formal, if not then we pro-
ceed to looking for the polite verb forms, then the



Formality | Verb forms

Informal

o lar Lok, Lo a5,
da, datta, janai, janakatta, darou,

o, Blre, BT Esh 29702, X078
dakara, dakedo, datte, dakke, souda, youda

Polite

TG, Tl R\, sl 9, £L72, FHA,
desu, deshita, nai, nakatta, masu, mashita, masen,
FLEI,TLED, B3V, B3N, THD, TlEw

mashou, deshou, kudasai, nasai, dearu, dewanai

Formal

— R

—

TTVET, Vb5 LenET, B ET, 3V ET, BL X,
gozaimasu, irrashaimasu, orimasu, nasaimasu, itashimasu,

Bica ) 29,5 L £7, BHICH»Y £9,

goranninarimasu, haikenshimasu, omenikakarimasu,

BWTICAY E9,/VWEF, B0 29, FL 9,70 LIFE T,
oideninarimasu, ukagaimasu, mairimasu, zonjishimasu, zonjiagemasu,
AL B E9,THS, THE X9, TAW T ELHIT X T,
meshiagemasu, itadaku, itadakimasu, itadaite, sashiagemasu,
TEWEF, BoLeWnEd,HL LIFET

kudasaimasu, osshaimasu, moushiagemasu

Table 3: Common verbs and suffixes for each level of formality, used as identifying heuristics.

informal verb forms. If none of the verb forms in
Table 3 are present in the sentence it is ignored.
From the original 21 million sentences, 1 million
were unable to be categorized by our heuristics.

We hypothesize that a text classifier trained on
the resulting 20 million sentences selected by our
heuristics will learn more nuanced distinctions in
word choice and style than using the heuristics
alone, which only identify a small set of verb
forms. We tokenize this data set with the KyTea
morphological analyzer (Neubig, 2011b) and train
a model on the tokenized monolingual data and
labels with the text classification tools provided
by the FastText (Joulin et al., 2017) toolkit, using
word trigram features.

To evaluate our classifier’s performance, we en-
listed the help of a Japanese linguist to make
formality judgments on a small test set of 150
Japanese sentences drawn from the publicly-
available Tanaka corpus (Tanaka, 2001). Out of
these 150 total sentences, 68 were labeled infor-
mal, 45 were labeled polite and 37 were labeled
formal by the annotator. These sentences and an-
notations will be made publicly available along-
side the publication of this paper.

Table 4 contains a precision-recall evaluation of
our formality classifier, showing strong F1 scores
for all three classes. The formality classifier out-
put matches the exact classifications made by our
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Informal | Polite | Formal
Precision | 1.00 0.82 | 0.72
Recall 0.74 0.91 0.97
F1 0.85 0.86 | 0.83

Table 4: Evaluation scores of labels produced by the
formality classifier compared to gold test set labels for
each formality category (n=150).

heuristic rules on this test set, but we hypothesize
that it generalizes better to unseen text and there-
fore use it in our translation experiments. The
results show that our classifier has higher preci-
sion on the informal category, but lower recall, and
higher recall on the polite and formal categories,
but lower precision.

2.3 Rule-Based Formality Conversion

We also compare our method of formality-aware
NMT with a simple rule-based tool which converts
a Japanese sentence from one level of formality
to another. This is done by identifying the main
verb in a Japanese sentence and either replacing
the verb itself or just the verbal inflection with the
inflection for the desired level of formality. The
code will be made available open-source alongside
this publication.

Rule-based formality conversion is non-trivial
since there are many conjugations to consider for



a single verb, which differ based on the class the
verb belongs to. For example, to convert the verb
# & ¥ L /= (arukimashita “walked” polite)” to
an informal inflection, the polite suffix ¥ L 7=
(mashita) is removed from the stem of the verb and
a new suffix is appended to create %%\ ) /= (aruita).
The & (ki) at the end of the verb stem marks this
as a verb in a particular verb class. All verbs with
ki at the end of their stem belong to the same class
and have the same conjugation pattern.

In order to use this rule-based method to
compare to our English-Japanese formality-aware
NMT, we can simply take our baseline NMT
system, trained without the formality tokens de-
scribed above in section 2.1, and apply the rules
to convert the NMT output into the desired level
of formality. However, this rule-based method is
imperfect and relies on tokenization and part-of-
speech information from the KyTea morphologi-
cal analyzer. Incorrect part of speech tags or tok-
enization that doesn’t match our rule-based tool’s
dictionary will lead to errors in changing verbal
inflection. In our evaluation, we show how using
this rule-based method compares to our formality-
aware NMT.

3 Evaluation

In this section, we evaluate the translation qual-
ity of our formality-aware NMT models as well as
their ability to produce the desired formality level
in the output.

3.1 Datasets

We use three publicly-available parallel data sets
for our NMT experiments. The Asian Scientific
Paper Excerpt Corpus (ASPEC) (Nakazawa et al.,
2016), a corpus of scientific paper abstracts, the
Japanese-English Subtitle Corpus (JESC) (Pryzant
et al., 2018), a corpus of sentence-aligned movie
and television subtitles, and the Kyoto Free Trans-
lation Task (KFTT) (Neubig et al., 2011a), a cor-
pus of Wikipedia data about the city of Kyoto. In
our experiments we use the standard training and
test sets for each parallel corpus. We also use a
proprietary parallel training data set which con-
tains web-crawled data from a mix of domains and
a corresponding test set. Training and test set sizes
are reported in Table 5.
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Dataset Train Test
Proprietary | 23,781,990 | 300
ASPEC 1,000,000 1,812
JESC 3,237,376 | 2,001
KFTT 329,882 1,160

Table 5: Parallel training and test data set sizes in num-
ber of sentences

3.2 Experimental Setup

The English source of each bitext was tokenized
with the Moses (Koehn et al., 2007) tokenizer.perl
script and the Japanese target was tokenized with
KyTea. We limit sentence length to 80 tokens on
either side of the bitext and train a Moses truecaser
for the English source side, except for the JESC
data set because the English side of the JESC cor-
pus is already entirely lowercased. We use 32k
subword unit vocabularies (Sennrich et al., 2016b)
separate for source and target. We use the result-
ing tokenized, truecased, subworded training data
to train our NMT models.

Our experiments use the Transformer (Vaswani
et al., 2018) to train NMT models. We use 512
hidden units, 6 hidden layers, 8 heads, and a batch
size of 4096. We train for 200k training steps us-
ing the Adam optimizer (Kingma and Ba, 2015).

For each parallel corpus, we train a formality-
aware NMT model by classifying the formality
of the Japanese target side and attaching a corre-
sponding feature to the beginning of each English
source segment, identifying the target as being in-
formal, polite, or formal. For comparison, we also
train a baseline NMT model without these formal-
ity annotations.

3.3 Experimental Results

To evaluate our formality-aware NMT models, we
first need to choose the right level of formality for
each sentence in the test sets. We do this by apply-
ing the formality classifier to the test reference and
prepending the predicted labels to the source side
of each test sentence. We then provide this input
to our formality-aware NMT models and compare
the output to test set translations from our baseline
NMT using BLEU (Papineni et al., 2002). We tok-
enize the Japanese MT output and reference using
KyTea before computing BLEU. We evaluate on
the overall test set, as well as each separate portion
of the test set where the test reference was classi-
fied as informal, polite or formal. Table 6 shows



our results on the test set using BLEU.

3.3.1 Performance of Rule-Based Conversion

We first evaluate the performance of the rule-based
conversion method described in Section 2.3. The
rule-based tool currently has the capability to con-
vert to informal or polite verbal inflections, lack-
ing rules for formal verb inflections. Thus, we
only report results on the informal and polite sec-
tions of our test sets.

As shown in Table 6, the rule-based method
yields improvements on the informal test portion
for all models except ASPEC where performance
remains the same. On the polite portion, we only
see gains for the JESC model but a notable de-
crease in performance on ASPEC and no changes
for the proprietary and KFTT test sets. This shows
that while it is possible to adjust the formality level
through post-processing, it is a non-trivial task and
will require more work to improve the coverage of
the tool. However, the rule-based tool could also
be used for other tasks such as creating additional
synthetic training data.

3.3.2 Performance of formality-aware NMT

The BLEU scores in Table 6 show that on the
overall test set, our formality-aware NMT mod-
els show an improvement over the baseline NMT
models. This holds true for both the model trained
on the proprietary training data set, and the models
trained on the publicly-available training data sets.
Out of the models trained on publicly-available
data, the ASPEC model shows the smallest im-
provement (+0.3 BLEU), the KFTT model im-
proves more (+0.9 BLEU), and the JESC model
shows the highest improvement (+1.5 BLEU).
When looking at the individual portions of the
test set, as identified by our classifier, we see a
larger quality improvement for the model trained
on proprietary data on the informal and formal
sections of its test set, and a smaller improve-
ment on the polite section. The ASPEC formality-
aware NMT is not better on the informal section
of its test set, but there are larger gains in quality
on the polite and formal test sections. The JESC
and KFTT models improve on all three sections,
with the largest gains seen in the formal section.
Finally, formality-aware NMT improves over the
rule-based method for all models and test sections,
indicating that the NMT model is more effective at
producing the desired formality level in context.
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3.3.3 Evaluating formality levels

Since choosing the appropriate formality level in
Japanese is very important to conform with social
norms, we want to show that our formality-aware
NMT models can provide translations in the de-
sired level of formality. As our test sets do not
have gold labels from a human annotator for each
reference, we use our formality classifier to predict
the level of formality for both the MT output and
the test reference and compute F1 scores using the
predicted reference labels.

Our F1 comparison in Table 7 shows to what ex-
tent the formality-aware NMT output matches the
predicted formality level of the reference transla-
tion when the system is provided with the correct
input label. We can see that the F1 scores for the
formality-aware NMT are high for all three levels
of formality, above 0.9 in all cases. We also see
a big improvement over the baseline NMT mod-
els for each test set, especially in the polite and
formal categories. From this we conclude that our
formality-aware NMT models can produce a trans-
lation in the desired level of formality.

An imbalance of the training data may partly ex-
plain the difference in quality improvement across
the three formality sections of the test sets. Ta-
ble 8 shows how much of the training data for each
data set was classified as being informal, polite, or
formal. The proprietary data set contains mostly
polite and informal data. In contrast, the majority
of the three publicly available data sets is informal
data, with a much smaller portion of polite data.
For all data sets there is very little formal data,
leading to the weak baseline performance on that
category. By modelling formality levels more ex-
plicitly, our models are better able to compensate
the inherent bias towards informal style.

4 Analysis and Examples

To show some concrete examples of our formality-
aware translations, Table 9 contains an exam-
ple of the MT output from the JESC formality-
aware NMT model and the corresponding JESC
NMT baseline trained without formality annota-
tions. For this single English source sentence,
there are multiple different MT outputs depending
on which formality label is attached to the source
before passing it to the NMT model for transla-
tion. The informal expression 7\ Y (nai “there is
not”) is used in the MT output by both the baseline
model and the formality-aware NMT model when



test BLEU
Dataset Model Overall | Informal | Polite | Formal
Proprietary | Baseline NMT 24.6 17.8 28.0 17.4
Rule-Based Conversion - 18.3 28.0 -
Formality-Aware NMT 25.5 18.7 28.4 22.3
ASPEC Baseline NMT 43.0 42.8 45.7 33.0
Rule-Based Conversion - 42.8 44.5 -
Formality-Aware NMT 43.3 42.8 47.1 43.9
JESC Baseline NMT 18.8 18.0 194 22.1
Rule-Based Conversion - 18.7 20.6 -
Formality-Aware NMT 20.3 19.4 21.9 29.3
KFTT Baseline NMT 24.6 26.0 18.1 114
Rule-Based Conversion - 26.4 18.1 -
Formality-Aware NMT 25.5 26.5 20.7 19.3

Table 6: KyTea-tokenized BLEU, comparing baseline NMT, rule-based conversion and formality-aware NMT

models on heldout test

F1
Dataset | Model Informal | Polite | Formal
Internal | Baseline NMT 0.59 0.82 0.29
Formality-Aware NMT 0.97 0.99 0.91
ASPEC | Baseline NMT 0.95 0.67 0.19
Formality-Aware NMT 1.00 1.00 0.96
JESC Baseline NMT 0.85 0.50 0.28
Formality-Aware NMT 1.00 0.99 0.96
KFTT Baseline NMT 0.93 041 0.00
Formality-Aware NMT 1.00 0.96 0.74

Table 7: F1 scores for each formality category when comparing predicted labels for MT output and reference

translation.
Train Informal | Polite | Formal
Internal | 41.5% 56.9% | 1.6%
ASPEC | 87.6% 11.2% | 1.2%
JESC 80.7% 18.3% | 0.9%
KFTT 90.9% 8.4% | 0.7%

Table 8: Percentage of each training data set classified
as informal, polite, or formal

“informal’ is attached to the source segment. The
polite expression & ") X+ A (arimasen “there is
not”) is used by the formality-aware NMT model
when ’polite’ is attached, and the formal expres-
sion =&\ X+ A (gozaimasen “there is not”)
is used by the formality-aware NMT model when
"formal’ is attached. All of these expressions have
the same meaning, but correspond correctly to the
desired level of formality.

Table 10 shows another example of the MT
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output from the internal formality-aware NMT
model and the corresponding internal NMT base-
line trained without formality annotations. Again
there are multiple different MT outputs depending
on which formality label is attached to the source.
The informal expression # 9 (tatakau “to fight”)
is used in the MT output by the formality-aware
NMT model when ’informal’ is attached to the
source segment. The polite expression HX\y F
9 (tatakaimasu “to fight”) is used by the baseline
NMT model and the formality-aware NMT model
when ’polite’ is attached, and the formal expres-
sion §X\yZ /= L X 9 (tatakai-wo itashimasu
“to do battle” humble) is used by the formality-
aware NMT model when "formal’ is attached. All
of these expressions have the same meaning, but
correspond correctly to the desired level of formal-
ity. Here the formality-aware NMT model is clos-
est to the reference when ’informal’ is attached,
but all three formality-aware NMT translations are



Source

There’s nothing to apologize for.

Mz emAibRicdtnd

Reference . .
ayamaru koto nanka nanimo nai sa
NMT Model MT Output and Transcription
. D ERATHD LW
Baseline

ayamaru koto nante nanimo nai

Formality-Aware - Informal

Wc#t 2z 2 &1

betsu ni ayamaru koto wa nai

Formality-Aware - Polite

Mz rlidbh THA

ayamaru koto wa arimasen

Formality-Aware - Formal

BitUOO Z &I T3V ERA

owabi no koto wa nanimo gozaimasen

Table 9: Example output from JESC NMT baseline model and formality-aware NMT model, when each formality

level is attached to the source segment.

equally adequate.

5 Related Work

Sennrich et al. (2016a) showed that side con-
straints can be added to the source side of a par-
allel text to provide control over the politeness of
translation output in an English-German transla-
tion task. Following this paper’s suggestion, we
take a similar approach towards Japanese hon-
orifics.

Niu et al. (2017) also use a similar approach,
termed “Formality-Sensitive Machine Transla-
tion”, in a French-English translation task. In (Niu
et al., 2018) French-English parallel text with for-
mality features is combined with English-English
parallel text, where the source and target are of
similar meaning but different formality, to create
a multi-task model that performs both formality-
sensitive MT and monolingual formality transfer.

In related work on Japanese-English NMT, Ya-
magishi et al. (2016) use a side-constraint ap-
proach to control the voice (active or passive)
of an English translation. Takeno (2017) apply
side constraints more broadly to control transla-
tion length, bidirectional decoding, domain adap-
tation, and unaligned target word generation.

Our paper follows the modeling approach intro-
duced by Johnson et al. (2017), who showed that
by adding a token to the source side of parallel text
allows for training a single NMT model on data for
multiple language pairs. Their token specifies the
desired target language, allowing the user control
over the language of machine translation output,
even for source-target language pairs that were not
seen during training, which they call “zero-shot”
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translation. The same approach has been success-
fully used in other applications, such as in distin-
guishing standard versus back-translated transla-
tion parallel corpora (Caswell et al., 2019).

6 Conclusion

We have shown how the distinctions between lev-
els of formality in the Japanese language can
be learned by an NMT model, by identifying
Japanese honorifics in parallel training data and
labeling the source side with an additional feature.
We find that this technique provides control over
the honorifics present in the MT output and pro-
vides an improvement in translation quality, par-
ticularly in polite and formal sentences in each test
set. This improvement holds for models trained on
proprietary data as well as models trained on three
widely-used publicly available Japanese data sets.
In future work, we would like to explore augment-
ing the training data for each of the comparisons
we showed. We would like to explore creating
artificial English-Japanese data by doing a rule-
based transformation of the Japanese side of the
bitext into different formality levels. We would
also like to do further human evaluation of our
Japanese formality classifier and the NMT mod-
els we trained, and we may explore applying this
technique to English-Korean NMT because Ko-
rean also has a similar system of honorifics.
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Abstract

While the progress of machine translation of
written text has come far in the past sev-
eral years thanks to the increasing availability
of parallel corpora and corpora-based training
technologies, automatic translation of spoken
text and dialogues remains challenging even
for modern systems. In this paper, we aim to
boost the machine translation quality of con-
versational texts by introducing a newly con-
structed Japanese-English business conversa-
tion parallel corpus. A detailed analysis of the
corpus is provided along with challenging ex-
amples for automatic translation. We also ex-
periment with adding the corpus in a machine
translation training scenario and show how the
resulting system benefits from its use.

1 Introduction

There are a lot of ready-to-use parallel corpora
for training machine translation systems, however,
most of them are in written languages such as web
crawl, news—commentaryl, patents (Goto et al.,
2011), scientific papers (Nakazawa et al., 2016)
and so on. Even though some of the parallel
corpora are in spoken language, they are mostly
spoken by only one person (in other words, they
are monologues) (Cettolo et al., 2012; Di Gangi
et al., 2019) or contain a lot of noise (Tiedemann,
2016; Pryzant et al., 2018). Most of the machine
translation evaluation campaigns such as WMT?,
IWSLT? and WAT* adopt the written language,
monologue or noisy dialogue parallel corpora for
their translation tasks. Among them, there is only
one clean, dialogue parallel corpus (Salesky et al.,
2018) adopted by IWSLT in the conversational

*equal contribution
"http://www.statmt.org/wmt19/translation-task.htm]
Zhttp://www.statmt.org/wmt19/
3http://workshop2019.iwslt.org
*http://lotus kuee kyoto-u.ac.jp/ WAT/
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speech translation task, nevertheless, the availabil-
ity of such kind of corpus is still limited.

The quality of machine translation for written
text and monologue has vastly improved due to the
increase in the amount of the available parallel cor-
pora and the recent neural network technologies.
However, there is much room for improvement
in the context of dialogue or conversation trans-
lation. One typical case is the translation from
pro-drop language to the non-pro-drop language
where correct pronouns must be supplemented ac-
cording to the context. The omission of the pro-
nouns occurs more frequently in spoken language
than written language. Recently, context-aware
translation models attract attention from many re-
searchers (Tiedemann and Scherrer, 2017; Voita
et al., 2018, 2019) to solve this kind of problem,
however, there are almost no conversational paral-
lel corpora with context information except noisy
OpenSubtitles corpus.

Taking into consideration the factors mentioned
above, a document and sentence-aligned conver-
sational parallel corpus should be advantageous to
push machine translation research in this field to
the next stage. In this paper, we introduce a newly
constructed Japanese-English business conversa-
tion parallel corpus. This corpus contains 955 sce-
narios, 30,000 parallel sentences. Table 1 shows
an example of the corpus.

We choose the business conversation as the do-
main of the corpus because 1) the business domain
is neither too specific nor too general, and 2) we
think that a clean conversational parallel corpus is
useful to open new machine translation research
directions. We hope that this corpus becomes one
of the standard benchmark data sets for machine
translation.

What is unique for this corpus is that each
scenario is annotated with scene information, as
shown in the top of Table 1. In conversations,

Proceedings of the 6th Workshop on Asian Translation, pages 54—61
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Scene: telephone consultation about intrafirm export

Japanese English

Speaker (Content Speaker  |Content

A RLIL. IREHEL . 'Yamamoto [Hello, this is Yamamoto.

Hrp e olEp EHL 9. Tanaka  [This is Tanaka from the Department of Sales.

Heb faLIcE L TS vwWi=72& /=< b&E:f[Tanaka [l called you to get some advice from you con-
LEL7 cerning export.

WA 3w, ok > THFETLEO? 'Yamamoto |Okay, what’s the matter?

Hp (A5 >nSthr Sty 2+ 5 0F & GV Tanaka  [We got an inquiry from an Iranian company
ZZITTVWBDTTh. 4TIl T about our far-sight cameras, but I think I read in
sl BR s 5 LT TIRA 22 Ly the newspaper that there are export restrictions
5 3n LT against Iran.

Hp [95Tieo TWB &I %A+ 575 FfTanaka  [Is there no problem with cameras like the ones
ICREJEIC LS ZVWDTL X I 0?2 we sell?

WA PENAD £9h 45> ~okatiid. h|[Yamamoto[I'm afraid that the fact is, exports to Iran are
ZVHIREN TN EONHEETT, highly restricted.

Table 1: An example of the Japanese-English business conversation parallel corpus.

the utterances are often very short and vague,
therefore it is possible that they should be trans-
lated differently depending on the situations where
the conversations are taking place. For exam-
ple, Japanese expression |3 & X+t A | canbe
translated into several English expressions such as
“Excuse me.” (when you call a store attendant),
“Thank you.” (when you are given some gifts) or
“I'm sorry.” (when you need to apologise). By us-
ing the scene information, it is possible to discrim-
inate the translations, which is hard to do with only
the contextual sentences. Furthermore, it might be
possible to connect the scene information to the
multi-modal translation, which is also hardly stud-
ied recently, such as estimating the scenes by the
visual information.

The structure of this paper is as follows: we
explain how the corpus is constructed in Section
2, show the fundamental analysis of the corpus in
Section 3, report results of machine translation ex-
periments in Section 4, and give a conclusion in
Section 5.

2 Description and Statistics of the
Corpus

The Japanese-English business conversation cor-
pus, namely Business Scene Dialogue (BSD) cor-
pus, is constructed in 3 steps: 1) selecting busi-
ness scenes, 2) writing monolingual conversation
scenarios according to the selected scenes, and 3)
translating the scenarios into the other language.
The whole construction process was supervised by
a person who satisfies the following conditions to
guarantee the conversations to be natural:

e has the experience of being engaged in lan-
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[ Scene | Scenarios | Sentences |
JA — EN
face-to-face 165 5,068
phone call 77 2,329
general chatting 101 3,321
meeting 106 3,561
training 16 608
presentation 4 113
sum 469 15,000
EN — JA
face-to-face 158 4,876
phone call 99 2,949
general chatting 102 2,988
meeting 103 3,315
training 9 326
presentation 15 546
sum 486 15,000

Table 2: Statistics for the corpus, where JA — EN rep-
resents scenarios which are written in Japanese then
translated into English and EN — JA represents sce-
narios constructed in the reverse way.

guage learning programs, especially for busi-
ness conversations

e is able to smoothly communicate with others
in various business scenes both in Japanese
and English

e has the experience of being involved in busi-
ness

2.1 Business Scene Selection

The business scenes were carefully selected to
cover a variety of business situations, including
meetings and negotiations, as well as so-called
water-cooler chats. Details are shown in Table
2. We also paid attention not to select specialised
scenes which are suitable only for a limited num-
ber of industries. We made sure that all of the se-



lected scenes are generic to a broad range of in-
dustries.

2.2 Monolingual Dialogue Scenario Writing

Dialogue scenarios were monolingually written
for each of the selected business scenes. Half
of the monolingual scenarios were written in
Japanese and the other half were written in English
(15,000 sentences for each language). This is be-
cause we want to cover a wide range of lexicons
and expressions for both languages in the corpus.
Writing the scenarios only in one language might
fail to cover useful, important expressions in the
other language when they are translated in the fol-
lowing step.

2.3 Scenario Translation

The monolingual scenarios were translated into
the other language by human translators. They
were asked to make the translations not only ac-
curate, but also as fluent and natural as a real
dialogue at the same time. This principle is
adopted to eliminate several common tendencies
of human translators when performing Japanese-
English translation on a written text. For example,
Japanese pronouns are usually omitted in a dia-
logue, however, when the English sentences are
literally translated into Japanese, the translators
tend to include unnecessary pronouns. It is accept-
able as a written text, but would be rather unusual
as a spoken text.

3 Analysis of the Corpus

To understand the difficulty of translating con-
versations, we conduct an analysis regarding the
newly constructed corpus. We choose to use
Google Translate >, one of the most powerful neu-
ral machine translation (NMT) systems which are
publicly available, to produce the translations.
Our primary focus is to understand how many
sentences require context to be properly translated.
We randomly sample 10 scenarios (322 sentences)
from the corpus, and check the translations for
fatal translation errors, ignoring fluency or mi-
nor grammatical mistakes. As a result, 12 sen-
tences have errors due to phrase ambiguity that
needs understanding the context, or the real-world
situation, and 18 errors of pronouns due to zero
anaphora, which is described in the following sec-

Shttps://translate.google.com/ (May 2019)
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500
375
250
125

0
ref - we we you I he I they me they he
hyp: I you I you I we you I I you

Figure 1: The top 10 frequent errors of pronoun trans-
lation (fatal errors denoted in boldface)

tion, in the source language (Japanese). Now we
focus on the latter errors.

3.1 Zero Anaphora

As an important preliminary, we briefly introduce
a grammatical phenomenon called zero anaphora.
In Japanese, some arguments of verbs are often
omitted from the phrases when they are obvious
from the context. When translating them into En-
glish, one often has to identify the referent of the
omitted argument and recover it in English, as En-
glish does not allow omitting the core arguments
(i.e., subject, object). In the following Japanese
example, the subject of the verb 'H - 7= is omitted,
but in the English translation a pronoun, for exam-
ple he, has to be recovered. Note that the subject
could be anyone, not necessarily he, depending on
the context. The task of identifying the referent of
zero anaphora is called zero anaphora resolution,
which is one of the most difficult tasks of NLP.

KERIL H-7= iz fiRA 72
Taro-SBJ  buy-PST  milk-OBJ  drink-PST
“Taro drank the milk he bought.”

3.2 Quantitative Analysis

To estimate how many sentences need zero
anaphora resolution in the business conversation
corpus, we counted the number of sentences with
the personal pronouns (e.g., %, 7%z, ¥, & %
7= in Japanese, I, you, he, she in English) in both
Japanese and English. As a result, 62% of English
sentences contain personal pronouns, while only
11% of Japanese sentences do. This means about
50% of the sentences in the corpus potentially
need zero reference resolution when we translate
them from Japanese into English.

To reveal what kinds of zero pronouns are hard
to translate, we again heuristically count the num-
ber of the translation errors of the pronouns for



Previous Source:
Previous Reference:

Source:
Reference:
Google Translate:

FERIIR—LZ I CICT B AW L.

It seems like the branch manager will be firing Paul.

AEIHEY Lo bic, ki RiBEI» Y zm83 505,
He doesn’t work much , and he takes days off and asks to leave early often.
I do not have much work , and I would like to leave early and leave early.

Figure 2: An example of Japanese to English Google Translate output. The words in boldface are supposed to

denote the same referent(Paul).

Previous Source:
Previous Reference:

Source: [Speaker2] & 5 4 L D= &
Reference: You just need a bit more patience.
Google Translate: I have a little more patience.

o

[Speaker1] iR Xb VI EFHL A A>T L. BEDFERENIRDIXITHA .

I think I can work less if there’s someone excellent coming in as a replacement for him.

Figure 3: An example of Japanese to English Google Translate output. Correct translation needs the speaker

information.

the entire corpus. We counted the number of the
translated sentences that have pronouns different
from their reference sentences. By this heuristic,
we detected 3,653 errors (12% of the whole cor-
pus). The top 10 frequent errors are shown in Fig-
ure 1.

Some errors such as we — I, [ — me, might be
not fatal, and not be regarded as translation errors.
However, there are still many fatal errors among
first, second and third-person pronouns (denoted
in boldface in the graph).

Looking at the pronouns that the NMT system
produced, we can see the tendency of the sys-
tem to generate frequent pronouns such as you, 1.
This suggests that the current system tries to com-
pensate source (Japanese) zero pronouns simply
by generating frequent target (English) pronouns.
When the referent is denoted in relatively infre-
quent pronouns in the target language, it is hard
to be correctly translated. To deal with this prob-
lem, We need to develop more sophisticated sys-
tems that take context into account.

3.3 Qualitative Analysis

This section exemplifies some zero-anaphora
translation errors and discusses what kind of infor-
mation is needed to perform correct translation.

A translation that needs world knowledge and
inference

In Figure 2, the subjects of the verbs are omitted
in the source sentence | (fZ13: he) LFH D H
I LAWwERIC, (fUd: he) fRa. FiBIX
) &9 % h 5 | . This causes the NMT
system to incorrectly translate the zero pronouns
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into I, although they actually refer to Paul in the
previous sentence and thus have to be translated
into he.

Resolving these zero pronouns, however, is not
straightforward, even if one has access to the in-
formation of the previous sentence. For example,
to identify the subject of [fLEHILH E Y L &
W) | (doesn’t work much), one has to know “lazi-
ness can lead to being fired” and thereby infer that
Paul, who is about to be fired, is the subject. Ex-
isting contextual NMT systems (Voita et al., 2018;
Bawden et al., 2018; Maruf et al., 2019) still do
not seem to be able to handle this complexity.

A translation that needs to know who is talking

In Figure 3, again, the subject is omitted in the
source sentence | (F1d: you) ¥ 5L D¥
{172 k. | . The NMT system incorrectly trans-
lates the zero pronouns into /.

It is worth noting that the type of the zero pro-
noun differs from the one in Figure 2 in that the
referent in Figure 3 does not linguistically appear
within the text (called exophora), while the other
does (endophora) (Brown and Yule, 1983). The
referent of the zero pronoun in Figure 3 is the lis-
tener of the utterance (you), and it usually does not
have another linguistic item (such as the name of
the person) that can be referred to. Although some
modality expressions and verb types can give con-
straints to the possible referents (Nakaiwa and Shi-
rai, 1996), essentially, the resolution of exophora
needs the reference to situation.

In this case, the correct translation depends on
who is speaking. In the original conversation, the
utterance is from Speaker 2 to Speaker 1, and



Data Set | Devel | Eval Train

BSD 1000 | 1000 28,000

AMI 1000 | 1000 | 108,499

ON 1000 | 1000 26,439

Total 162,938
Table 3: Training, development and evaluation data
statistics.

given the context, one can infer that Speaker 2 is
speaking to give a consolation to Speaker 1 and
thus the subject should be you (Speaker 1). How-
ever, if the utterance was from Speaker 1, he would
then just be complaining about his situation say-
ing “I just need a bit more patience”. This ex-
ample emphasises that the speaker information is
essential to translate some utterances in conversa-
tion correctly.

4 Machine Translation Experiments

The BSD corpus was created with the intended use
of training NMT systems. Thus, we trained NMT
models using the corpus in both translation direc-
tions. As the BSD corpus is rather small for train-
ing reasonable MT systems, we also experimented
with combining it with two larger conversational
domain corpora. We employed translators to trans-
late the AMI Meeting Corpus (McCowan et al.,
2005) (AMI) and the English part of Onto Notes
5.0 (Weischedel et al., 2013) (ON) into Japanese
with the same instructions as for translating the
BSD corpus. Afterwards, we used them as addi-
tional parallel corpora in our experiments.

4.1 Data Preparation

Before training, we split each of the corpora into 3
parts - training, development and evaluation data
sets. The sizes of each corpus are shown in Ta-
ble 3. We used Sentencepiece (Kudo and Richard-
son, 2018) to create a shared vocabulary of 4000
tokens. We did not perform other tokenisation or
truecasing for the training data. We used Mecab
(Kudo, 2006) to tokenise the Japanese side of the
evaluation data, which we used only for scoring.
The English side remained as-is.

4.2 Experiment Setup

We used Sockeye (Hieber et al., 2017) to train
transformer architecture models with 6 encoder
and decoder layers, 8 transformer attention heads
per layer, word embeddings and hidden layers
of size 512, dropout of 0.2, maximum sentence
length of 128 symbols, and a batch size of 1024
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JA-EN | EN-JA

BSD | it | 832 | w4

AMI, BSD, ON ;ﬁ"Tr 172'_2878 153',7563
AMI, ON ;ﬁ? %2 15(5,750

Table 4: NMT and SMT experiments using the conver-
sational corpora. Evaluated on the Business Conversa-
tion evaluation set.

words, checkpoint frequency of 4000 updates. All
models were trained until they reached conver-
gence (no improvement for 10 checkpoints) on de-
velopment data.

For contrast we also trained statistical MT
(SMT) systems using using the Moses (Koehn
et al., 2007) toolkit and the following param-
eters: Word alignment using fast-align (Dyer
et al., 2013); 7-gram translation models and the
‘wbe-msd-bidirectional-fe-allff* reordering mod-
els; Language model trained with KenLM
(Heafield, 2011); Tuned using the improved
MERT (Bertoldi et al., 2009).

4.3 Results

Since there are almost no spaces in the Japanese
raw texts, we used Mecab to tokenise the Japanese
translations and references for scoring. The results
in BLEU scores (Papineni et al., 2001) are shown
in Table 4 along with several ablation experiments
on training NMT and SMT systems using only the
BSD data, all 3 conversational corpora, and ex-
cluding the BSD corpus from the training data.
The results show that adding the BSD to the two
larger corpora significantly improves both SMT
and NMT performance. For Japanese — English
using only BSD as training data achieves a higher
BLEU score than using only AMI and ON, while
for English — Japanese the opposite is true. Nev-
ertheless, in both translation directions using all 3
corpora outperforms the other results.

We also evaluate the highest-scoring NMT sys-
tem (trained on all corpora) on all 3 evaluation
sets and report BLEU scores and ChrF2 scores
(Popovié, 2015) in Table 5. We do this to ver-
ify that the models are not overfitting on the BSD
data, i.e. BLEU and ChrF2 scores are not signif-
icantly higher for the BSD evaluation sets when
compared to the ON and AMI sets. Results on the
ON evaluation set are fairly similar to the BSD re-
sults, while results on the AMI evaluation set are



TIX. KT T AEIC.
LCTHE 2w WX T,

Source:

Our Best NMT:
book.

Google Translate:

Reference:

CofEFELE AL AICEHTELLTF Y VY —MNICEEAR
So before we finish, I'd like to fill in the health check-streams with this health and staff check-

I would like you to fill out this health and stress self-check sheet before you finish.
Before we finish off, we would like you to fill out this self-check sheet about health and stress.

Figure 4: An example of Japanese to English NMT output comparing our best NMT to Google Translate.

Previous Source:
Previous Reference:

Source:

Our Best NMT:
Google Translate:
Reference:

IhH. V=2 v =T LK KABAZINSTEHARWTT &,

Well, seems like our manager is taking quite a bit of time off.

HoabIXouwe o o Ao 2wz s 85 THATL £ k.
You think other people won’t take it if they don’t.

If you don’t take it, you might think that other people won’t take it.

Maybe he thinks if he doesn’t take any, then nobody else will.

Figure 5: An example of Japanese to English NMT output, where a context-aware system could be more useful.

[ BLEU | ChiF2
ON
JA S EN | 9.8 | 3438
EN S JA | 1452 | 19.73
AMI
JA — EN | 20.88 | 4693
EN - JA | 2335 | 30.25
BSD
JA > EN | 1288 | 3537
EN - JA | 1353 | 2197

Table 5: BLEU and ChrF2 scores for all three evalua-
tion data sets using the NMT system trained on all data.

noticeably higher. This can be explained by the
fact that the AMI training data set is approximately
four times larger than the BSD training data set,
and the ON training data set is about the same size
as the BSD set.

4.4 Machine Translation Examples

In Figure 4 we can see one of the difficult situa-
tions mentioned in Section 3.3, where MT systems
find it challenging to generate the correct pronouns
in the translation. Of the three pronouns that are in
the reference (we, we, you), each system translates
one correctly and fails to translate the rest - both
systems generate / where it should have been we,
but our system completely omits you while Google
Translate generates you where it should have been
we.

Figure 5 shows an example where both - our
translation and the one from Google Translate are
acceptable at the sentence-level, but when look-
ing at the previous source and reference it becomes
clear that different personal pronouns should have
been used. Our system did generate “they” in
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the second part of the sentence, which could be
a more casual alternative to “he”, but both systems
still failed to find the correct pronoun for the first
part by producing “you” instead of “he”. This is
an issue that can not be fully resolved by using
sentence-level MT and requires a document-level
or context-aware solutions.

5 Conclusion

In this paper, we presented a parallel corpus of
English-Japanese business conversations. The in-
tended use-cases for the corpus are machine trans-
lation system training and evaluation. We describe
the corpus in detail and indicate which linguis-
tic phenomena are challenging to translate even
for modern MT systems. We also show how
adding the BSD corpus to machine translation sys-
tem training helps to improve translation output of
conversational texts.

We point out several examples, where sentence-
level MT is unable to produce the correct trans-
lation due to lack of context from previous sen-
tences. As the corpus is both - sentence-aligned
and document-aligned, we hope that it gets used
and inspires new future work such directions as
document-level and context-aware neural machine
translation, as well as analysing other linguistic
phenomena that are relevant to translating conver-
sational texts.

In the near future, we plan to release the full
set of business conversational corpora. The set
will contain all 3 corpora described in section 4
- an extended version of the Business Scene Di-
alogue corpus as well as parallel versions of the



AMI Meeting Corpus and Onto Notes 5.0.
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Abstract

With the widespread use of Machine Trans-
lation (MT) techniques, attempt to minimize
communication gap among people from di-
verse linguistic backgrounds. We have par-
ticipated in Workshop on Asian Transla-
tion 2019 (WAT2019) multi-modal translation
task. There are three types of submission
track namely, multi-modal translation, Hindi-
only image captioning and text-only transla-
tion for English to Hindi translation. The main
challenge is to provide a precise MT output.
The multi-modal concept incorporates textual
and visual features in the translation task. In
this work, multi-modal translation track re-
lies on pre-trained convolutional neural net-
works (CNN) with Visual Geometry Group
having 19 layered (VGG19) to extract image
features and attention-based Neural Machine
Translation (NMT) system for translation.
The merge-model of recurrent neural network
(RNN) and CNN is used for the Hindi-only
image captioning. The text-only translation
track is based on the transformer model of the
NMT system. The official results evaluated at
WAT2019 translation task, which shows that
our multi-modal NMT system achieved Bilin-
gual Evaluation Understudy (BLEU) score
20.37, Rank-based Intuitive Bilingual Eval-
uation Score (RIBES) 0.642838, Adequacy-
Fluency Metrics (AMFM) score 0.668260 for
challenge test data and BLEU score 40.55,
RIBES 0.760080, AMFM score 0.770860 for
evaluation test data in English to Hindi multi-
modal translation respectively.

1 Introduction

The multi-modal translation is an emerging task
of the MT community, where visual features of
image combine with textual features of parallel
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source-target text to translate sentences (Shah
et al., 2016). Interestingly, multi-modal concept
improved the translation quality of generating the
captions of the images (Dash et al., 2019) as well
as significant improvement over text-only NMT
system (Huang et al., 2016). In text-only NMT
system, the encoder-decoder framework of NMT
is a widely accepted technique used in the task
of MT. Because it handles sequence to sequence
learning problem for variable length source and
target sentences and also, handles long term de-
pendency problem using long short term memory
(LSTM) (Sutskever et al., 2014). The demer-
its of basic encoder-decoder model is that it fails
to encode all necessary information into the con-
text vector when the sentence is too long. Hence,
to handle such problem attention-based encoder-
decoder model is introduced, which allows the
decoder to focus on different parts of the source
sequence at different decoding steps (Bahdanau
et al., 2015). (Luong et al., 2015) enhanced the
attention model that merges global, accompany-
ing to all source words and local, only pay atten-
tion to a part of source words. The attention-based
NMT system shows a promising outcome in vari-
ous languages (Pathak and Pakray, 2018; Pathak
et al., 2018; Laskar et al., 2019). Current work has
been investigated for English to Hindi translation.
There are three different tracks, namely, multi-
modal translation, Hindi-only image captioning
and text-only translation using NMT system and
participated in WAT2019 multi-modal translation
task.

2 Related Works

Literature survey mainly focused on multimodal
based NMT works, where multimodal informa-
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tion (text and image) integrating into the attention-
based encoder-decoder architecture. (Huang
et al., 2016), proposed a model using attention
based NMT, where regional and global visual fea-
tures are attached in parallel with multiple encod-
ing threads and each thread is followed by the text
sequence. They obtained BLEU score 36.5, which
outperformed the text-only baseline model BLEU
score 34.5. (Calixto and Liu, 2017) used bi-
directional recurrent neural network (RNN) with
gated recurrent unit (GRU) in the encoding phase
instead of single-layer unidirectional LSTM in
(Huang et al., 2016) and also, used image features
separately either as a word in the source sentence
or directly for encoder or decoder initialization
unlike word only in (Huang et al., 2016), achieved
BLEU score 38.5, 43.9 in English to German and
German to English translation respectively. (Cal-
ixto et al., 2017), introduced two independent at-
tention mechanisms over source language words
and visual features in a single decoder RNN,
which significantly improve over the models used
in (Huang et al., 2016), obtained BLEU score
39.0, 43.2 in English to German and German to
English translation respectively. (Dutta Chowd-
hury et al., 2018), investigated multimodel NMT
following settings of (Calixto and Liu, 2017) for
Hindi to English translation and acquired BLEU
score 24.2.

3 System Description

The primary steps of the system operations are
data preprocessing, system training and system
testing and the same have been illustrated in fol-
lowing subsections. The multimodal NMT toolkit
(Calixto and Liu, 2017; Calixto et al., 2017) is em-
ployed to build the multimodal NMT system for
multimodal translation task, which are based on
the pytorch port of OpenNMT (Klein et al., 2017).
For text-only translation task, OpenNMT is de-
ployed to build the NMT system and in the case of
Hindi-only image captioning track, publicly avail-
able VGG16 and LSTM in Keras library, are used
to build the system (Simonyan and Zisserman,
2015; Tanti et al., 2018). We have used Hindi
visual genome dataset in each track of WAT2019
multi-modal translation task provided by the or-
ganizer (Nakazawa et al., 2019). We have not
used image coordinates (Width, Height) provided
in the dataset to indicate the rectangular region in
the image described by the caption. Because, we
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have used global features of the images.

3.1 Data Preprocessing

The data preprocessing steps of each track are car-
ried out separately. In the multi-modal translation
track, firstly, image features for training, valida-
tion and test data are extracted from the image
data set as mentioned in Table 1. We have used
publicly available pre-trained CNN with VGG19
via batch normalization for extraction of both
global and local visual features from the image
dataset as shown in Table 1. Secondly, pri-
mary functions of preprocessing step, tokeniza-
tion, lowercasing and applying byte pair encod-
ing (BPE) model of source and target sentences.
For this purpose, OpenNMT toolkit is used to
make a dictionary of vocabulary size of dimension
8300, 7984 for English-Hindi parallel sentence
pairs, which indexes the words during the train-
ing process. In the text-only translation track, we
have considered only source-target corresponding
sentences as shown in Table 1 to build the dic-
tionary, vocabulary size of dimension 8300, 7984
using the OpenNMT toolkit. In the Hindi-only im-
age captioning track, image features are extracted
via pre-trained CNN with VGG16 from the image
data set as shown in Table 1. The image extracted
features are 1-dimensional 4,096 element vector.
The text input sequences, maximum description
length of 22 words, are cleaned to get the vocabu-
lary size of 5605.

3.2 System Training

After preprocessing of data, the system training
process is performed in each track separately in
Multiple Graphics Processing Units (GPU) envi-
ronment to boost the performance of training. In
the multi-modal translation track, the source (En-
glish) and target (Hindi) sentences are fed into
encoder-decoder RNN. The multi-modal NMT
system is trained using doubly-attentive decoder
following settings of (Calixto et al., 2017), where
the multi-modal NMT incorporates two different
attention mechanism across the source-language
words and visual features in a single decoder
RNN. Both encoder and decoder consists of a two-
layer network of LSTM nodes, which contains
500 units in each layer. The multi-modal NMT
system is trained up to 100 epoch. The default set-
tings drop out of 0.3, batch size 40 and layer nor-
malization are used for a stable training run. In the

150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199



200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249

Nature of corpus

Name of Corpus

Number of instances/items

Training Englsih-Hindi 28,929
(Text data)
Image data 28,929
Test (Evaluation Set) English to Hindi 1595
(Text data)
Image data 1595
Test (Challenge Set)  English to Hindi 1400
(Text data)
Image data 1400
Validation English-Hindi 998
(Text data)
Image data 998

Table 1: Corpus Statistics (Nakazawa et al., 2019).

training process of text-only translation track, the
NMT system is trained up to 25,000 epoch to build
the train models by transformer model of NMT
system. For a small dataset in text-only transla-
tion, it is not required up to 25,000 epoch. But in
this dataset, we need to trained up to 25,000 be-
cause of learning curve grows up to 24,000 then
falls. Hence, we have chosen predicted translation
at an optimum point on 24,000 epoch. In the train-
ing process of Hindi-only image captioning track,
we have used merge-model following settings of
(Tanti et al., 2018). The preprocessed image fea-
ture vector of 4096 elements are processed by a
dense layer to provide 256 elements for represen-
tation of the image. Afterward, the input text se-
quence of 22 words length are fed into a word em-
bedding layer to convert it into vector form which
is followed by LSTM based RNN layer contains
256 nodes. Both the fixed-length vectors (Image
and text) generated are merged together and pro-
cessed by a dense layer to build the train models
up to 20 epoch.

3.3 System Testing

System training is followed by the system test-
ing process in each track separately. This process
is required for predicting translations of test in-
stances/items as shown in Table 1.

4 Result and Analysis

The official evaluation results of the competition
for English to Hindi multi-modal translation task
are reported by the organizer '. Automatic eval-
uation metrics namely, BLEU (Papineni et al.,

"http://lotus kuee.kyoto-u.ac.jp/WAT/evaluation/index.html
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2002), RIBES (Isozaki et al., 2010) and AMFM
(Banchs et al., 2015) are used to measure perfor-
mance of predicted translations. We have partic-
ipated in all the track of the multi-modal trans-
lation task and our team name is 683. In multi-
modal translation track, a total of three teams, in-
cluding our team participated for both challenge
and evaluation test data in English to Hindi trans-
lation. We have acquired BLEU, RIBES, AMFM
score 20.37, 0.642838, 0.668260 for challenge
test set and BLEU, RIBES, AMFM score 40.55,
0.760080, 0.770860 for evaluation test set respec-
tively, higher than other teams as shown in Ta-
ble 2. However, we have attained lower BLEU,
RIBES and AMFM scores than other teams in
text-only and Hindi-only image captioning trans-
lation track as shown in Table 3 and 4 respectively.
Moreover, from Table 2, 3 and 4, it is observed
that when translating English to Hindi our multi-
modal translation outperforms our text only trans-
lation as well as our Hindi-only image caption-
ing. To further analyze the best and worst per-
formance of multi-modal translation in compari-
son to text-only and Hindi-only image captioning,
sample predicted sentences on challenge test data,
reference target sentences and Google translation
on same test data are considered in Table 5, 6. In
Table 5, our multi-modal NMT system provides
perfect prediction like reference target sentence,
Google translation and close to text-only trans-
lation but wrong translation in Hindi-only image
captioning. However, in Table 6, prediction of
source word “court” is inappropriate like Google
translation, text-only translation and wrong trans-
lation in Hindi-only image captioning.
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System BLEU System BLEU
Challenge Evaluation Challenge Evaluation
Test Set Test Set Test Set Test Set
System-1 20.37 40.55 System-1 30.94 41.32
(Our system) System-2 30.34 -
System-2 12.58 28.45 System-3 - 38.95
System-3 11.77 28.27 System-4 15.85 38.19
System-4 10.19 27.39 (Our system)
RIBES System-5 14.69 25.34
Challenge Evaluation (Our system)
Test Set Test Set System-6 5.56 20.13
System-1 0.642838 0.760080 RIBES
(Our system) Challenge Evaluation
System-2 0.507192 0.692880 Test Set Test Set
System-3 0.487897 0.676444 System-1 0.734435 0.770754
System-4 0.482373 0.634567 System-2 0.726998 -
AMFM System-3 - 0.749535
Challenge Evaluation System-4 0.550964 0.744158
Test Set Test Set (Our system)
System-1 0.668260 0.770860 System-5 0.550568 0.636152
(Our system) (Our system)
System-2 0.659840 0.722110 System-6 0.373560 0.574366
System-3 0.632060 0.707520 AMFM
System-4 0.559990 0.682060 Challenge Evaluation
Test Set Test Set
Tabl'e'2: BLEU, RIBES apd AMFM scorfis result of System-1 0.775890 0.784950
participated teams for multi-modal translation track. System-2 0773260 .
System-3 0.632910 0.763940
(Our system)
System-4 - 0.762180
System-5 0.578930 0.656370
(Our system)
System-6 0.461110 0.615290
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Table 3: BLEU, RIBES and AMFM scores result of
participated teams for text-only translation track.

System Challenge Test Set

RIBES AMFM
System-1 0.080028 0.385960
System-2 0.034482 0.335390
(Our system)

Table 4: RIBES, AMFM scores result of participated
teams for Hindi-only image captioning track.

5 Conclusion and Future Work

Current work participates in three different trans-
lation tracks at WAT2019 namely, multi-modal,
text-only and Hindi-only image captioning for
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English to Hindi translation. In the current
competition, our multi-modal NMT system ob-
tained higher BLEU scores than other participants
in case of challenge as well as evaluation test
data. The multi-modal NMT system is based on
a doubly-attentive decoder to predict sentences,
which shows better performance than text-only as
well as Hindi-only image captioning. The com-
bination of textual as well as visual features rea-
sons about multi-modal translation outperforms
text-only translation as well as Hindi-only image
captioning tasks. However, close analysis of pre-
dicted sentences on the given test data remarks
that more experiment and analysis are needed in
future work to enhance the performance of multi-
modal NMT system.

Image id: 2417491

Multi-modal translation track
Source Language: English

Target Language: Hindi

Source Test wooden sign with white
Sentence letters on second bus
Predicted TEL =H TS A Ay
Target Sentence |zt & fog
Reference O =4 ° AhE e % €Y
Target Sentence 7= 71 fa=
Google O =9 H TS e % €Y
Translation el = e

Text-only translation track

Predicted Target Sentence: I8! = &8 W H%e
HE & |9 AHS! Hhd

Hindi-only image captioning track
Predicted Caption: U @g% T UF ="

Table 5: Best performance examples in English to
Hindi multi-modal translation.
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Image id: 2407547

Multi-modal translation track
Source Language: English
Target Language: Hindi

Source Test there are two players in the
Sentence court
Predicted Target sTTed # o faendt
Sentence
Reference Target #ie | af fgarst &
Sentence
Google SfaTed | 31 faensl §
Translation
Text-only translation track

Predicted Target Sentence: 37aTerd | ar figame’ &

Hindi-only image captioning track
Predicted Caption: & =aft F &9 § us ahe 390

ahe e faerst

Table 6: Worst performance example in English to
Hindi multi-modal translation.
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Abstract

This paper presents the NICT’s supervised
and unsupervised machine translation sys-
tems for the WAT2019 Myanmar-English
and Khmer-English translation tasks. For
all the translation directions, we built
state-of-the-art supervised neural (NMT)
and statistical (SMT) machine translation
systems, using monolingual data cleaned
and normalized. Our combination of NMT
and SMT performed among the best sys-
tems for the four translation directions.
We also investigated the feasibility of un-
supervised machine translation for low-
resource and distant language pairs and
confirmed observations of previous work
showing that unsupervised MT is still
largely unable to deal with them.

1 Introduction

This paper describes neural (NMT') and statis-
tical machine translation systems (SMT) built
for the participation of the National Institute
of Information and Communications Tech-
nology (NICT) in the WAT2019 (Nakazawa
et al., 2019) Myanmar-English (my-en) and
Khmer-English (km-en) translation tasks.!
We present supervised systems built using the
parallel data provided by the organizers and
external additional monolingual data. For all
the translation directions, we trained super-
vised NMT and SMT systems, and combined
them through n-best list reranking using sev-
eral informative features (Marie and Fujita,
2018a), as in our previous participation to
WAT2018 (Marie et al., 2018). This simple
combination method achieved the best results
among the submitted MT systems for these
tasks according to BLEU (Papineni et al.,

'The team ID of our participation is “NICT-4".
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2002). We also show that the use of mono-
lingual data can dramatically improve trans-
lation quality and that an advanced cleaning
and normalization of the data further boosts
the translation quality. For contrastive ex-
periments, and for investigating the feasibility
of unsupervised machine translation (MT) for
low-resource distant language pairs, we also
present unsupervised MT systems that only
use for training the development data provided
for these tasks and our monolingual data.

The remainder of this paper is organized as
follows. In Section 2, we introduce the data
preprocessing, including cleaning and normal-
ization steps. In Section 3, we describe the
details of our NMT and SMT systems. The
back-translation of monolingual data used by
some of our systems is described in Section 4.
Then, the combination of NMT and SMT is
described in Section 5. In Section 6, we present
our unsupervised MT system. Empirical re-
sults achieved by all our systems are showed
and analyzed in Section 7. Section 8 concludes
this paper.

2 Data preprocessing

To train our systems, we used all the bilingual
data provided by the organizers. The provided
bilingual data comprises different types of cor-
pora: the training data provided by the ALT
project? and additional training data. These
additional data are the UCSY corpus, con-
structed by the University of Computer Stud-
ies, Yangon (UCSY),? for the my-en task, and
the ECCC corpus, collected by National In-
stitute of Posts, Telecoms & ICT (NIPTICT)

2http://www2.nict.go. jp/astrec-att/member/
mutiyama/ALT/index.html

3Note that this corpus is not the same as last year
and has been further cleaned by the organizers.

Proceedings of the 6th Workshop on Asian Translation, pages 68-75
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



and cleaned by NICT, for the km-en task.

For English, we used the monolingual cor-
pora provided by the WMT18 shared News
Translation Task (Bojar et al., 2018). For
Khmer, we experimented with a monolin-
gual corpus extracted from Common Crawl.*
As for Myanmar, we experimented with two
monolingual corpora: Myanmar Wikipedia
and Myanmar Common Crawl. During our
last year’s participation in the task, we only
observed slight improvements, or even a sig-
nificant drop of the translation quality with
the Common Crawl corpus, when using these
Myanmar monolingual corpora that we as-
sumed to be the consequence of the extreme
noisiness of the data. This year, we intro-
duce a new cleaning and normalization process
(Section 2.1) to better exploit the monolin-
gual data. The Wikipedia corpus was created
from the entire Myanmar Wikipedia dumped
on 2017/06/01. The Khmer and Myanmar
Common Crawl corpora consist of sentences in
their respective languages® from the first quar-
ter of the Common Crawl data crawled dur-
ing April 2018 for Myanmar, and April 2019
for Khmer. These monolingual corpora, es-
pecially the Common Crawl corpora crawled
from various websites, contain a large portion
of useless data that necessitates cleaning and
normalization as presented in the Sections 2.1
and 2.2.

We tokenized and truecased English data re-
spectively with the tokenizer and truecaser of
Moses® (Koehn et al., 2007). The truecaser
was trained on all our English monolingual
data. Truecasing was performed on all the tok-
enized data. For Myanmar, the provided bilin-
gual data were already tokenized. However,
for the sake of consistency with our tokenizer
we chose to reverse it and tokenized the bilin-
gual and monolingual data by ourselves with
an in-house tokenizer. We did not apply true-
casing to the Myanmar data. We performed
the same procedure for Khmer.

For cleaning, after pre-processing the Myan-
mar and Khmer monolingual data as described
in the Sections 2.1 and 2.2, we segmented the

‘https://commoncrawl . org/

SWe used fasttext and its pretrained models for
language identification: https://fasttext.cc/blog/
2017/10/02/blog-post .html

Shttps://github.com/moses-smt/mosesdecoder
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text into sentences and removed lines in both
corpora that fulfill at least one of the following
conditions:

o more than 25% of its tokens are numbers
or punctuation marks.

e contains less than 4 tokens
e contains more than 80 tokens

For cleaning bilingual data, we only applied
the Moses script clean-n-corpus.perl to re-
move lines in the parallel data containing more
than 80 tokens and escaped characters forbid-
den by Moses. Note that we did not perform
any punctuation normalization.

To tune/validate and evaluate our systems,
we used the official development and test sets
designated for the tasks: the ALT test data
consisting of translations of English texts sam-
pled from English Wikinews.

Tables 1 and 2 present the statistics of the
parallel and monolingual data, respectively,
after preprocessing.

2.1 Cleaning of Myanmar Data

Many lines in the Common Crawl corpus are
made of long sequences of numbers and/or
punctuation marks, and 80% of Myanmar lines
are not written in a standard Unicode for-
mat. It also contains foreign languages, such
as English, Thai, and Chinese sentences. In
the Wikipedia corpus, a standard Unicode for-
mat is used but the text is also very noisy.
The most common issues in these corpora are
spelling errors. From these observations, we
applied the following steps for cleanings:

¢ Encoding normalization
o Noisy sentence removal
e Spelling error correction

First, we used the UCSY encoding converter
to convert Zawgyi font to Unicode.” Second,
we manually removed 22% of noisy sentences
in the Common Crawl corpus and 15% of noisy
sentences in the Wikipedia corpus.

There are many spelling errors in the cor-
pora. The spell and pronunciation of a word

"This step requires three minutes of computational
time for processing one thousand sentences.



#sent. pairs (#tokens)

Data set

my-en km-en
Train 221.1k (my: 4.1M, en: 3.2M) 122.7k (km: 4.1M, en: 3.3M)
Development 1,000 (my: 36,688, en: 25,538) 1,000 (km: 33,604, en: 25,538)
Test 1,018 (my: 37,519, en: 26,236) 1,018 (km: 34,238, en: 26,236)

Table 1:
Corpus #lines  #tokens
WMT (English) 338.7M 7.5B
CommonCrawl (English) 2.0M 44.5M
Wikipedia (Myanmar) 268.7k 5.56M
CommonCrawl (Myanmar)  3.0M 67.5M
CommonCrawl (Khmer) 882.9k 30.1M

Table 2:
gual data.

Statistics of our preprocessed monolin-

may lead to misspelling because there are com-
plex orthographic rules and a large gap be-
tween the script and the pronunciation in the
Myanmar language. One type of spelling er-
rors results in words that do not exist in the
Myanmar language. They can be detected eas-
ily by a spell checker and a dictionary look-
up. Another type of errors happened when
the writer uses existing words but wrongly or
ambiguously in context. Those errors are dif-
ficult to automatically detect as these words
exist in a Myanmar dictionary but are incor-
rect according to the context. There are two
types of errors: phonetic errors and context
errors. Context error is a subset of phonetic
error (e.g., “I saw three trees in the park” as
“I saw tree trees in the park”).

We performed a dictionary® look-up to
match the word in the given text with the word
in the dictionary. If a word is not there then
it is considered as an error. We also measured
the Levenshtein distance at the character level
to find the closest word in a large Myanmar
dictionary. After generating a list of sugges-
tions, we used a bigram language model to se-
lect and apply the best correction in context.

2.2 Cleaning of Khmer Data

We clean the Common Crawl corpus for
Khmer in two steps, spelling disambiguation
and over-tokenization recovery. In our con-
text, over-tokenization refers to dependant

8We used a Myanmar dictionary that contains a

list of unique 41,343 Myanmar words from https:
//github. com/chanmratekoko/Awesome-Myanmar.
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Statistics of our preprocessed parallel data.

Order From To Graph
1 C+RC+B g
2 SR I A
3 A i by A :]
A d
4 V + S[S] S[S]+V -
5 WS +SS SS + WS -

Table 3: Khmer Text normalization rules, where
"V is Vowel, ”S” is subscript (subscript sign + a
consonant) and [S] refer to one or zero subscript,
WS is west subscript, and SS is south subscript.

characters that should never be separated by
a space.

The Khmer corpus is in Unicode format
and it is very common for spelling ambiguities
where multiple character sequences can repre-
sent word with the same graphical representa-
tion. We solve this problem by replacing the
spelling ambiguities into one form which basi-
cally follows the way of Khmer native speak-
ers’ spelling. The replacement rules are simply
in the order as in Table 3.

As our in-house tokenizer works at char-
acter level, over-tokenization is unavoidable
when out-of-vocabularies (OOVs) appear. We
reverted the over-tokenization by removing
spaces as follows:

before [U+17B6 - U+17D3]

e before .?[U+17CB - U+17CD]

e before and after U+17D2

after [U+17A5 U+17A7 U+17AB U+17AD]

However, recovering from over-tokenization
did not result in improvements of translation
quality according to BLEU. Consequently, for
the sake of simplicity, we did not use this step
when building our MT systems.



--type transformer --max-length 80
--mini-batch-fit --valid-freq 5000
--save-freq 5000 --workspace 10000
--disp-freq 500 --beam-size 12
--normalize 1 --valid-mini-batch
16 --overwrite --early-stopping

5 --cost-type ce-mean-words
--valid-metrics ce-mean-words
perplexity translation --keep-best
--enc-depth 4 --dec-depth 4
--transformer-dropout 0.1
--learn-rate 0.001 --dropout-src
0.1 --dropout-trg 0.1 --lr-warmup
16000 --lr-decay-inv-sqrt 16000
--lr-report --label-smoothing

0.1 ——devices 01 23 4 5

6 7 --dim-vocabs 8000 8000
-—optimizer-params 0.9 0.98

le-09 --clip-norm 5 --sync-sgd
-—-exponential-smoothing

Table 4: Parameters of Marian used for training
our NMT systems.

3 Supervised MT Systems

3.1 NMT

To build competitive NMT systems, we re-
lied on the Transformer architecture (Vaswani
et al., 2017). We chose Marian® (Junczys-
Dowmunt et al., 2018) to train and evaluate
our NMT systems. In order to limit the size
of the vocabulary of the NMT models, we fur-
ther segmented tokens in the parallel data into
sub-word units via byte pair encoding (BPE)
(Sennrich et al., 2016b) using 8k operations
for each language. All our NMT systems were
consistently trained on 8 GPUs,!? with the pa-
rameters presented in Table 4.

3.2 SMT

We also trained SMT systems using Moses.
Word alignments and phrase tables were
trained on the tokenized parallel data using
mgiza. Source-to-target and target-to-source
word alignments were symmetrized with the
grow-diag-final-and heuristic. We trained
phrase-based SMT models and MSLR (mono-
tone, swap, discontinuous-left, discontinuous-

“https://marian-nmt.github.io/, version 1.7.6
""NVIDIA® Tesla® V100 32Gb.
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right) lexicalized reordering models. We also
used the default distortion limit of 6. We
trained two 4-gram language models, one on
the WMT monolingual data for English, on
the Common Crawl corpus for Khmer, and
on the Wikipedia data for Myanmar, concate-
nated to the target side of the parallel data,
and another one on the target side of the par-
allel data, using LMPLZ (Heafield et al., 2013).
To tune the SMT model weights, we used
kb-mira (Cherry and Foster, 2012) and se-
lected the weights giving the best BLEU score
for the development data during 15 iterations.

4 Back-Translation of Monolingual
Data for NMT

Parallel data for training NMT can be aug-
mented with synthetic parallel data, gener-
ated through a so-called back-translation, to
significantly improve translation quality (Sen-
nrich et al., 2016a). We used an NMT system,
trained on the parallel data provided by the or-
ganizers, to translate target monolingual sen-
tences into the source language. Then, these
back-translated sentences were simply mixed
with the original parallel data to train from
scratch a new source-to-target NMT system.

We back-translated 2M sentences randomly
sampled from WMTI18 English data for
my—en and km—en, our Myanmar Wikipedia
corpus for en—my, and our Khmer Common
Crawl corpus for en—km.

5 Combination of NMT and SMT

Our primary submissions for the tasks were
the results of a simple combination of NMT
and SMT. As demonstrated by Marie and
Fujita (2018a), and despite the simplicity of
the method used, combining NMT and SMT
makes MT more robust and can significantly
improve translation quality, even when SMT
greatly underperforms NMT. Following Marie
and Fujita (2018a), our combination of NMT
and SMT works as follows.

5.1 Generation of n-best Lists

We first independently generated the 100-best
translation hypotheses with 7 NMT models,
independently trained, and also with the en-
semble of these 7 NMT models. We also gener-
ated 100-best translation hypotheses with our



Feature Description

L2R (7)  Scores given by each of the 7 left-to-right Marian models

LEX (4) Sentence-level translation probabilities, for both translation directions

LM (2) Scores given by the language models used by the Moses baseline systems

LEN (2) Difference between the length of the source sentence and the length of the translation hy-

pothesis, and its absolute value

Table 5: Set of features used by our reranking systems. The “Feature” column refers to the same feature
name used in Marie and Fujita (2018a). The numbers between parentheses indicate the number of scores

in each feature set.

SMT system. We then merged all these 9 lists
generated by different systems, without re-
moving duplicated hypotheses, which resulted
in a list of 900 diverse translation hypotheses
for each source sentence.

5.2 Reranking Framework and
Features

We rescored all the hypotheses in the list with
a reranking framework using features to bet-
ter model the fluency and the adequacy of each
hypothesis. This method can find a better hy-
pothesis in these merged n-best lists than the
one-best hypothesis originated by the individ-
ual systems. We chose kb-mira as a rescoring
framework and used a subset of the features
proposed in Marie and Fujita (2018a). All the
following features we used are described in de-
tails by Marie and Fujita (2018a). As listed in
Table 5, it includes the scores given by 7 left-
to-right NMT models independently trained.
We computed sentence-level translation prob-
abilities using the lexical translation probabil-
ities learned by mgiza during the training of
our SMT systems. The two language mod-
els trained for SMT for each translation direc-
tion were also used. To account for hypotheses
length, we added the difference, and its abso-
lute value, between the number of tokens in
the translation hypothesis and the source sen-
tence.

The reranking framework was trained on n-
best lists generated by decoding of the de-
velopment data that we used to validate the
training of NMT systems and to tune the
weights of SM'T models.

6 Unsupervised SMT

We also built an SMT system, without any
supervision, i.e., using only our monolingual
data for training. We chose unsupervised SM'T
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(USMT) over unsupervised NMT (UNMT)
since previous work (Lample et al., 2018) has
shown that USMT significantly outperforms
UNMT for distant languages.

We built USMT systems using a framework
similar to the one proposed in Marie and Fu-
jita (2018b). The first step of USMT is the in-
duction of a phrase table from the monolingual
corpora. We first collected phrases of up to six
tokens from the monolingual corpora'! using
word2phrase.'? As phrases, we also consid-
ered all the token types in the corpora. Then,
we selected the 300k most frequent phrases in
the monolingual corpora to be used for induc-
ing a phrase table. All possible phrase pairs
are scored, as in Marie and Fujita (2018b), us-
ing bilingual word embeddings, and the 300
target phrases with the highest scores were
kept in the phrase table for each source phrase.
As a result, the induced phrase table contains
a total of 90M (300kx300) phrase pairs. For
this induction, bilingual word embeddings of
300 dimensions were obtained using word em-
beddings trained with fastText!'? and aligned
in the same space using unsupervised Vecmap
(Artetxe et al., 2018a). This alignment is the
most critical step for unsupervised MT since
it is used for initializing the training. It is
expected to be extremely difficult for distant
languages such as Myanmar, Khmer, and En-
glish, as reported by previous work (Sggaard
et al., 2018). For each phrase pair, a total
of four scores, to be used as features in the
phrase tables were computed to mimic phrase-

HSince our Myanmar Wikipedia corpus is signifi-
cantly smaller than the Myanmar Common Crawl cor-
pus, we concatenated both corpora and used the re-
sulting corpus in all the subsequent steps of USMT
training.

2https://code.google.com/archive/p/
word2vec/

Bhttps://github.com/facebookresearch/
fastText



ID  System my—en en—my km—en en—km
1. Moses 10.3 20.5 19.8 40.4
2. Marian single 15.7 25.2 17.0 37.8
3. Marian single w/ backtr. 19.1 28.8 24.9 42.9
4.  Marian ensemble of 4 w/ backtr. 22.4 29.7 25.9 43.0
5. #1 4+ #4 24.8 31.3 27.5 43.9
6.  Unsupervised SMT < 1.0 < 1.0 < 1.0 < 1.0

Table 6: Official BLEU scores for our MT systems on the official test set of the tasks. “backtr” denotes
the use of back-translated monolingual data. #5 denotes our n-best list combination described in Section
5: a combination of the best SMT and the best NMT systems realized using monolingual data. We

submitted systems #5 for human evaluation.

based SMT: forward and backward phrase and
lexical translation probabilities. Finally, the
phrase table and the language models were
plugged into a Moses system that was tuned
on the development data using KB-MIRA.

We performed four refinement steps to im-
prove the system, using at each step synthetic
parallel sentences generated from one third
of the monolingual corpus, by the forward
and backward translation systems, instead
of using only either forward (Marie and Fu-
jita, 2018b) or backward translations (Artetxe
et al., 2018b). We report on the performance
of the systems obtained after the fourth refine-
ment step.

7 Results

Table 6 presents the results for different ver-
sions of our SMT and NMT systems. We can
observe that NMT (#2) is significantly bet-
ter than SMT (#1) for my-en while we can
observe the reverse for km-en. Our assump-
tion for explaining this difference is that my-en
has a much larger training data while km-en
may not have enough to train a better NMT
systems. The extreme noisiness of the train-
ing data for km-en, that we assessed by a na-
tive Khmer speaker, may also explain the large
gap between SMT and NMT since it is well-
known that SMT is much more robust than
NMT when trained on noisy data.

Exploiting monolingual data through back-
translation (#3) consistently improves all our
NMT systems by a large margin, from 3.4
(my—en) to 7.9 (km—en) BLEU points. This
highlights the importance of using monolin-
gual data in low-resource scenarios, even when
the NMT system used for generating back-
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translations deliver a translation of a low qual-
ity.

Our results are more contrasted when en-
sembling 7 NMT models during decoding
(#4). While we observe an improvement of
3.3 BLEU points for (my—en), the improve-
ments for the other directions were limited to
1.0 BLEU points or less. Considering the cost
of independently training 7 NMT models and
the cost of decoding with 7 models, ensembling
does not seem to offer a cost-effective solution.

Finally, combining SMT and NMT (#5)
provides the best results with improvements
over #4 ranging from 0.9 (en—km) to 2.4
BLEU points (my—en).

Our results for unsupervised SMT (#6) fol-
low the same trend as the results presented
by Marie et al. (2019) for English-Gujarati
and English-Kazakh at WMT19: while un-
supervised MT has shown promising results
for European languages, it is far from being
useful for real-world applications, i.e., truly
low-resource distant language pairs. We as-
sume that training useful bilingual weakly-
supervised /unsupervised bilingual word em-
beddings for initializing the system remains
one of the main challenges.

8 Conclusion

In this paper, we showed that exploiting
cleaned and normalized noisy monolingual
data significantly helps in improving the trans-
lation quality for my-en and km-en. Fur-
thermore, as in our previous participation in
WAT2018, we showed that combining NMT
and SMT can further improve the translation
quality over a very strong NMT system. In
order to allow participants to build state-of-



the-art MT systems, we encourage, even more
than last year, WAT organizers to provide
monolingual data for future editions of the
workshop.
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NICT’s participation to WAT 2019:
Multilingualism and Multi-step Fine-Tuning for Low Resource NMT

Raj Dabre

Abstract

In this paper we describe our submissions to
WAT 2019 for the following tasks: English—
Tamil translation and Russian—Japanese trans-
lation. Our team,“NICT-5", focused on
multilingual domain adaptation and back-
translation for Russian—Japanese translation
and on simple fine-tuning for English—Tamil
translation . We noted that multi-stage fine
tuning is essential in leveraging the power of
multilingualism for an extremely low-resource
language like Russian—Japanese. Furthermore,
we can improve the performance of such a
low-resource language pair by exploiting a
small but in-domain monolingual corpus via
back-translation. We managed to obtain sec-
ond rank in both tasks for all translation direc-
tions.

1

Neural machine translation (NMT) (Cho et al.,
2014; Sutskever et al., 2014; Bahdanau et al.,
2015) has enabled end-to-end training of a trans-
lation system without needing to deal with word
alignments, translation rules, and complicated
decoding algorithms, which are the characteris-
tics of phrase-based statistical machine transla-
tion (PBSMT) (Koehn et al., 2007). Although
vanilla NMT is significantly better than PBSMT in
resource-rich scenarios, PBSMT performs better
in resource-poor scenarios (Zoph et al., 2016). By
exploiting transfer learning techniques, the perfor-
mance of NMT approaches can be improved sub-
stantially.

For WAT 2019, we participated as team “NICT-
5 and worked on Russian—Japanese and English—
Tamil translation. The techniques we focused on
for each translation task can be summarized as be-
low:

Introduction

e For the Russian—Japanese translation task,
we submitted the results of our work pre-

Eiichiro Sumita
National Institute of Information and Communications Technology
3-5 Hikaridai, Seika-cho, Soraku-gun, Kyoto, 619-0289, Japan
firstname.lastname@nict.go.jp
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sented in Imankulova et al. (2019) where
we focused on multilingual stage-wise tuning
followed by back-translation.

For the English-Tamil translation task, we
observed that simply fine-tuning a Hindi—
English model is enough to give high quality
translations.

For additional details of how our submissions
are ranked relative to the submissions of other
WAT participants, kindly refer to the overview pa-
per (Nakazawa et al., 2019).

2 NMT Models and Approaches

We will first describe the Transformer which is the
state-of-the-art NMT model we used for our ex-
periments.

2.1 The Transformer

The Transformer (Vaswani et al., 2017) is the
current state-of-the-art model for NMT. It is a
sequence-to-sequence neural model that consists
of two components, the encoder and the decoder.
The encoder converts the input word sequence into
a sequence of vectors of high dimensionality. The
decoder, on the other hand, produces the target
word sequence by predicting the words using a
combination of the previously predicted word and
relevant parts of the input sequence representa-
tions. Due to lack of space, we briefly describe the
encoder and decoder as follows. The reader is en-
couraged to read the Transformer paper (Vaswani
et al., 2017) for a deeper understanding.

2.2 Fine-Tuning for Transfer Learning

We use fine-tuning for transfer learning. Zoph
et al. (2016) proposed to train a robust L3—L1
parent model using a large L3-L1 parallel corpus
and then fine-tune it on a small L2-L.1 corpus to

Proceedings of the 6th Workshop on Asian Translation, pages 76-80
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



obtain a robust L2—L1 child model. The under-
lying assumption is that the pre-trained L3—L1
model contains prior probabilities for transla-
tion into L1. The prior information is divided
into two parts: language modeling information
(strong prior) and cross-lingual information (weak
or strong depending on the relationship between
L3 and L2). Dabre et al. (2017) have shown that
linguistically similar L3 and L2 allow for better
transfer learning. As such, we used Hindi as the
helping language, L3 for which L2 is Tamil be-
cause both are Indian languages. In theory, Tamil
should benefit more from Dravidian languages but
there is no large helping corpus involving a Dra-
vidian language.

Itis reasonable to expect improvements in trans-
lation by fine-tuning a L3—L1 model on L2—L1
data because of the additional target language
monolingual data that helps improve the decoder-
side language model. However, previous research
has shown that this works even if the translation
direction is reversed (Kocmi and Bojar, 2018).
As such, we also experiment with fine-tuning a
L1—L3 model on L1—L2 data with the expec-
tation that the encoder representations will be im-
proved.

2.3 Multilingual Multi-stage Training with
Back-translation

In Imankulova et al. (2019), we proposed leverag-
ing multilingualism via multiple training stages.
Although we explain the idea in detail below,
we urge the readers to read this paper for
minute details regarding implementation and data-
preprocessing.

Assume that our language pair of interest is L1—
L2 for which we have very little data. We have
the following types of helping data: large L1-L3
and L2-L3 out-of-domain parallel corpora, small
L1-L3 and L2-L.3 in-domain parallel corpora and
in-domain monolingual corpora that are slightly
larger than the in-domain parallel corpora. In or-
der to train robust NMT models we do the follow-
ing:

1. Train a multilingual L1+»L3 and L2<L3
model using the out-of-domain data.

2. Perform domain-adaptation by fine-tuning
the previous model on in-domain and out-of-
domain L1<L3 and L24+L3 data.
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3. Introduce L1-L2 pair by fine-tuning the pre-
vious model on in-domain L1<L2, L1<L3
and L2« L3 data.

4. Use robust multilingual model for back-
translation and final model training:

(a) Use the previous model to back-
translate all in-domain monolingual cor-
pora for L1, L2 and L3 into all other lan-
guages.

(b) a. Train a multilingual model for
L1+L2, L1++L3 and L2<+L3 using all
in-domain parallel and pseudo-parallel
corpora.

5. Repeat N'! times:

(a) Use the previous model to back-
translate all in-domain monolingual cor-
pora for L1, L2 and L3 into all other lan-
guages.

(b) a. Fine-tune the previous model us-
ing all in-domain parallel and pseudo-
parallel corpora.

This stage-wise division of training ensures that
the model focuses on a specific domain per train-
ing step and relies on multilingualism to address
the scarcity of data. The resultant model used
for back-translation leads to an inflation in good
quality in-domain data which should substantially
increase translation performance. In our experi-
ments, L1 is Russian, L2 is Japanese and L3 is
English.

3 Model Training Details

For all our experiments, we used the ten-
sor2tensor’ version 1.6 implementation of the
Transformer (Vaswani et al., 2017) model. We
chose this implementation because it is known
to give the state-of-the-art results for NMT. For
Russian—Japanese, we use the same pre/post-
processing steps as mentioned in Imankulova et al.
(2019). Specifically, we processed the Russian
and English text using the tokenizer’ and deto-
kenizer* in Moses. We tokenized the Japanese

'In practice we noticed that the performance stagnates af-
ter repeating this process 3 times
Zhttps://github.com/tensorflow/tensor2tensor
*https://github.com/moses-smt/mosesdecoder/blob/
master/scripts/tokenizer/tokenizer.perl
“https://github.com/moses-smt/mosesdecoder/blob/
master/scripts/tokenizer/detokenizer.perl



Lang.pair Partition #sent. #tokens #types
train 12,356 341k / 229k 22k / 42k
Ja<>Ru development 486 16k / 11k 2.9k / 4.3k
test 600 22k / 15k 3.5k / 5.6k
train 47,082 | 1.27M/ 1.01M | 48k /55k
Ja<>En development 589 21k / 16k 3.5k /3.8k
test 600 22k / 17k 3.5k /3.8k
train 82,072 | 1.61M/ 1.83M | 144k / 74k
Ru<+En | development 313 7.8k / 8.4k 3.2k /2.3k
test 600 15k / 17k 5.6k / 3.8k
Table 1: Statistics on our in-domain parallel data for

the Russian—Japanese task.

text using Mecab®. Note that the implementation
we used for our experiments learns and performs
sub-word segmentation on the tokenized text. In
order to compute BLEU we unsub-worded and
detokenized Russian translations whereas we only
unsub-worded Japanese translations. For Tamil-
English we do not perform any specific pre/post-
processing like we did for Russian—Japanese. In
order to train multilingual models we used the ar-
tificial token trick used for zero-shot NMT (John-
son et al., 2017). In order to avoid vocabulary mis-
matches during fine-tuning we use multilingual
vocabularies learned from the concatenation of all
data available for a particular task. We always
oversample the smaller datasets to ensure that the
training phase sees equal amounts of data from all
datasets. We used the default hyperparameters in
tensor2tensor for all our models with the excep-
tion of the number of training iterations. We use
the “base” transformer model hyperparameter set-
tings with a 32000 subword vocabulary which is
learned using tensor2tensor’s default subword seg-
mentation mechanism. During training, a model
checkpoint is saved every 1000 iterations. We
train models till convergence of the development
set. In our implementation we used the follow-
ing setting: a model is said to convergence when
the BLEU score does not vary by more than 0.1
BLEU for 20,000 iterations. We averaged the last
10 model checkpoints and used it for decoding the
test sets.

4 Russian<>Japanese Task

We observed that Russian<+Japanese translation
shows best performance when multilingual multi-
stage training is performed in conjunction with
back-translation.

>https://github.com/taku910/mecab
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4.1 Datasets

For the Russian<Japanese task tasks we used
the official data provided by the organizers. Re-
fer to Table 1 for an overview of the in-domain
parallel corpora and the data splits. In addi-
tion we used out-of-domain corpora involving
Russian«+>English and English«+Japanese and in-
domain monolingual corpora for all 3 languages.
All data used was the same as in Imankulova et al.
(2019). The testing domain was News Commen-
tary and hence is challenging given the scarce
amount of in-domain data.

4.2 Results

For Japanese—Russian our submission had a
BLEU score of 8.11 which is substantially lower
than the best system’s BLEU of 14.36. On the
other hand, for Russian—Japanese our submission
had a BLEU score of 12.09 (JUMAN segmenta-
tion) which is not that far from the best system
whose BLEU score was 15.29. For both direc-
tions, we are much better than the organizer base-
line which have BLEU scores of 0.69 and 1.97 re-
spectively. We were 2nd out of 4 submissions to
this task. The reason for being better than the base-
line is rather simple: We exploit a large amount
of data and use robust multi-stage training mecha-
nisms.

We did not utilize large monolingual corpora
for back-translation and instead focused on small
in-domain corpora in order to avoid problems re-
lated to balancing large and extremely small (rel-
atively speaking) corpora. Furthermore, we re-
alized that it should be possible to fine-tune our
models on Japanese—Russian data in order to ob-
tain additional BLEU gains. We will pursue the
use of larger monolingual data and additional fine-
tuning in the future.

For additional results using other metrics, hu-
man as well as automatic, we refer the reader to
the official website®”.

5 Tamil<-English Task

For Tamil«+English translation we used a sim-
ple fine-tuning based approach which manages to
yield translations of reasonably good quality.

Shttp://lotus. kuee.kyoto-u.ac.jp/WAT/evaluation/list.php?
t=66&0=4

"http://lotus kuee.kyoto-u.ac.jp/WAT/evaluation/list.php?
t=67&o0=1



Dataset Sentences English tokens | Tamil tokens
train 166,871 3,913,541 2,727,174
test 2,000 47,144 32,847

development 1,000 23,353 16,376
total 169,871 3,984,038 2,776,397

Domain Sentences English tokens | Tamil tokens
bible 26,792 (15.77%) 703,838 373,082

cinema 30,242 (17.80%) 445,230 298,419
news 112,837 (66.43%) 2,834,970 2,104,896
total 169,871 3,984,038 2,776,397

Table 2: Statistics on our in-domain parallel data for
the Tamil-English task.

5.1 Datasets

The Tamil-English parallel corpus (Ramasamy
et al., 2012) belongs to a mixed domain of bible,
cinema and news. The corpora statistics and splits
at the sentence and domain level are are described
in Table 2. Additionally, we used the IITB Hindi—
English parallel corpus for transfer learning via
fine-tuning. This corpus consists of 1,561,840
lines. We do not use Hindi—English development
set for tuning as we we pre-train for a fixed num-
ber of iterations.

5.2 Results

For Tamil—English translation we obtained a
BLEU score of 27.81 which is approximately
2 BLEU below the best system wheres for the
opposite direction we obtained a BLEU score
of 12.74 which is only 0.31 BLEU below the
best system. In the latter case, the difference
is not statistically significant. Furthermore, for
English—Tamil, we observed that we can obtain a
statistically significant improvement over a base-
line model that uses only the English-Tamil par-
allel corpus. We believe that this improvement
comes from the strengthened encoder which is
pretrained on the English-Hindi data. However,
the improvement for the reverse direction using
the same type of pretraining is approximately 3.5
BLEU. As such, we can conclude that fine-tuning
a pre-trained model is more valuable when the tar-
get language is the same as compared to when the
source language is the same. For Tamil—English
our submission was ranked 3rd out of 7 sub-
missions whereas our English— Tamil submission
was ranked 2nd out of 6 submissions. In the future
we will experiment with back-translation as well
as mechanisms to improve the quality of transfer
learning by fine-tuning. Perhaps, pre-training with
multiple language pairs might give better results
similar to what we observed when working on our

Russian<+Japanese submission.

For additional results using other metrics, hu-
man as well as automatic, we refer the reader to
the official website®.

6 Conclusion

In this paper we have described our submissions to
WAT 2019. We focused on multilingualism, trans-
fer learning and back-translation for our submis-
sions. For Russian<»Japanese we observed that
our work on multilingual multi-stage training in
conjunction with back-translating in-domain cor-
pora leads to a competitive submission. On the
other hand, for our Tamil<+English submissions
we showed that simple transfer learning tech-
niques such as fine-tuning can reliably improve
translation quality especially for translation into
English. Having noted the importance of multi-
lingual pre-training, in the future, we will focus
on fine-tuning extremely large multilingual mod-
els that use more parameters as well as layers.
In particular we expect that fine-tuning multilin-
gual BERT models (XLM) (Lample and Conneau,
2019) on parallel corpora will lead to the best
translations.
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Abstract

In this paper, we describe the neural machine
translation (NMT) system submitted by the
Kangwon National University and HYUNDAI
(KNU-HYUNDAI) team to the translation
tasks of the 6th workshop on Asian Trans-
lation (WAT 2019). We participated in all
tasks of ASPEC and JPC2, which included
those of Chinese-Japanese, English-Japanese,
and Korean—Japanese. We submitted our
transformer-based NMT system with built us-
ing the following methods: a) relative posi-
tioning method for pairwise relationships be-
tween the input elements, b) back-translation
and multi-source translation for data augmen-
tation, c) right-to-left (r2l)-reranking model
robust against error propagation in autoregres-
sive architectures such as decoders, and d)
checkpoint ensemble models, which selected
the top three models with the best validation
bilingual evaluation understudy (BLEU) . We
have reported the translation results on the two
aforementioned tasks. We performed well in
both the tasks and were ranked first in terms of
the BLEU scores in all the JPC2 subtasks we
participated in.

1 Introduction

Owing to several studies on neural networks, the
field of machine translation has significantly de-
veloped. Numerous methods have been attempted
for machine translation, ranging from a simple
approach such as an encoder-decoder of two re-
current neural networks (RNN) (Bahdanau et al.,
2014), and to a transformer model (Vaswani et al.,
2017) comprising multiple layers with multi-head
attention. Furthermore, with the development of
open sources such as OpenNMT' (Klein et al.,
2017), anyone with a parallel corpus can eas-
ily challenge neural machine translation (NMT).

'http://opennmt.net/
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We herein describe the KNU-HYUNDATI's NMT
system, which uses a transformer model based
on OpenNMT. We participated in the ASPEC
(Nakazawa et al., 2016) and JPC2 tasks of WAT
2019 (Nakazawa et al., 2019). The ASPEC
task consisted of English-Japanese and Chinese-
Japanese parallel corpus, and the JPC2 task con-
sisted of English-Japanese, Chinese-Japanese, and
Korean-Japanese parallel corpus.

To solve open vocabulary problems, we pre-
processed all the data into subword units called
byte-pair-encoding (BPE) (Sennrich et al., 2015b).
We encoded the source and target languages as
shared dictionaries. The encoded subwords are
subsequently converted to an embedding with rel-
ative position representations (Shaw et al., 2018)
and transmitted to a transformer.

We attempted three methods to use other re-
sources. 1) Training by blending distinct paral-
lel corpora of the same language pair. 2) Back-
translation (Sennrich et al., 2015a) of the mono-
lingual corpus added to the current train set. 3)
Augmentation of the dataset according to multi-
source translation (Zoph and Knight, 2016) that
trains two different pairs of sources with the same
target as a model. When translating, we re-ranked
(Liu et al., 2016) the generated text by training
model decoded by the backward (Right-to-Left)
technique, and the model decoded by the forward
(Left-to-Right) technique.

2 System Overview

2.1 Transformer

Our base system is based on the transformer ar-
chitecture (Vaswani et al., 2017) implemented in
OpenNMT (Klein et al., 2017). This transformer
comprises multi-head attention and a feed-forward
neural network (FFNN). The multi-head attention
such as Mhead(Q, K, V') calculates the attention

Proceedings of the 6th Workshop on Asian Translation, pages 81-89
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



scores for the (Q, K, and V matrices with scaled
dot-product attention for each head and concate-
nates the attentions for all heads, the equations for
which are as follows:

Mhead(Q, K, V) = concat(heady, ..., heady, ) W°

(D

head; = Attn(QW?, KWE VWY)  (2)

Attn(Q;, Ki, Vi) = softmaz(Q: K /\/dp)V;
3)

The multi-head attention used here resembles
self-attention and calculates the attention score by
capturing its own structural information. The en-
coder of the transformer has the same encoding
for @, K, and V, and the number of dimensions
of the hidden state is split by A and multiplied
by WZQ,WZ-K ,W}/, respectively. Attention scores
of the inputs Q;,K;,V; are calculated using scaled
dot-product attention, and therefore, the calculated
attention score is head;. The concatenation of all
head; multiplied by WO yields the hidden states
of the multi-head attention. Subsequently, the out-
put of the transformer block is generated by per-
forming max(0, zW;1 + b1)Wg + by which is a
position-wise FFNN.

The performance of the transformer decoder is
similar to that of the encoder but produces one
word at a time from left to right through masking.
The decoder consists of three sublayers: the first
sublayer is a masked multi-head self-attention that
forces the attention to only the previous word. The
second layer is multi-head attention, followed by
the encoder-decoder attention. The final sublayer
is a position-wise feed-forward layer. The trans-
former model uses residual connection (He et al.,
2016) and layer normalization (Ba et al., 2016)
around each of the sublayers.

2.2 Relative Position Representation

In contrast to recurrent and convolutional neu-
ral networks, the transformer does not explicitly
model relative or absolute positions to its inputs.
The transformer adds positional encoding to the
embedding to consider the positional information
of words. This type of encoding conducts se-
quence modeling by adding an absolute positional
representation for the input word. For relative

82

positional encoding (Shaw et al., 2018), a self-
attention extension model is used to consider the
pairwise relationships between the input elements.
By modeling the input as a connected graph, the
relative positional encoding represents the edges
between the inputs z; and x; by the vectors 0%“2’
afJ{. . The vectors represent information on the rel-
ative difference of position between the input el-
ements. Relative position information is incorpo-
rated by adding the embedding vectors az‘»g, ag
that can be trained to the self-attention layer as in
Equation (4-6).

n
7, = ZO&Z’](II}JWV + Oéxj)

4)
j=1
aij = expleij)/ Y expleir) &)
k=1
€ij = xz'WQ(ijK + Oéfj)T/\/@ (6)

2.3 Data Augmentation

In deep learning, a large amount of data is needed
to achieve superior performances, however, data
annotation is expensive. Data augmentation can
be used to enhance the model efficiency by auto-
matically increasing the amount of training data.
In natural language processing, data is augmented
by the use of external resources or back-translation
or text generation.

We herein use some of the data supplied
by WAT 2019 (ASPEC, JPC2) for performing
data augmentation by back-translation and multi-
source translation, which are frequently used in
NMT.

2.3.1 Back-translation

Back-translation (Sennrich et al., 2015a) is an ef-
fective and widely used data augmentation tech-
nique in NMT monolingual data integration. In
view of the source and target languages, training is
done in reverse and subsequently the model is used
to translate the new corpus corresponding to the
target language. The corpus used for translation
and translated sentences form an auto-generated
parallel corpus, and the translation model is re-
trained in addition to the original corpus. We per-
formed back-translation using the parallel corpus
provided in WAT.



2.3.2 Multi-source Translation for
Augmentation

The multi-source translation (Zoph and Knight,
2016) is a method of training by giving various
source languages as input to the same target lan-
guage to improve the quality of NMT. We used
the same target language and different source lan-
guages when training the transformer model. For
example, if the translation is Zh—Ja, we add
En—Ja and Ko—Ja dataset to train together. The
symbols Zh, En, Ko, and Ja denote the words Chi-
nese, English, Korean, and Japanese, respectively.

2.4 Right-to-Left Re-ranking

The decoder of the sequence-to-sequence model
is an autoregressive architecture that uses previ-
ous predictions as contextual information. If the
previous prediction is incorrect, the error will act
as noise that will degrade the quality of the next
prediction. To address this, Liu et al. (2016) pro-
posed a Right-to-Left (r21) model, which reranks
the n-best hypothesis generated by the Left-to-
Right (12r) model to the r2] model. The formula
for the r2l reranking model is as follows (Mor-
ishita et al., 2018):

P(j) = argmaz ey P(y|z; 012 ) P(y" |75 0r21)
(7)

3 Experiments

Subtasks of WAT 2019 (Nakazawa et al., 2019) in-
clude Scientific paper using Asian Scientific Paper
Excerpt Corpus (ASPEC) (Nakazawa et al., 2016)
and Patent task using Japan Patent Office Patent
Corpus 2.0 (JPC2). We participated in both tasks.
ASPEC consists of English-Japanese (En-Ja) and
Chinese-Japanese (Zh-Ja), and JPC2 consists of
English-Japanese (En-Ja), Chinese-Japanese (Zh-
Ja), Korean-Japanese (Ko-Ja).

3.1 Dataset

Dataset statistics for each of the subtasks are pre-
sented in Table 1. Because similarity scores sorted
the ASPEC En-Ja dataset, we used up to 1,000,000
(1M) parallel sentences for the training dataset and
2M sentences for back-translation.

3.2 Tokenization

We used a BPE-based algorithm for subword seg-
mentation. Using this algorithm, it is possible
to represent a sentence as a subword sequence
through as fixed-size vocabulary and to solve the
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Task Dataset | Train Dev Test
En-Ja 3,008,500 | 1,790 | 1,812

ASPEC Zh-Ja 672,315 2,090 | 2,107
En-Ja 1,000,000 | 2,000 | 5,668

JPC2 Ko-Ja 1,000,000 | 2,000 | 5,230
Zh-Ja 1,000,000 | 2,000 | 5,204

Table 1: Statistics of parallel sentences (sentence)

problem of unknown words and rare words ef-
fectively. SentencePiece used the BPE applica-
tion. SentencePiece performs sentence normaliza-
tion with NFKC-based text normalization. The
normalized sentence, such as ‘“°C’ in the gener-
ated translation sentence, was therefore changed to
“°C’. We used 32,000 shared vocabularies for each
language dataset. Japanese sentences were seg-
mented using Juman++> (Tolmachev et al., 2018;
Kurohashi, 2018), and the tokenization of Chinese
dataset was performed using the Stanford Word
Segmenter’® (Chang et al., 2008). The English sen-
tences were tokenized using Moses* and the Ko-
rean sentences were morphologically analyzed us-
ing Mecab’ (Sim, 2014; Matsumoto et al., 1999).

3.3 Experimental Setup

We used the OpenNMT transformer for our exper-
iments. The early-stopping method from Open-
NMT was specifically used. The training stopped
when the model did not reach the new maxi-
mum accuracy for ten savepoints (saved every
5,000 steps) with a validation accuracy. We se-
lected the validation model with the highest BLEU
score. When we trained the Zh-Ja dataset, we
chose the validation model with the highest BLEU
score among all the validation models except for
the early-stopping method in OpenNMT. We op-
timized the hyperparameters to six layers, word
embedding size to 512, FFNN dimension size to
2048, number of attention heads to eight, number
of training steps to 200,000, dropout to 0.1, batch
size to 4096, accum to 2, and learning rate to 2. We
used the same hyperparameters for all the models
for training, and set the decoding beam size to 12
for En-Ja, Zh-Ja, and to 2 for Ko—Ja.

Zhttps://github.com/ku-nlp/jumanpp
3https://nlp.stanford.edu/software/segmenter.shtml
*https://github.com/moses-
smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
Shttps://bitbucket.org/eunjeon/mecab-ko-dic/src/master/



Sub-task BLEU | B rank | H rank Method En—Ja | Ja—En
ASPEC (En—Ja) | 44.08 | 40of5 50f5 Baseline 40.34 29.08
ASPEC (Ja—En) | 30.88 | 20f4 2 of 4 + relative position 40.85 29.31
JPC2 (En—Ja) 4738 | 1of2 None + back-translation 42.26 29.93
JPC2 (Ja—En) 4472 | 1of2 None + checkpoint ensemble | 43.21 30.23
+ independent ensemble | 43.78 30.47
Table 2: BLEU score for English-Japanese tasks on + r2l re-ranking 44.08 30.88

leaderboard

3.4 Evaluations

We measure Bilingual Evaluation Understudy
(BLEU) (Papineni et al., 2002), Rank-based Intu-
itive Bilingual Evaluation Score (RIBES) (Isozaki
etal., 2010), Adequacy-fluency metrics (AM-FM)
(Banchs et al., 2015) on leaderboard. BLEU is
computed as the geometric mean of unigram, bi-
gram, trigram, and 4-gram precision multiplied by
a brevity penalty. RIBES, which provides a value
in the range of [0; 1], was proposed to address
the shortcomings of BLEU, in particular, the dis-
tant language pairs, where changes in word or-
der deteriorates the effectiveness of BLEU. We
also submitted a manual evaluation, such as Pair-
wise Crowdsourcing evaluation and JPO Ade-
quacy evaluation, which was performed in case of
more than three submissions.

3.5 Experimental Results

3.5.1 English-Japanese

Table 2 indicates the BLEU score and rank of the
system we submitted in the ASPEC and JPC2 sub-
tasks of WAT 2019. We obtained 44.08 and 30.88
BLEU scores, respectively, in the ASPEC En—Ja
and Ja—En tasks and were ranked fourth amongst
the five teams and second out of the four teams
who submitted their BLEU scores (B rank). At
this time, we were ranked fifth out of the five teams
and second out of the four teams in the case of hu-
man evaluation (H rank in table 2). In the JPC2
En—Ja, Ja—En tasks, our system recorded 47.38
and 44.72 scores, respectively, and thus, we were
ranked first about the bilingual dataset.
English-Japanese for ASPEC dataset: Table
3 shows the cumulative feature ablation for the En-
Ja for the ASPEC dataset. We used only the upper
part of the training dataset comprising 1M paral-
lel sentences (train-1) to train the baseline model
as a transformer base model. We applied rela-
tive positioning to the baseline model to improve
the BLEU scores by 0.51 and 0.23 in the cases of
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Table 3: Method ablation for ASPEC En-Ja sub-task

En—Ja and Ja—En, respectively. We used the re-
maining training dataset comprising 2M sentences
for back-translation, and the synthetic data gener-
ated by back-translation was added to train-1 par-
allel data and subsequently used for training. We
oversampled the train-1 parallel data and used the
parallel and composite data in a 1:1 ratio. We
used the (BT) tag for training at the beginning of
the sentences for back-translation (Caswell et al.,
2019). By applying back-translation, our system
improved by 1.41 and 0.62 in terms of BLEU
scores in En—Ja, Ja—En, respectively.

Next, we performed the checkpoint ensemble
and independency ensemble methods. The for-
mer was performed for the top three models with
the best validation BLEU scores among the check-
points created in the first round of training. Sim-
ilarly, the latter was also used for training the
top three models with the best validation BLEU
scores. The checkpoint ensemble method led to
a performance improvement by 0.95 and 0.30 of
the BLEU score, and the independent to 1.52 and
0.54 of the BLEU score. Finally, the r21 model
reranked the 12 best output (beam size 12) of
the left-to-right model by a right-to-left ensemble
model (similar to the 12r ensemble method). The
best performance of our model was a BLEU score
of 44.08 in the En—Ja dataset and 30.88 in the
Ja—En dataset.

English-Japanese for JPC2 dataset: Using
only the training dataset having 1M parallel sen-
tence for the JPC2 dataset, the baseline model was
trained using a transformer base model from the
OpenNMT. In table 4, we demonstrated the per-
formance when external resources were not used
for the JPC2 dataset (En—Ja (a)) and when AS-
PEC En-Ja dataset was used as an external re-
source (En—Ja (b), Ja—En). The En—Ja (b) and
Ja—En models were trained by adding ASPEC
train-1 for En-Ja to the existing trainset for JPC2.
This method improved the score by 1.86 and 1.43



Method En—Ja En—Ja Ja—En
(a) (b)
baseline 42.67 | 42.67 | 41.25
+ ASPEC data None | 44.53 | 42.68
+ relative position | 42.95 | 4490 | 43.14
+ back-translation | 45.84 | 46.33 | 43.59
+ checkpoint en- | 46.32 | 46.82 | 43.94
semble
+ r2l re-ranking | 47.19 | 47.38 | 44.72

Table 4: Method ablation for JPC2 En-Ja sub-task

over the baseline. By applying relative position-
ing, En—Ja (a) score improved by 0.28 from the
baseline, and the En—Ja (b), Ja—En were 0.37
and 0.46 higher than in the case of the ASPEC data
addition method, respectively.

In En—Ja (a, b), the back-translation process
used 2M single sentences of the Japanese dataset
in the JPC2 Zh-Ja and Ko-Ja datasets. Ja—En
used the remaining training dataset of 2M sen-
tences from the ASPEC Ja-En dataset for back-
translation. En—Ja (a) and Ja—En oversampled
the JPC2 parallel data to ensure that the ratio
of data added with the parallel data and back-
translation was 1:1. We also inserted a back-
translation tag (BT) at the beginning of the sen-
tences during back-translation. As a result of
adding back-translation data, the BLEU scores im-
provement of En—Ja (a) was 2.89, En—Ja (b) was
1.43, and Ja—En was 0.45 as compared to that of
the previous case (+relative position). Addition-
ally , we verified the performance of BLEU to be
45.36, which is 0.44 higher than the previous step
(+relative position), and for multi-source applica-
tion using Zh-Ja parallel data instead of the back-
translation in En—Ja (b).

We performed the checkpoint ensemble
method. This improved the BLEU score over 0.3
by selecting the top three models from validation.
Finally, we reranked the 12-best outputs (beam
size 12) of the 12r model to a r2] model using
the checkpoint ensemble method to improve their
respective BLEU scores by 0.87, 0.56, and 0.78.

3.5.2 Chinese-Japanese

In this paper, we experimented by combining AS-
PEC and JPC2 dataset methods for each subtask:
(1) Using only ASPEC or JPC2 dataset, (2) Us-
ing both data together, (3) Using 1:1 ratio of data.
We used fast align tool to match the rate of the
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Sub-task BLEU | BLEU rank
ASPEC (Zh—Ja) | 51.92 20f2
ASPEC (Ja—Zh) | 36.77 2 of 2
JPC2 (Zh—Ja) 51.33 1of3
JPC2 (Ja—Zh) 43.30 l1of3

Table 5: BLEU score for Chinese-Japanese tasks on
leaderboard

datasets. As the number of sentences in JPC2
is one million, which is larger than the ASPEC
dataset, 1:1 ratio of dataset experiment does not
experiment in the Patent task. The baseline is
the transformer model with only ASPEC or JPC2
dataset. In both Ja—Zh and Zh—Ja subtasks in the
Patent task, the method of using both the dataset
performances is better than using only one dataset.

Table 5 presents the results of BLEU for each
Zh—Ja subtask of the method used in this pa-
per. The system we used scored 51.92 and 36.77
BLEU in the Zh—Ja and Ja—Zh subtasks of the
ASPEC data set, respectively. The Zh—Ja and
Ja—Zh subtasks of the JPC2 dataset scored 51.33
and 43.30 BLEU, respectively, and therefore, we
were first amongst the three teams.

Chinese— Japanese for ASPEC dataset: The
baseline performance of the ASPEC Zh—Ja sub-
task is a 47.24 BLEU score, which is the highest
among all the combination experiments. The base-
line is 0.1 score higher than the experiment when
both the datasets were used, and 0.18 score higher
than the experiment in which the datasets were in
the ration of 1:1.

Relative positioning method leads to an im-
provement of 0.49 BLEU score. We applied back-
translation using 700K sentences of the ASPEC
En-Ja dataset. The existing dataset was added one
more time to adjust the ratio of the existing dataset
and back translation dataset to 2:1. This led to an
increase of 0.37 F1 BLEU score. A 0.95 increase
in the method was observed when 1M sentences
of ASPEC En-Ja dataset were used in the multi-
source experiment. r2] re-ranking leads to a 0.52
performance improvement.

The performance of nine checkpoint ensemble
models for the six different models is a 51.92
BLEU score. The difference between the highest
performing model of this task is the 2.35 BLEU
score. The number of sentence pairs used to train
the final model of this task is 3,044,630.

Japanese— Chinese for ASPEC dataset: AS-



Method BLEU
Baseline (ASPEC) 47.24
ASPEC + JPC2 47.14
ASPEC + JPC2 (1:1) | 47.06
+ relative position 47.55
+ back-translation 47.92
+ multi-source 48.87
+ 12l re-ranking 49.39
Ensemble 51.92

Table 6: Method ablation for ASPEC Zh—Ja sub-task

Method BLEU
Baseline (ASPEC) 34.93
ASPEC + JPC2 3491
ASPEC + JPC2 (1:1) | 35.03
+ relative position 35.23
+ back-translation 35.23
+ 121 re-ranking 35.69
Ensemble 36.77

Table 7: Method ablation for ASPEC Ja—Zh sub-task

PEC Ja—Zh subtask showed a 34.93 F1 BLEU
score in an experiment using only ASPEC dataset
(baseline). The experiment in which the ratio of
ASPEC and JPC2 was adjusted to be 1:1 showed
the highest score among all the data combination
experiments. The BLEU F1 score for this exper-
iment was 35.03, which is 0.12 higher than that
using both the datasets.

Relative positioning yielded a 0.2 score im-
provement. We applied back-translation method
using 670K ASPEC En-Ja dataset, but no perfor-
mance improvement was seen. The 12l re-ranking
method lead to a 0.46 score increase.

The final performance was at 36.77, which is
the BLEU score of the ensemble model. The en-
semble method ensembled the eight checkpoints
for the four different models. This performance
differs from the highest performing model of this
task with a 0.82 BLEU score. The number of
sentence pairs used to train the final model was
2,014,630.

Chinese— Japanese for JPC2 dataset: The
JPC2 Zh—Ja subtask requires one million sen-
tences of JPC2 data and 672,315 sentences of AS-
PEC data to conduct further experiments. The
JPC2 Zh—Ja subtask 1.23 BLEU scores higher
than the Baseline score.

We applied relative

positioning,  back-
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Method BLEU
Baseline (JPC2) 40.04
+ JPC2 + ASPEC | 41.54
+ relative positio 41.80
+ back-translation | 41.97
+ 12l re-ranking | 42.92
Ensemble 43.30

Table 8: Method ablation for JPC2 Zh—Ja sub-task

translation, multi-sourcing, and r2l re-ranking
to increase the BLEU score by 0.1, 0.63, 1.14,
and 1.32, respectively. In this task, the back
translation method combines JPC2 Ja—Zh data
IM sentences and JPC2 Ko-Ja also comprising
IM sentences to generate new Zh-Ja data. The
IM sentences of the JPC2 Ja-En dataset was used
during the application of the multi-source method.
The total number of sentence pairs used in the
final model in this task is 4,672,315.

As the ensemble method creates a new shared
dictionary for the application of the multi-source,
the ensemble system is applied to the seven check-
points of the five independent models up to the
multi-source system.

Japanese— Chinese for JPC2 dataset: JPC2
Ja—Zh subtasks are further experimented based
on the model trained by combining the one million
JPC2 dataset and 672,315 ASPEC dataset. The
method using both the datasets is 1.5 BLEU higher
than the baseline using only JPC2.

We applied relative positioning, back-
translation, and r2l re-ranking to increase the
BLEU scores by 0.26, 0.17, and 0.95 , respec-
tively.  Back-translation uses the one million
existing dataset to generate the Ja—Zh dataset.

The ensemble method of this task performs
an ensemble experiment on nine checkpoints of
the baseline model, the additional relative posi-
tion model, the other r2l re-ranking model, and
the transformer big model . The number of sen-
tence pairs of training data in the final model is
2,672,315, and the BLEU score is 43.3. This score
differs from the second and third place models
submitted to WAT2019, respectively, with 1.3 and
2.13 BLEU scores, respectively.

3.5.3 Korean-Japanese

Table 10 shows the translation performance of
JPC2 dataset for Korean and Japanese as JPC2 Ko-
Ja. We applied the methods proposed in this paper.



Method BLEU
Baseline (JPC2) 46.31
+ JPC2 4+ ASPEC | 47.54
+ relative position | 47.64
+ back-translation | 48.27
+ multi-source 49.41
+ 12l re-ranking | 50.73
Ensemble 51.33

Table 9: Method ablation for JPC2 Ja—Zh sub-task

Sub-task BLEU | BLEU rank
JPC2 (Ko—Ja) | 73.04 1of3
Table 10: BLEU score for Korean—Japanese sub-

tasks on leaderboard

The Ko-Ja translation task has only a paten sub-
task as JPC2, and we only participated in tasks for
Korean to Japanese (Ko—Ja). The final submis-
sion performance was 73.04 for BLEU and ranked
first among the three teams competing.

Korean— Japanese for JPC2 dataset: Simi-
larly, we used the OpenNMT transformer as the
baseline for the JPC2 Ko—Ja dataset, with a
BLEU of 70.90. In table 11, we added the base-
line to the relative position, and then methods per-
formed a method ablation until R2L re-ranking.
When the relative position was added to the trans-
former, the BLEU performance improved from
0.62 to 71.52. We performed back-translation with
JPC2’s Japanese datasets (2M sentences) of Zh-
Ja and En-Ja and measured the transformer using
a relative position model with a total of 3M sen-
tences in addition to JPC2 Ko-Ja.

Unlike other sub-tasks, JPC2 Ko-Ja showed a
71.23 BLEU performance, which is less by 0.3
from the previous method of the transformer with
relative position. For back-translation, we trained
the JPC2 Ja—Ko dataset as a transformer model,
which showed a BLEU score of 68.53. Unlike
back-translation, the multi-source training method
by adding JPC2 En-Ja and Zh-Ja datasets to JPC2
Ko—Ja dataset showed a performance of 0.9 lower
than the BLEU score of 70.62. When R2L rerank-
ing was applied, the BLEU score was 70.34, which
is 1.18 less compared to the case of the trans-
former when relative positioning was applied.

Accordingly, we performed an ensemble
method based on the model using the best
performing transformer models with relative
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Method BLEU
Baseline (JPC2) 70.90
+ relative position | 71.52
+ back-translation | 71.23
+ multi-source 70.62
+ r2l re-ranking | 70.34
Ensemble 73.04
Table 11: Method ablation for JPC2 Ko—Ja sub-task
Sub-task Adequacy
ASPEC (Ja—En) 4.51
ASPEC (Zh—Ja) 4.63
ASPEC (Ja—Zh) 4.36
JPC2 (En—Ja) 4.50
JPC2 (Ja—En) 478
JPC2 (Zh—Ja) 4.65
JPC2 (Ja—Zh) 4.55
JPC2 (Ko—Ja) 4.65

Table 12: Adequacy Evaluation of Our Model

positioning. We ensembled the eight checkpoints
generated when we trained by setting the learning
rate to two and three checkpoints created when
we trained by setting the learning rate to three.
As a result of the ensemble experiments, the best
performance was achieved with a BLEU score of
73.04.

3.6 Adequacy Evaluation Summary

WAT 2019 (Nakazawa et al., 2019) showed the
evaluation summary of top systems. Table 12
shows the adequacy performance for the sub-tasks
we participated in. In terms of adequacy perfor-
mance, ASPEC Ja—En showed the best adequacy
performance of 4.51. ASPEC Zh—Ja scored
4.59 and Ja—Zh scored 4.36 adequacy evalua-
tion. JPC2’s En—Ja, Ja—En, Zh—Ja, Ja—Zh,
and Ko—Ja all performed well with adequacy
scores of 4.50, 4.78, 4.65, 4.55, 4.65, respectively.

4 Conclusion

We participated in the ASPEC and JPC2 transla-
tion tasks of WAT 2019. We utilized several meth-
ods of the NMT system. Relative positioning was
applied based on OpenNMT’s transformer model,
and the data was added to construct a model robust
to error and back-translation, and multi-source
methods were applied to address error propaga-
tion in the decoder, an autoregressive architecture,



and the performance was further improved by per-
forming the ensemble methods. Consequently, we
were amongst the top ranks in the ASPEC En-Ja
and Zh-Ja tasks and were ranked first in the JPC2
En-Ja, Zh-Ja, and Ko—Ja sub-tasks.
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Abstract

This paper presents the NICT’s participation
(team ID: NICT) in the 6th Workshop on Asian
Translation (WAT-2019) shared translation
task, specifically Myanmar (Burmese) -
English task in both translation directions.
We built neural machine translation (NMT)
systems for these tasks. Our NMT systems
were trained with language model pretraining.
Back-translation technology is adopted to
NMT. Our NMT systems rank the third
in English-to-Myanmar and the second in

Myanmar-to-English according to BLEU
score.

1 Introduction

This paper describes the neural machine

translation (NMT) systems] built for National
Institute of Information and Communications
Technology (NICT)’s participation in the the
6th Workshop on Asian Translation (WAT-
2019) translation task(Nakazawa et al., 2019),
specifically Myanmar (My) - English (En) for
both translation directions.

The remainder of this paper is organized as
follows. In Section 2, we present the data
preprocessing. In Section 3, we introduce the
details of our NMT systems. Empirical results
obtained with our systems are analyzed in Section
4 and we conclude this paper in Section 5.

2 Data Preprocessing

As parallel data to train our systems, we used
all the provided parallel data for all our targeted

* Rui and Haipeng have equal contribution to this paper.
This work was conductd when Haipeng visited NICT as an
internship student.

IThis system is based on our WMT-2019 system (Marie
et al., 2019).
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translation directions, including the training
corpus “ALT” and “UCSY”, and the “ALT”
dev/test data. The statistics of our preprocessed
parallel data are illustrated in Table 1.

Corpus #lines #tokens (My/En)
train(ALT) 17.9K 1.0M /410.2K
train(UCSY) 208.6K 5.8M /2.6M
dev(ALT) 0.9K 574K /22.1K
test(ALT) 1.0K 58.3K/22.7K

Table 1: Statistics of our preprocessed parallel data.

In WAT2019, two Myanmar monolingual
corpora consist of Myanmar Wikipedia and
Myanmar Common Crawl. For English
monolingual corpus, we randomly extracted
10 million sentences from WMT monolingual
News Crawl datasets.”> The statistics of our
preprocessed monolingual data are illustrated in
Table 2.

Corpus  #lines #tokens
My 6.7M 125.6M
En 10.0M 229.8M

Table 2: Statistics of our preprocessed monolingual
data.

We used Moses tokenizer and truecaser for
English. The truecaser was trained on the English
data, after tokenization. For Myanmar, we used
the original tokens. For cleaning, we only applied
the Moses script clean—-n—-corpus.perl to
remove lines in the parallel data containing more
than 80 tokens and replaced characters forbidden
by Moses.

http://data.statmt.org/news—crawl/

Proceedings of the 6th Workshop on Asian Translation, pages 90-93
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3 MT Systems

To build competitive NMT systems, we chose
to rely on the Transformer architecture (Vaswani
etal., 2017) since it has been shown to outperform,
in quality and efficiency, the two other mainstream
architectures for NMT known as deep recurrent
neural network (deep-RNN) and convolutional
neural network (CNN). We chose to rely on
the Transformer-based NMT initialized by a
pretrained cross-lingual language model (Lample
and Conneau, 2019) to train our NMT systems
since it had been shown to be efficient in the
low-resource language pairs. In order to limit
the size of the vocabulary of the NMT model,
we segmented tokens in the training data into
sub-word units via byte pair encoding (BPE)
(Sennrich et al., 2016b). We determined 60k BPE
operations jointly on the training data for English
and Myanmar, and used a shared vocabulary for
both languages with 60k tokens based on BPE.

3.1 TLM

Before training NMT, we used all training corpora
including parallel data and monolingual data to
train a translation language model (TLM) using
XLM? in order to pretrain the NMT model on 8
GPUs*. The parameters for training the language
model were set as listed in Table 3.

--1gs ——mlm_steps
"en,my,en-my, my—en’
——emb_dim 1024 --n_layers

6 —-—-n_heads 8 —--dropout
0.1 —-—attention_dropout
0.1 —--gelu_activation true
——batch_size 32 —--bptt 256
——-optimizer adam, 1lr=0.0001

"en-my’

Table 3: Parameters for training TLM.

3.2 NMT

We trained a Transformer-based NMT model with
the pre-trained TLM using XLM toolkit. Our NMT
system was consistently trained on 8 GPUs, with
the following parameters listed in Table 4.

We performed NMT decoding with a single
model according to the best BLEU (Papineni et al.,
2002) and the perplexity scores.

*https://github.com/facebookresearch/

XLM
*NVIDIA @ Tesla @ V100 32Gb.
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--1gs 'en-my’ —-—-encoder_only
false ——emb_dim 1024 —--n_layers
6 —--n_heads 8 —--dropout

0.1 —-—-attention_dropout

0.1 —-—gelu.activation

true —-tokens_per_batch

2000 --batch_size 32

——bptt 256 —--optimizer
adam_inverse_sqgrt,betal=0.9,
beta2=0.98,1r=0.0001

—-—eval bleu true

Table 4: Parameters for training NMT.

3.3 Back-translation

We also tried back-translation method (Sennrich
et al., 2016a) to make use of monolingual corpora
for English-to-Myanmar translation task. Parallel
data for training NMT can be augmented with
synthetic parallel data, generated through back-
translation, to significantly improve translation
quality. For back-translation generation, we used
an NMT system, trained on the parallel data
provided by the organizers, to translate target
monolingual sentences into the source language
to generate pseudo parallel corpora. Then, the
pseudo parallel corpora were simply mixed with
the original parallel data to train from scratch a
new source-to-target NMT system.

3.4 UNMT

To the best of our knowledge, unsupervised NMT
(UNMT) (Artetxe et al., 2018; Lample et al.,
2018a; Yang et al., 2018; Lample et al., 2018b;
Sun et al., 2019; Lample and Conneau, 2019)
has achieved remarkable results on some similar
language pairs. To obtain a better picture of the
feasibility of UNMT, we also set up a UNMT
system for one truly low-resource and distant
language pair: En-My. We tried to train a
Transformer-based UNMT model that relies solely
on monolingual corpora, with the pre-trained
cross-lingual language model using XLM toolkit.
Note that this cross-lingual language model was
trained solely on monolingual corpora shown in
Section 2.

We used these monolingual corpora to train the
UNMT model for 50000 iterations. The En-My
UNMT system was trained on 8 GPUs, with the
parameters listed in Table 6.



Systems

| ALT UCSY MONO | My-En En-My

UNMT

NMT

NMT

NMT+TLM

NMT+TLM
NMT+TLM-+back-translation

ANENENENEN

v 0.81 0.31

8.06 10.50

v 1497  14.15
v 18.42  16.12
v v 2133 19.73
v v 29.89 19.01

Table 5: Results (BLEU-cased) of our MT systems on the test set. ALT denotes that ALT training data was used
in this system; UCSY denotes that UCSY training data was used in this system; MONO denotes monolingual
training data was used in this system. +TLM denotes that language model pretraining was used in this system;
+back-translation denotes that back-translation was used in this system.

--1gs
"en,my’

"en-my’ —-—-ae_steps
——bt_steps
"en—-my-en, my-en-my’
——word_.shuffle 3
——word_dropout 0.1
—-word.blank 0.1 —--lambda_ae
"0:1,100000:0.1,300000:0"
——encoder_only false
——emb_dim 1024 --n_layers
6 —-n_heads 8 —--dropout
0.1 ——attention_dropout

0.1 —-—gelu.activation
true —-tokens_per_batch
2000 —--batch._size 32

——bptt 256 —--optimizer
adam_inverse_sgrt,betal=0.9,
beta2=0.98,1r=0.0001

—-—eval bleu true

Table 6: Parameters for training UNMT.

4 Results

Our systems are evaluated on the ALT test set and
the results’ are shown in Table 5. Our observations
from are as follows:

1) The results of UNMT are very Ilow,
highlighting that UNMT is still very far from
exploitable for low-resource distant language
pairs.

2) Language model pretraining showed
significant improvement in the NMT systems for
both translation directions. This demonstrates
that language model pretraining is effective for

SThe results of BLEU are based on our own
evaluation. For the official results, please refer to
http://lotus.kuee.kyoto-u.ac.jp/WAT/
evaluation/index.html.
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low-resource machine translation.
3) For My-En translation direction, back-
translation could further improve translation

performance, achieving 8 BLEU scores
improvement.  However, back-translation for
En-My translation direction was unable to

improve or even harm the NMT performance
since the My monolingual data was noisy.

5 Conclusion

We presented in this paper the NICT’s
participation in the WAT-2019 shared translation
task. Our primary NMT submissions to the task
performed the third in English-to-Myanmar and
the second in Myanmar-to-English according
to BLEU score. Our results also confirmed the
positive impact of language model pretraining
in NMT. Moreover, our results for UNMT
highlighted that unsupervised machine translation
is still very far from exploitable for low-resource
distant language pairs.
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Abstract

This paper represents UCSMNLP’s submission to the
WAT 2019 Translation Tasks focusing on the
Myanmar-English translation. Phrase based statistical
machine translation (PBSMT) system is built by
using other resources: Name Entity Recognition
(NER) corpus and bilingual dictionary which is
created by Google Translate (GT). This system is also
adopted with listwise reranking process in order to
improve the quality of translation and tuning is done
by changing initial distortion weight. The
experimental results show that PBSMT using other
resources with initial distortion weight (0.4) and
listwise reranking function outperforms the baseline
system.

1  Introduction

Machine translation system can be formally
defined as the task of translating text given in
one natural language to others automatically
(Koehn, P., et al., 2003). In Natural Language
Processing (NLP), machine translation system is
one of the important tasks to communicate one
language to another. Developing high quality
machine translation systems has been special
interest in NLP research area. Many different
preprocessing and post-processing tasks have
also been studied in order to get high quality. In
this work, both tasks are performed by building
lexicons and reranking the translations. And
translation quality is also observed by changing
initial distortion weight.

For the preprocessing task, NER corpus and
Bilingual lexicon which support the translation
tasks, are built by Standford NER tagger and
Google Translate (GT). These two resources are
used to combine and retrain with existing ALT
corpus for translation task. For the post-
processing tasks, reranking is performed with the
combination of baseline pointwise reranking and
listwise reranking which takes into account the
similarity score of each translation to all other

94

translations included in n-best list. And the
initial distortion weight that gives better
translation result is analyzed by changing
various initial distortion weights.

This paper describes phrase based statistical
machine translation (PBSMT) by building
bilingual lexicons, changing distortion weight
and reranking for English-Myanmar translation
in both directions. Section 2 describes system
description. PBSMT is described in Section 3
followed by building bilingual lexicons in
Section 4 and Section 5 describe experimental
results. Finally, Section 6 will conclude this
report.

2  System Description

This system is built phrase based statistical
machine translation (PBSMT) system using
other resources: Name Entity Recognition
(NER) corpus and bilingual dictionary which is
created by Google Translate (GT). These two
resources are combined with existing ALT
corpus which is used as the training data. This
system is also adopted with listwise reranking
process in order to improve the quality of
translation and tuning is done by changing initial
distortion weight.

2.1 Phrase Based Statistical Machine
Translation (PBSMT)
A PBSMT translation model strives to produce
the best possible translations based on
probabilistic models analyzing phrase units,
sequences of words, extracted from sentence
aligned Myanmar-English parallel corpus. A
phrase based translation model typically gives
better performance than word-based translation
model because one word in one language may
not be one word in other languages (Koehn, P.,
et al., 2003). Changing the initial distortion
weights for tuning process and reranking are the
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crucial processes to acquire the better translation
result.

2.1.1 Distortion

Distortion is one of phrase based models used to
justify the placement of words in different orders
in the output translation. Before tuning process,
initial distortion weight value is needed to
assign. This system performs tuning process by
changing the initial weight of distortion model
from 0.1 to 0.6. Table 1 shows BLEU scores by
changing various initial distortion weights in
Myanmar-English bidirectional translations.

Initial BLEU
Data Set Distortion
Weight my-en en-my
ALT 0.1 6.96 24.16
ALT 0.2 6.93 23.86
ALT 0.3 7.02 24.13
ALT 0.4 7.15 24.24
ALT 0.5 7.04 24.22
ALT 0.6 7.02 24.05

Table 1: BLEU scores by changing initial distortion
weight in Myanmar-English bidirectional
translations.

According to the experiments, the BLEU score
result by changing the initial distortion weight
(0.4) is better than other initial distortion weights
for both Myanmar-English directions. Therefore,
we choose the initial distortion weight (0.4) for
tuning to get the better translation results.

2.1.2 Reranking

Reranking aims to consider the entire list of best
possible translations as a whole through the
adoption of a listwise ranking function, which
calculates the reranking score by asking each
translation to report its similarity to all other
translations (Zhang, M. et al., 2016). Reranking
is the combination of pointwise and listwise
reranking score. Pointwise score is calculated
based on 14 baseline features such as 4
translation models, a language model , a word
penalty, a phrase penalty and 7 reordering
models.

The listwise reranking process contains the two
main functions, tuning and similarity calculation.
In the similarity calculation, the translation
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scores of candidates correspond to the current
candidate is also considered to get higher
similarity between translations. In this system,
two evaluation metrics, Bilingual Evaluation
UnderStudy (BLEU) (Papineni et al., 2002) and
Metric for Evaluation of Translation with
Explicit Ordering (METEOR) (Denkowski, M.
and Lavie, A., 2014), are used as two feature
functions for reranking to measure the similarity
between translations in n-best list. And then the
weights of these two feature functions are tuned
on development set using z-mert tuning (Zaidan,
O., 2009). This system chooses the 100
translation candidates (N=100) which impact on
reranking model because of consideration of
similarity between translations in n-best list.

2.2 Building Bilingual Resources

In machine translation, bilingual resources are
essential language resources to get the influent
translations. Moreover, the areas concerned with
NER are also needed to be developed for
translation tasks from Myanmar language to
other languages.

2.2.1 Name Entity Recognition (NER)
Corpus
This system uses Stanford NER tagger to make
the tagging process for every English token e (in
the parallel data). If e has any tag in tagging
process, this system extracts the translation of e
by using the Myanmar ALT Treebank. In order
to decide whether the two tokens are correctly
translated in extracting NER corpus, we
manually checked if the two tokens have
translation of each other. Finally, we added the
translation pairs to the bilingual NER corpus one
at a time. The data statistics of NER corpus is
shown in Table 2.

Corpus Translation pairs
ALT 230,240
NER (Raw) 14313
NER (clear) 14310

Table 2: Data statistics of the NER corpus.

thttps://nlp.stanford.edu/software/CRF-
NER.html#Download



2.2.2 Bilingual Lexicon

For bi-directional translation tasks of Myanmar-
English, the system built bilingual lexicon to
retrain the data with existing corpus to get the
fluent translations. This bilingual corpus is built
by using Google Translate (GT)?. When building
the bilingual lexicon, distinct English and
Myanmar tokens from ALT my-en corpus is
used as input words for GT to get Myanmar-
English translation pairs and then add these
translations pairs to the bilingual lexicon. The
data statistics of Bilingual lexicon is shown in
Table 3.

Bilingual Translation pairs
Lexicon

English 54674
Myanmar 35532
Total 90206

Table 3: Data statistics of the Bilingual Lexicon.

3 Experiments

To evaluate the translation quality of baseline
PBSMT and PBSMT with reranking, our
analysis looked through the translation tasks of
ALT corpus by adding bilingual lexicons. All
experiments are trained on Dell PowerEdge
R720.

3.1 Corpus Statistics
This system used ALT corpus for Myanmar-
English translation tasks at WAT 2019. The

Data Set #sentences

ALT | NER | Bilingual
TRAIN 18088 | 14310 | 80172 112570
DEV 1000
TEST 1018

Table 4: Statistics of data sets.

ALT corpus is one part from the Asian Language
Treebank (ALT) Project, consists of twenty
thousand Myanmar-English parallel sentences
from news articles. In this experiment, the

2 https://github.com/ssut/py-googletrans
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training data was the combination of ALT
corpus and two new resources, NER corpus and
bilingual lexicon, which are built using ALT
TreeBank, Standford NER tagger and Google
Translate (GT).

3.2 Moses SMT system

We used the PBSMT system provided by the
Moses toolkit (Philipp and Haddow, 2009) for
training PBSMT statistical machine translation
systems. The 5-grams language model was
trained by KENLM (Heafield, 2011) with
modified Knerser-Ney discounting (smoothing).
The alignment process is implemented using
GIZA++ (Och, F.J. and Ney, H., 2000). This
system used grow-diag-final-and heuristic for
symmetrized alignment and msd-bidirectional-fe
(Koehn et al., 2003) option for the lexicalized
reordering model was trained with. Although the
sentences in test data are long, this system used
(default 6) distortion limit in Moses. To tweak
the parameters of decoding, Minimum Error
Rate Training (MERT) (Och, F.J., 2003) is used
by changing various initial distortion weights.
Reranking is performed based on 100 (default)
best possible target translations generated by
Moses decoder.

4 Results and Discussion

This system reports the translation quality of
those methods in terms of Bilingual Evaluation
Understudy (BLEU), Rank-based Intuitive
Bilingual Evaluation Measure (RIBIES) (Isozaki
et al.,, 2010) and Adequacy-Fluency Metrics
(AMFM) (Banchs et al., 2015) in Table. 5.

In our experiments, firstly the initial distortion
weights are changed from 0.1 to 0.6 as shown in
Table 1, we found that the translation result did
not improve significantly compared with
baseline. Second, we analyze with new reranking
method (listwise) which is combined with
pointwise. The translation quality is not good
enough. Finally, two bilingual lexicons are
added to the existing parallel data to reuse as the
training data. In PBSMT without reranking
model, the translation result is significantly
improved from 7.15 to 10.70 in Myanmar-
English and 24.24 to 28.20 in English to
Myanmar translation. On the other hand, from
Myanmar to English translation, the PBSMT
with reranking is better than baseline PBSMT in



BLEU RIBIES AMFM
Source- PBSMT PBSMT PBSMT
Target |PBSMT| (Without (R':rB:n'\If; J|PBSMT| (without (R':rB;n'\lf; J[PESMT| (without (R':'ffn'\lf; )
Reranking) g Reranking) g Reranking) g
en-my | 24.24 28.20 - 58.15 59.68 - 61.67 69.34 -
my-en | 7.15 10.70 10.84 53.29 57.08 57.11 53.01 53.82 54.04
Table 5: BLEU, RIBES and AMFM scores for PBSMT, PBSMT with reranking.
S N e < < < ~ < [ Q_0
@gooee[: o§@: GP§ §C COODMOCYE: Gt 2P IOO: ) 020§ §| 3 Q22 O 6 TR
Source < o N (@ C '] < Q < < o b <
GOYCEQ: O) GOt @ Lc)):et?om 63105070 ¥DELD (D WVOCIEO0OM Gt M e@o@o: 9 200 I
Dr. Fauzia told journalists after the boy had been given to her by officials of the interior
Reference L - - .
ministry and intelligence agencies .
Baseline Interior Ministry and intelligence officials of her towards the boy after the Dr. ®&uo told
reporters .
Baseline with Interior Ministry and Intelligence of officials said she was given to the boy after the Dr. @s&w
Reranking told reporters .
Baseline+NER+GT IIrzggrrlferré\/l|n|stry and intelligence agency in charge of the boy to her after Dr. Fauzia told
Baseline+NER+GT | Interior Ministry and intelligence agency 's officials to her after the boy Dr. Fauzia told
with Reranking reporters .

Table 6: Comparison between my-en translation results.

terms of BLEU (7.15 to 10.84), RIBES (53.29 to
57.11) and AMFM (53.01 to 54.04) scores.

In table 6, the comparison between translation
results of my-en is described. In this table,
“Source” and “Reference” sentences are shown
in the first two rows. The translation of
“baseline” and the translation of baseline with
reranking cannot translate the name “w>&wo”.
After using NER and GT, this name can translate
as “Fauzia”. The translation result is a slightly
smooth after reranking. The result “agency in
charge of the boy to her” to “agency 's officials
to her” and “the boy to her after” has been
changed to “after the boy”. Even though the
translation result is not definitely perfect, using
resources with reranking can change to better
translation is one of the worthy evidences.

According to our experiments, using resources
with PBSMT model get better translation result
significantly. Even though the translation result
is better than the baseline, the current resources
that we used in this system is not still covered
for fluent translation, we need to extend the
current resources and build new resources in
future.
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5 Conclusion

In this paper, we have described our submissions
to WAT 2019. To improve the translation result,
two bilingual resources were added to the
training data and the result of our system was
comparable to baseline PBSMT model. The
reranking result of my-en is better than baseline
system, however, our team can not submit
PBSMT with reranking results of en-my because
of time constraint. This is the initial learning of
PBSMT model and still need to explore with
other models to get the adequate and fulfilled
translation results. In future, we would like to
extend the existing Myanmar resources and
investigate the better models for Myanmar to
other language machine translation system.
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Abstract

In this paper, we describe our systems that
were submitted to the translation shared tasks
at WAT 2019. This year, we participated
in two distinct types of subtasks, a scientific
paper subtask and a timely disclosure sub-
task, where we only considered English-to-
Japanese and Japanese-to-English translation
directions. We submitted two systems (En-Ja
and Ja-En) for the scientific paper subtask and
two systems (Ja-En, texts, items) for the timely
disclosure subtask. Three of our four systems
obtained the best human evaluation perfor-
mances. We also confirmed that our new ad-
ditional web-crawled parallel corpus improves
the performance in unconstrained settings.

1 Introduction

We participated in a scientific paper subtask and
a timely disclosure subtask at this year’s shared
translation tasks at WAT 2019 (Nakazawa et al.,
2019). Since we only considered English-to-
Japanese (En-Ja) and Japanese-to-English (Ja-
En) translation directions, we submitted En-Ja and
Ja-En systems for the scientific paper subtask and
two Ja-En systems (texts, items) for the timely
disclosure subtask. The base NMT model archi-
tecture that we employed is a widely used Trans-
former model, but we tried to explore a better
set of hyper-parameters, leading to significant im-
provement. Three of our submissions were hon-
ored as the best human evaluation performances.
As our new trial, we evaluated the usefulness of in-
corporating external data automatically collected
from a wide variety of web pages to further im-
prove the translation quality.

We independently developed two distinct sys-
tems for each subtask. Therefore, this paper sepa-
rately explains the details; we first explain the sys-
tems developed for the scientific paper subtask in

*Equal contribution.
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Set ‘ # Sentences
Train 3,008,500
(bitext) (1,500,000)
(synthetic) | (1,508,500)
Dev 1,790
Devtest 1,784
Test 1,812

Table 1: Numbers of sentences in ASPEC corpus

Section 2. Then we describe the system developed
for the timely disclosure subtask in Section 3.

2 Systems for Scientific Paper Subtask

2.1 Task Overview

For the scientific paper task, we participated in two
translation directions: Japanese-to-English (Ja—
En) and English-to-Japanese (En—Ja). We sub-
mitted two systems per direction in two different
training settings: constrained and unconstrained
settings.

2.2 Data and Data Preparation
2.2.1 Provided data: constrained setting

As training/dev/test data, the task organizer pro-
vided the Asian Scientific Paper Excerpt Corpus
(ASPEC) (Nakazawa et al., 2016) whose statistics
are shown in Table 1.

ASPEC was created by automatically aligning
parallel documents and sentences, and the train-
ing sentences are ordered by sentence alignment
scores. Thus, the previous participants gener-
ally removed the latter sentences (Neubig, 2014)
or used them as synthetic data (Morishita et al.,
2017). This year, we used the former 1.5M
training sentences as bitext data and the latter
1.5M as monolingual data and created synthetic
data (Sennrich et al., 2016).

Proceedings of the 6th Workshop on Asian Translation, pages 99-105
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2.2.2 JParaCrawl: unconstrained setting

The ParaCrawl! project is building parallel cor-
pora by largely crawling the web. Their objec-
tive is to build parallel corpora for the 24 offi-
cial languages of the European Union. They al-
ready released earlier versions of the corpora and
they were used on the WMT 2018 news shared
translation tasks (Bojar et al., 2018). The WMT
shared task participants reported that this cor-
pora boosted translation accuracy when used with
careful corpus cleaning (Junczys-Dowmunt, 2018;
Morishita et al., 2018).

Inspired by these previous works, we con-
structed a web-based Japanese-English parallel
corpus. We followed almost the same procedure
as ParaCrawl to make this corpus. First, we listed
100,000 candidate domains that might contain par-
allel Japanese and English sentences by analyzing
the whole Common Crawl text data> on how each
domain contains Japanese or English data with
extractor?.

We crawled the listed candidate domains and
aligned parallel sentences using bitextor®.
Then we filtered out noisy sentences with
bicleaner’ (Sdnchez-Cartagena etal., 2018).
After corpus cleaning, we retained 7.5M sen-
tences.

We named this corpus “JParaCrawl” and we
plan to release it publicly with a detailed corpus
description paper.

2.2.3 Data Preprocessing

This year, we decided not
any external morphological analyzer like
KyTea (Neubigetal.,, 2011). Instead we uti-
lized sentencepiece® (Kudo and Richardson,
2018), which tokenizes a sentence into a sequence
of subwords without requiring any other tokeniz-
ers. Note here that we did not apply any filtering
method, such as sentence length filtering.

to employ

2.3 System Details

We selected the Transformer
model (Vaswani et al., 2017) as our base NMT
model. We also incorporated two techniques to

'"http://paracrawl.eu/
https://commoncrawl.org/
Shttps://github.com/paracrawl/
extractor
*nttps://github.
*https://github.
®https://github.
sentencepiece

com/bitextor/bitextor
com/bitextor/bicleaner
com/google/

100

further improve the performance: (1) model en-
sembling and (2) Right-to-Left (R2L) re-ranking.

2.3.1 Ensembling

We independently trained four models with dif-
ferent random seeds and simultaneously utilized
them for model ensembling to boost the transla-
tion performance.

2.3.2 Right-to-left (R2L) re-ranking

The NMT model has auto-regressive architecture
in its decoder that uses previously generated to-
kens for predicting the next token. In other
words, we normally decode a sentence from the
beginning-of-the-sentence (BOS), which is its left
side, to the end-of-the-sentence (EOS), which is
on the right. Here we call this normal decoding
process as Left-to-Right (L2R) decoding. How-
ever, Liu et al. (2016) pointed out that L2R de-
coding lacks reliability near the EOS tokens be-
cause if the previous tokens contain errors, the
next prediction might have error as well. To al-
leviate this problem, Liu et al. (2016) proposed a
method that generates the n-best hypotheses with
the L2R model and re-ranks them with the R2L
model, which decodes the sentences from the EOS
tokens to the BOS tokens. By R2L re-ranking, we
can exploit both the advantages of the L2R and
R2L models and improve their performance.

2.3.3 Model incorporation with JParaCrawl

The JParaCrawl domain basically differs from the
scientific paper task. To effectively incorporate
with the JParaCrawl, we first pre-trained the model
with the mixed data of ASPEC and JParaCrawl.’
Then we fine-tuned the pre-trained model using
only ASPEC.

2.4 Hyper-parameter

As a base NMT model, we selected the Trans-
former model with the “big” hyper-parameter set-
ting. During training, we used mixed-precision
training (Micikevicius et al., 2018) that can boost
the training speed and reduce the memory con-
sumption. We saved the model each epoch and
used the average of the last ten models for de-
coding. We set the beam size to six and normal-
ized the scores by their length. All implemen-
tations are based on fairseq toolkit (Ott et al.,
2019). Table 2 shows the selected set of the

"We mixed ASPEC and JParaCrawl by upsampling AS-
PEC twice.



Hyper-parameter \ Selected Value

Subword (vocabulary) size | src:4000, trg:4000
Gradient clipping 1.0
Dropout rate 0.3
Mini-batch size 4K tokens
Update frequency 128 batches
Beam search (n-best) 6 best

Table 2: Hyper-parameters for the scientific paper task:
Our basic hyper-parameters are identical to Trans-
former “big” setting.

Subword size | En-Ja Ja-En

w/o synthetic data | 44.2  29.9
Back-translation | 45.6  29.5
Forward-translation - 301

Table 3: Comparison of translation performance on
changing subword size. Scores here were calculated
by sacreBLEU.

hyper-parameters we used for the final submis-
sion. In our preliminary experiments, we evalu-
ated extensive combinations of hyper-parameters
and we found that this setting was optimal in our
hyper-parameter search. Hereafter, the reported
performance in the rest of this paper was obtained
using this setting unless otherwise specified.

2.4.1 Back- and forward-translation for
building synthetic data

We first investigated the effectiveness of incor-
porating synthetic data generated by the back-
translation technique. Table 3 shows the results.
We significantly improved the performance of the
En-Ja translation setting by adding the synthetic
data. However surprisingly, the performance was
significantly degraded (29.9 — 29.5) in the Ja-En
translation setting. We observed that the quality of
the English sentences in the latter half of the pro-
vided data looks somewhat awful (not very well).
Therefore, we then tried to make synthetic data
by using forward-translation instead of the stan-
dard back-translation. This means that we used
the synthetic data for the En-Ja translation setting
as the synthetic data of the Ja-En translation set-
ting. This slightly improved the performance of
the Ja-En translation setting.

2.4.2 Subword size/Vocabulary size

Table 4 shows the BLEU scores when we
changed the number of subwords obtained from
sentencepiece. Note that we evaluated the
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Subword size | En-Ja Ja-En
4000 | 45.6 30.1

8000 | 453 299

16000 | 452  29.6

32000 | 45.0 29.7

Table 4: Comparison of translation performance on
changing the methods of building synthetic data.
Scores here were calculated by sacreBLEU.

Mini-batch size | En-Ja Ja-En

16 x 4,000 tokens | 45.1 29.7
32 x 4,000 tokens | 45.3 299
64 x 4,000 tokens 454 29.8
128 x 4,000 tokens | 45.6  30.1
256 x 4,000 tokens | 454  29.9

Table 5: Comparison of translation performance on
changing mini-batch size (update frequency) for each
update in NMT training. Scores here were calculated
by sacreBLEU.

performance using sacreBLEU (Post, 2018) for
all the results shown in this section.

We clearly observe a tendency that the fewer
subwords got better performance. This observa-
tion is actually a bit surprising since many recent
previous studies in the NMT community often em-
ployed a larger amount of subwords like 16,000 or
32,000.

2.4.3 Mini-batch size/Update frequency

According to a previously introduced finding,
Transformer models tend to provide better results
with a larger mini-batch size (Ottetal., 2018).
Based on this observation, we explored the effec-
tiveness of the mini-batch size in our setting.

Table 5 shows the results. We found that an
overly large mini-batch, i.e., 512, degraded the
performance. In our experiments, an update fre-
quency of 128, which means 128 x 4,000
512,000 tokens per mini-batch, was an appropri-
ate value.

2.4.4 Ensemble and R2L re-ranking

Ensembling and re-ranking are currently the stan-
dard techniques for further improving the transla-
tion quality in the NMT models. Following this
public knowledge, we also applied standard en-
sembling and right-to-left (R2L) re-ranking tech-
niques to our models.

Table 6 shows the effectiveness of these tech-
niques. Ensembling and R2L re-ranking offered



Model type \ En-Ja Ja-En
Single model (equivalentto 1) | 45.6  30.1
Ensemble (4) 46.2  30.8
Ensemble (4) + R2L (4) 46.8  31.2
Ensemble (6) + R2L (4) 46.9 31.2

Table 6: Results of incorporating ensembling and R2L
re-ranking techniques. The numbers in brackets shows
the number of models for ensembling, e.g., (4) masn
four model ensembling. Scores here were calculated
by sacreBLEU.

Data ‘ En-Ja Ja-En
Ensemble (4) + R2L (4)
(ASPEC only) 46.8 312
(ASPEC+JParaCrawl) 474  31.6

Table 7: Translation performance comparison when we
incorporate additional training data JParaCrawl. Scores
here were calculated by sacreBLEU.

significant improvements.

2.4.5 Unconstrained setting

Table 7 shows the “Ensemble (4) + R2L (4)”
results that were trained by ASPEC or AS-
PEC+JParaCrawl.

Incorporating JParaCrawl consistently and sig-
nificantly improved performance . This fact in-
dicates that using more data improves better per-
formance; even the additional data (JParaCrawl)
domain slightly differs from the target domain.

2.5 Official Result

We first planned to submit the unconstrained set-
ting results (the second row in Table 7) as our pri-
mary results. Unfortunately, we failed to finish
training for all the models (four L2R and four R2L
models) by the submission deadline. Therefore,
we submitted the constrained setting results (the
first row in Table 7) as our primary results.

Table 8 shows the official results of our submis-
sions computed in the evaluation server. Our sys-
tem achieved the best BLEU score for the En-Ja
subtask, but slightly lower than the best system for
the Ja-En subtask. For pairwise crowd-sourcing
evaluations, our system successfully obtained the
best assessments for both the En-Ja and Ja-En sub-
tasks. Our system also achieved the best perfor-
mance in terms of adequacy for the En-Ja subtask.
Although our Ja-En system ranked second, the gap
between both systems is quite small (0.02).

2.6 Post-evaluation

As described in the previous section, since we
could not finish training the unconstrained setting
by the submission deadline, we evaluated the re-
sults of the unconstrained setting in the evaluation
server as a post-evaluation. Table 9 shows the re-
sults. We further improved the official best scores
for both the En-Ja and Ja-En subtasks: +0.74 for
En-Ja and +0.67 for Ja-En.

3 Systems for Timely Disclosure Subtask

3.1 Task Overview

The new timely disclosure task focuses on trans-
lating Japanese company’s announcements for in-
vestors into English. It is challenging because the
documents contain many figures and proper nouns
that are critical but difficult to translate.

The provided corpus sizes are shown in Ta-
ble 10. This task has two sub-tasks: fexts and
items. The texts task contains the sentences whose
Japanese side ends with “, 7 (Japanese period),
and the items includes subjects, table titles, and
bullet points.

Note that the data provider releases a detailed
corpus description® that includes the corpus char-
acteristics, the text normalization rules, and how
they separate the data into texts and ifems. This
description was quite useful when we tackled the
task.

3.2 System Details

Our submission includes three features: (1) task-
specific fine-tuning, (2) right-to-left re-ranking,
and (3) model ensembles.

As mentioned in Section 3.1, this task has been
separated into two categories: fexts and items. Al-
though the provided training data were not split,
we easily separated them into sub-categories by
just checking whether the Japanese sentence ends
with ”, 7 or not. To achieve the best performance,
we first pre-trained the model with all of the pro-
vided training data and fine-tuned it with the spe-
cific parts of the training data. We also use the
ensembling and R2L re-ranking techniques, as de-
scribed in Sections 2.3.1 and 2.3.2. During the
R2L re-ranking, we ensembled the R2L models
in addition to the L2R models for better perfor-
mance.

8http://lotus.kuee.kyoto-u.ac.jp/

WAT/Timely_Disclosure_Documents_Corpus/
specifications_en.html
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Lang. Auto Eval Human Eval

pair BLEU (Rank) | Pairwise (Rank) ‘ Adequacy (Rank)

En-Ja | 45.83 (D) 47.75 (D) 4.50 (D)

Ja-En | 30.56 ®)) 14.00 (D) 4.49 )
Table 8: Official results of our submitted systems for ASPEC subtask: For En-Ja direction, we show BLEU scores
with JUMAN tokenizer.

Training data \ En-Ja Ja-En \ Texts \ Items
ASPEC 45.83 30.56 Baseline model 55.26 | 54.58
ASPEC+JParaCrawl | 46.57 31.23 + Fine-tune 58.91 | 56.14

+ Ensemble (4 models) 60.48 | 56.93
Table 9: Performance comparison when we incorporate + R2L re-ranking (4 models) | 61.19 | 57.34

additional training data JParaCrawl: Scores here were
obtained from evaluation server.

Set Category | # Sentences
Train texts 448,472
items 955,523
Dev texts 1,153
items 2,845
Devtest | texts 1,114
items 2,900
Test texts 1,148
items 2,129

Table 10: Number of sentences in timely disclosure
document corpus: We split training set into two cate-
gories. See Section 3.2 for details.

3.3 Experimental Settings

For preprocessing, we only relied on
sentencepiece (Kudo and Richardson,
2018), which tokenizes a sentence into subwords
without requiring any other tokenizers. We set the
vocabulary size to 32k”. The provided training
data were split by their released years, but we
concatenated them without distinguishing them.
As an NMT model, we used the Trans-
former (Vaswanietal., 2017) with big hyper-
parameter settings and dropout (Srivastava et al.,
2014) with a probability of 0.3. We trained the
model with eight RTX 2080 Ti GPUs and set
a batch size of 2,500 tokens. We accumulated
128 mini-batches per update (Ott et al., 2018), re-
sulting in a per-update batch size around 128 x
2,500 320,000 tokens. Based on the vali-
dation perplexity, we stopped the training when
the update count reached 5,000 and fine-tuned

°In contrast to the scientific paper subtasks, we did not
see improvement with a smaller vocabulary in the preliminary
experiments.
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Table 11: Case-sensitive BLEU scores of provided
blind test sets: All scores were calculated by official
evaluation server.

the model for 800 updates. During training, we
used mixed-precision training (Micikevicius et al.,
2018), like the scientific paper subtasks. We saved
the model every 100 updates and used the aver-
age of the last eight models for decoding. We set
the beam size to six and normalized the scores
by length. All implementations are based on
fairseq toolkit (Ott et al., 2019).

3.4 Experimental Results and Analysis

Table 11 shows the case-sensitive BLEU
scores (Papineni et al., 2002) of the provided
blind test sets. All the reported BLEU scores were
calculated on the organizers’ submission website.

3.4.1 Baseline model

We set the baseline system as a single NMT
model trained with all the training data. Note
that we used the same model for both categories
in the baseline setting. Even the baseline system
achieved around 55 points in both categories. This
means that the model already outputs quite similar
hypotheses as references.

3.4.2 Fine-tuning with a specific category

We found that fine-tuning with specific category
data significantly increased the BLEU scores:
+3.65 points for texts and +1.56 points for the
items categories. Table 13 shows the example
translations of the baseline and fine-tuned sys-

tems'’. The fine-tuned system perfectly gener-

"For  finding good examples, we  used
compare-mt (Neubigetal,, 2019), which is a toolkit
that compares two MT outputs.



Auto Eval Human Eval
Task | BLEU (Rank) | Pairwise (Rank) ‘ Adequacy (Rank)
Texts | 61.19 (D 55.50 (D 4.46 (D)
Items | 57.34 (D) 34.00 2) 4.47 (1)

Table 12: Official results of our submitted systems for timely disclosure subtask: Shown rank is only ordered

among constrained submissions.

Input ERUE, FOEMOBREKE, oY =7 ) VS LE- POBRESHEF 2 ER-LUAE

Reference  Based on historical data, comparable assets and estimates in the engineering report

Baseline Assessed by taking into account the actual results, the level of repair expenses of similar buildings,
the level of repair expenses in the engineering report, etc.

Fine-tuned Based on historical data, comparable assets and estimates in the engineering report

Table 13: Example translations of baseline and fine-tuned system: Example was picked from devtest set.

Japanese SEMfH, FHLUEY DEREEIKHE, ER DERTEHESE &£ 8 UAE
English ~ Based on historical data, comparable assets and estimates in the engineering report

Table 14: Example of sentence pair contained in the training set.

ated the same sentence as the reference. Although
the baseline’s hypothesis is also understandable,
it does not match the items context. We further
investigated why the fine-tuned system works so
well, and we suspected that the sentences in the
dev/test set mostly overlap with the training set;
i.e. it might be possible to find almost the same
sentence from the training set. Table 14 shows the
sentence pair in the training set that was the most
similar to the previous example. We found a sen-
tence pair on the English side that is identical as
the reference in Table 13, and the Japanese side
is also quite similar. By fine-tuning, the model is
somewhat over-fitted to the specific categories and
memorized more training sentences. Thus, in this
case, fine-tuning provides a large gain.

3.4.3 Ensemble and R2L re-ranking

Model ensembling and R2L re-ranking also im-
proved the scores. Additional gains from both are
+2.28 points for texts and +1.20 points for items
compared with the fine-tuned models.

3.4.4 Submissions and human evaluations

Table 12 shows our submissions and their human
evaluation scores. We achieved the best scores in
terms of BLEU for both subtasks among the con-
strained submissions. By pairwise evaluation, our
submission to the text subtask ranked first and the
items subtask ranked second. However, in the ad-
equacy evaluations, our system achieved top per-

104

formance in both the texts and items subtasks.

4 Conclusion

We described the systems we submitted to the
WAT 2019 shared translation tasks. We submitted
the systems for scientific translation subtasks and
timely disclosure subtasks and three of four sys-
tems won the best human evaluation performance.
We also confirmed that an additional web-crawled
based parallel corpus increased the performance
on the scientific paper subtasks.
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Neural Machine Translation System using a Content-equivalently
Translated Parallel Corpus
for the Newswire Translation Tasks at WAT 2019
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Abstract

This paper describes NHK and NHK Engi-
neering System (NHK-ES)’s submission to
the newswire translation tasks of WAT 2019
in both directions of Japanese—English and
English—Japanese. In addition to the JIJI
Corpus that was officially provided by the
task organizer, we developed a corpus of
0.22M sentence pairs by manually, translating
Japanese news sentences into English content-
equivalently. The content-equivalent corpus
was effective for improving translation qual-
ity, and our systems achieved the best human
evaluation scores in the newswire translation
tasks at WAT 2019.

1 Introduction

We participated in the newswire translation tasks
with JIJI Corpus, one of the tasks in WAT 2019
(Nakazawa et al., 2019). JIJI Corpus, a Japanese-
English news corpus, comes from Jiji Press news,
which has various categories including politics,
economy, nation, business, markets, and sports.
The newswire official tasks of WAT started in
2017, and some participants and organizer had
already submitted their translation results before
WAT 2019. Their quality, however, has not been
equivalent with that in other tasks, such as scien-
tific paper tasks and patent tasks. This is because
of not only the small size (0.20M) of the JIJI Cor-
pus but also a significant amount of noise for the
neural machine translation (NMT) system train-
ing. The English news articles, which are gener-
ated as news-writing, not as translating, are mainly
targeted at native English speakers, so information
is often omitted or added. Figure 1 shows an ex-
ample from JIJI Corpus. The omitted and added
phrases become noise for the NMT training, and
we consider this is one of the reasons for the low
translation quality. To solve this problem and im-
prove the translation quality of an NMT system,

1
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Takenobu Tokunaga 3
INHK Science & Technology Research Laboratories
2NHK Engineering System
3 Tokyo Institute of Technology
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Omitted  Added

Xy NN TG, EWETHENDLD, TR
HTHEICBE LIEV ) & OEEZIT RO RS
AT AL AR U,

Japanese
sentence

ANA Sales Co.,/a travel agency unit of ANA Holdings,
organized the tour to meet requests from customers
wanting to travel with their pets in the cabin.

English
Sentence

Content-equivalent translation of Japanese sentence:

Pets are usually kept in the cargo compartment in a plane. A
travel agency unit of the company organized to meet requests
from customers wanting to travel with their pets in the cabin.

Figure 1: Example of a Japanese-English parallel sen-
tence pair in JIJI Corpus. Contents of the underlined
parts are not contained in the other language.

we are making a corpus with content-equivalent
English translations of Japanese Jiji Press news,
i.e. translations that do not omit and add infor-
mation. We called the corpus Equivalent-JIJI Cor-

pus!.

In this system description paper, we focus on
these two styles of news parallel data, called
the JIJT Corpus and the Equivalent-JIJI Corpus,
and we named their styles the JIJI-style and the
Equivalent-style, respectively. For WAT 2019, we
submitted two translation results using translation
systems adapted to the JIJI-style. In addition, to
confirm the effectiveness of the content-equivalent
translation, we submitted two more translation
results using translation systems adapted to the
Equivalent-style. Results showed that although
our NMT systems adapted to the Equivalent-style
scored lower than that adapted to the J1JI-style in
the automatic evaluation, their scores reversed in
the human evaluation.

"Equivalent-JIJT Corpus is still under construction and
will be completed at the end of March 2021.

Proceedings of the 6th Workshop on Asian Translation, pages 106—111
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External
Corpus name Construction method | data Japanese English Size
JUI Corpus Alignment No Jiji Press news Jiji Press news 0.20M
Equivalent-JIJI Corpus Manual translation Yes Jiji Press news Content-equivalent translation | 0.22 M
Aligned-J1JI Corpus Alignment Yes Jiji Press news Jiji Press news 029 M
BT-JIJI Corpus Back translation Yes NMT output Jiji Press news 0.53 M
Aligned-Yomiuri Corpus | Alignment Yes Yomiuri Shimbun | Yomiuri Shimbun 0.61 M

Table 1: Dataset.

2  Corpus Description

JIJI Corpus, which is extracted from Japanese and
English Jiji Press news, is relatively small com-
pared with those used in other Japanese—English
or English—Japanese tasks of WAT 2019. To
alleviate this low-resource translation problem,
Morishita et al. (2017) used other resources for
pre-training and fine-tuned with JIJI Corpus. We
also used the external resources to improve the
translation quality of the newswire tasks. For this
purpose, we developed four types of corpora apart
from JIJI Corpus. The first one was constructed
through content-equivalent manual translation of
Japanese Jiji Press news into English and is named
Equivalent-JIJI Corpus. The second one was ob-
tained through automatic sentence alignment be-
tween Japanese and English Jiji Press news using
a sentence similarity score and is named Aligned-
JII. The official JIJI Corpus is constructed in the
same way. JIJI Corpus and Aligned-JIJI Cor-
pus include noise as training data for an NMT
system. The third corpus was constructed by
back-translating monolingual English news sen-
tences into Japanese (Sennrich et al., 2016b). This
corpus is used for Japanese—English translation
only. We named this parallel data BT-JIJI Cor-
pus. For the back-translation, we used our best
English—Japanese system adapted to the JIJI-
style. Finally, we used another newspaper par-
allel corpus originating from the Yomiuri Shim-
bun, which we named Aligned-Yomiuri Corpus.
Aligned-Yomiuri Corpus is made with a parallel
sentence similarity score, as is the case of JIJI Cor-
pus. Table 1 summarizes the detail of each corpus.

3 Domain Adaptation Techniques

In this paper, we used a domain-adaptation tech-
nique to train a model adapted to the JIJI-
and Equivalent-style. The multi-domain method

(Chu et al., 2017; Sennrich et al., 2016a) is one of
the most effective approaches to leverage out-of-
domain data. Chuetal. (2017) proposed train-
ing an NMT system with multi-domain parallel
corpora using domain tags such as “<domain-
name>" attached to the respective corpora. We
used domain adaptations with the names of the
styls as domain tags. We used a “<JIJI-style>"
tag for the JIJI, Aligned-JIJI, and BT-JIJI corpora
and a “<Equivalent-style>" tag for Equivalent-
JIJI Corpus. In addition, we used a “<YOMIURI-
style>" tag for Aligned-Yomiuri Corpus because
it comes from a newspaper other than Jiji Press
news.

4 Experiments

In this study, we verified the effectiveness of the
Equivalent-style translation through the following
procedures. Firstly, we trained the multiple NMT
models with different combinations of five cor-
pora as shown in Table 1, and evaluated these
NMT models with an official test-set, in which
the number of data was 2000. Then, we eval-
uated these NMT models with a further test-set,
in which the number of data was 1764, extracted
from Equivalent-JIJI Corpus of Equivalent-style in
contrast to the official test-set extracted JIJI Cor-
pus in JIJI-style. Finally, we evaluated the effec-
tiveness of the Equivalent-style translation.

4.1 Data Processing and System Setup

All of the datasets were preprocessed as follows.
We used the Moses toolkit 2 to clean and tokenize
the English data and used KyTea (Neubig et al.,
2011) to tokenize the Japanese data. Then,
we used a vocabulary of 32K units based on a
joint source and target byte-pair encoding (BPE)
(Sennrich et al., 2016c¢). For the translation model,

*https://github.com/moses- smt/ mosesdecoder
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Num. of | Domain Tag JJI-style | Equivalent-
Training corpus data adaptation | (Style) test-set style test-set
JIJI (Official data) 0.2M No - 18.14 7.76
Equivalent-JIJI 0.22M No - 9.15 21.36
JUI, Equivalent-JIJI 0.42M No - 20.56 20.8
JII, Equivalent-JIJI 0.42M Yes J1JI-style 21.69 12.65
JUI, Equivalent-JIJT 0.42M Yes Equivalent-style | 12.01 23.16
JII, Equivalent-JIJI, Aligned-J1JI, Aligned- Yomiuri 1.32M No - 23.44 20.95
JUI, Equivalent-JIJI, Aligned-JIJI, Aligned- Yomiuri 1.32M Yes JI-style 24.50 14.65
JIJI, Equivalent-JIJI, Aligned-JIJI, Aligned- Yomiuri 1.32M Yes Equivalent-style | 13.40 24.78
JUI, Equivalent-JIJI, Aligned-JIJI, Aligned-Yomiuri, | 1.85M Yes JJI-style 25.54 15.03
BT-JIJI
JII, Equivalent-JIJI, Aligned-JIJI, Aligned- Yomiuri, | 1.85M Yes Equivalent-style | 13.47 24.80
BT-JIII
Table 2: BLEU scores for Japanese—English translation tasks.
Num. of | Domain Tag JJI-style | Equivalent-
Training corpus data adaptation | (Style) test-set style test-set
JIJI (Official data) 0.20M No - 18.46 15.9
Equivalent-JIJI 0.22M No - 17.92 36.67
JIJI, Equivalent-JIJT 0.42M No - 25.07 39.97
JUI, Equivalent-JIJI 0.42M Yes JJI-style 24.63 36.75
JII, Equivalent-JIJI 0.42M Yes Equivalent-style | 24.52 39.93
JUI, Equivalent-JIJI, Aligned-JIJI, Aligned-Yomiuri | 1.32M No - 28.49 43.52
JIJI, Equivalent-JIJI, Aligned-JIJI, Aligned-Yomiuri | 1.32M Yes JIJI-style 28.14 43.82
JII, Equivalent-JIJI, Aligned-JIJI, Aligned-Yomiuri | 1.32M Yes Equivalent-style | 27.77 43.68

Table 3: BLEU scores for English—Japanese translation tasks.

we used the encoder and decoder of the trans-
former model (Vaswani et al., 2017), which is a
state of the art NMT model. The transformer
model uses a multi-headed attention mechanism
applied as self-attention and a position-wise fully
connected feed-forward network. The encoder
converts the received source language sentence
into a sequence of continuous representations, and
the decoder generates the target language sen-
tence. We implemented our systems with the
Sockeye toolkit (Hieber et al., 2018), and trained
them on one Nvidia P100 Tesla GPU. While train-
ing our models, we used the stochastic gradient de-
scent (SGD) with Adam (Kingma and Ba, 2015)
as the optimizer, using a learning rate of 0.0002,
multiplied by 0.7 after every eight checkpoints.
We set the batch size to 5000 tokens and maximum
sentence length to 99 BPE units. For the other
hyperparameters of our models, we used the de-
fault parameter values of Sockeye. We used early
stopping with a patience of 32. Decoding was per-
formed with a beam search with a beam size of
5, and we did not apply an ensemble decoding
with multiple models, although this could possibly
improve the translation quality, though we used a
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beam search with a beam size of 30 and an en-
semble of ten models when submitting the official
results. To evaluate translation quality, we used
BLEU (Papineni et al., 2002). BLEU is calculated
using multi-bleu.perl 3. We report case-sensitive
scores.

4.2 Results

Tables 2 and 3 show the experimental results. The
Training corpus column shows the corpora used
for training. The Style column shows the tag used
for translation, i.e. the JIJI- or Equivalent-style.
The JIJI-style test-set is equal to the official test-
set in the newswire task of WAT 2019.

4.2.1 Trained with Different Combinations of
Five Corpora

The JIJI-style test-set column of Tables 2 and 3
shows the translation quality of the JIJI-style test-
sets with the BLEU metric for different combina-
tions of the five corpora. For the models with-
out domain adaptation, where Domain adaptation
column is “No,” the BLEU scores are improved
by adding the other domains’ data into the JIJI

3https://github.com/moses-smt/mosesdecoder/blob/
master/scripts/generic/multi-bleu-detok.perl



Task Tag (Style) BLEU Rank | RIBES Rank | AMFM Rank | Pairwise Rank | Adequacy Rank
JUI-JE | J1)I-style 26.83 1/4 0.70 1/4 0.55 1/4 72.00 2/4 - -
Equivalent-style | 14.23 4/4 0.61 4/4 0.53 3/4 89.00 1/4 4.55 172
JII-EJ | J1)I-style 29.76 1/4 0.74 1/4 0.65 2/4 81.25 2/4 - -
Equivalent-style | 28.75 2/4 0.73 2/4 0.66 1/4 87.75 1/4 4.11 172

Table 4: Official results for the newswire translation tasks of WAT 2019: For JIJI-EJ task, we show the BLEU,

RIBES, and AMFM scores with KyTea tokenizer.

Corpus. For the J1JI-style Japanese— English test-
set, the BLEU scores are higher with the use of
tags for the domain adaptation. However, the
use of the domain adaptation is not effective for
the JIJI-style English—Japanese test-set. This
seems to be due to the different origins of the
target-side sentences in the Equivalent-JIJI Cor-
pus. Japanese sentences in the Equivalent-JIJI
Corpus come from the Japanese Jiji Press news,
the same as for JIJI Corpus. In contrast, the En-
glish sentences in Equivalent-JIJI Corpus does not
come from Jiji Press news. It appears that the
use of different domain tags is less effective when
using the same-origin data for the target-side as
shown in the fourth and fifth columns of Table 1.
In the case of Japanese—English task with JIJI
Corpus and Equivalent-JIJI Corpus, the origin of
the target-side English sentences differs between
the two corpora (JIji Press news and Content-
equivalent translation) despite the origin of the
source-side is being the same (Jiji Press news), so
the NMT system cannot decide which style, JIJI-
or Equivalent-style, should be output. In contrast,
no choice is necessary for the English—Japanese
task because the target-side Japanese sentences is
the same origin (Jiji Press news).

The Equivalent-style test-set column in Ta-
bles 2 and 3 shows translation quality of the
Equivalent-style test-sets. For the models with-
out domain adaptation, the BLEU scores are
not improved by adding the other domains’ data
into the Equivalent-JIJI Corpus in case of the
Japanese—English task. The domain adapta-
tion using tags is extremely effective for the
Japanese—Engish task. Although the amount
of Equivalent-style data is much smaller than
that of JIJI-style data, the BLEU scores for the
Equivalent-style test-set are higher than those for
the JIJI-style test-set. In particular, the BLEU
scores of the Equivalent-style test-set for the
English—Japanese are over 43. It appears that it
is more difficult to improve the translation quality
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for the JIJI-style test-set than for the Equivalent-
style test-set because the JIJI-style test-set in-
cludes noise for training the NMT system.

4.2.2 Translation with Different Types of
Systems

Supposing that JIJI Corpus includes noise, the
NMT system adapted to the Equivalent-style
seems to be a better system to translate news
generally. However, the BLEU scores for the
JIJI-style test-set trained with Equivalent-JIJI Cor-
pus are 9.15 for Japanese—English and 17.92
for English—Japanese and they are lower than
the scores for the test-set trained with JIJI Cor-
pus, as shown in Tables 2 and 3. To determine
whether or not the translation systems adapted to
the Equivalent-style are better for human evalua-
tion than those adapted to the JIJI-style, we sub-
mitted the translated results with both of the trans-
lation systems adapted to JIJI- and Equivalent-
style.

4.3 Official Results

We used the bottom translation systems of Tables
2 and 3 for submitting to WAT 2019. These sys-
tems can be adapted to each style by attaching
domain tags, “<JlJI-style>" for JIJI-style trans-
lation and “<Equivalent-style>" for Equivalent-
style translation, at the top of the source sentence.
To improve the translation quality further, we sub-
mitted the translation results with an ensemble de-
code of ten models and a beam search with a beam
size of 30. Table 4 shows the official results of our
submission to WAT 2019. Our systems adapted
to JIJI-style achieved the best BLEU and RIBES
scores. In contrast, for the pairwise crowdsourcing
evaluation and the JPO adequacy evaluation*, our
systems adapted to the Equivalent-style achieved
the best evaluation. For the AMFM, our system

“WAT 2019 organizer selected submissions for JPO ade-
quacy evaluation, and only one submission for each task was
evaluated.



Example sentence BLEU
Source MT#H, FREKIFFEERIC TAE, AELECEROBERZIES ] LML,
ILHKIE TEBICREL /MR 220X EZTANSL ] LifioT,
Content-equivalent After the meeting, Akamatsu emphasized to the press, “We will hear opinions
translation of the public in a fair and equitable manner,” and Eda said, “We will accept the results of
the objective investigation.”
Reference After the meeting, Akamatsu told reporters, “We will seek the views of the public
(JUI Corpus) in a fair and equitable manner.”
NMT output After the meeting, Akamatsu told reporters that he will listen to public opinions 51.61
adapted to JIJI-style | in a fair and equitable manner.
NMT output adapted | After the meeting, Akamatsu emphasized to the press, “We will listen to the opinions 22.70
to Equivalent-style of the people in a fair and fair manner,” and Eda said, “We will accept the results of
the investigation objectively.”
Source FWHFHOSRARBE TR, BT 2 HEL,
Content-equivalent It is expected to be passed and enacted at a plenary session of the House of
translation Councilors in the afternoon of the same day.
Reference The House of Councillors, the upper chamber of the Diet, approved the spending
(JIJI Corpus) program at a plenary meeting on Monday afternoon after the House of
Representatives, the lower chamber, passed it earlier in the day.
NMT output The House of Councillors, the upper chamber, is expected to approve the bill 26.33
adapted to JIJI-style | at a plenary meeting later in the day.
NMT output adapted | It is expected to be passed and enacted at the plenary session of the House of 0.00
to Equivalent-style Councilors in the afternoon of the same day.

Table 5: Example results of JIJI-JE tasks translated with JIJI- and Equivalent-style NMT

Omitted- | Added-

Task Tag (Style) words words
JUI-JE | JIJI-style 18.40 9.39
Equivalent-style 4.27 1.44

JUI-EJ | JI)I-style 28.19 13.16
Equivalent-style 8.22 2.55

Table 6: Further human evaluation results, which is the
average number of words per 100 words.

adapted to the JIJI-style achieved the best evalua-
tion for the Japanese—English task, whereas our
system adapted to the Equivalent-style achieved
the best evaluation for the English—Japanese task.
These results show that the NMT systems adapted
to the Equivalent-style are generally better sys-
tems for translating the news. The overview paper
for WAT 2019 gives the details of our submission
including the other WAT participants’ results.

4.4 Further Human Evaluation

Apart from the official pairwise crowdsourcing
evaluation and JPO adequacy evaluation, we also
evaluated our official submission independently
with a translation company to analyze deeply
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the official results. We randomly selected 300
and 50 sentences from the Japanese—English and
English—Japanese official test-sets respectively,
and three evaluators counted the number of omit-
ted and added words in the NMT outputs adapted
to the JIJI- and Equivalent-styles. Table 6 shows
the average number of words per 100 words of
the three evaluators. These results indicate that
the NMT systems adapted to the Equivalent-style
can prevent the omission and addition of informa-
tion. Table 5 shows the examples of NMT out-
puts adapted to the JIJI- and Equivalent-styles in
the official tasks. The first example shows omit-
ted information, and the second example shows
added information in the NMT output adapted to
the JIJI-style. The references also include omitted
and added information. The NMT output adapted
to the Equivalent-style is translated without omit-
ted and added information. The sentence BLEU
scores of outputs adapted to the JIJI-style NMT
are higher than those of outputs adapted to the
Equivalent-style NMT. These results indicate that
NMT outputs adapted to the JIJI-style often in-
clude the omission and addition of information,
and these cause the worse human evaluation. This
seems to be a reason that our systems adapted to



the Equivalent-style, which prevent the omission
and addition of information, achieved the best hu-
man evaluation in spite of the lower BLEU scores.

5 Conclusions

In this description paper, we presented our NMT
systems adapted to the JIJI- and the Equivalent-
styles. In addition to the JIJI Corpus in the JIJI-
style that was officially provided by the WAT
2019 organizer, we developed a corpus of 0.22M
sentence pairs in the Equivalent-style by man-
ually, content-equivalently translating Japanese
news sentences into English. We obtained the
state-of-the-art results for the newswire tasks of
WAT 2019. In our four submissions, the transla-
tion models adapted to the JIJI-style achieved the
best results for the BLEU evaluation. In contrast,
the translation models adapted to the Equivalent-
style achieved the best results for the pairwise
crowdsourcing evaluation and JPO adequacy eval-
uation. We showed that the content-equivalently
translated data is effective for the widespread news
translation from the perspective of a human evalu-
ation.
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Abstract

This paper describes Facebook AI’s submis-
sion to the WAT 2019 Myanmar-English trans-
lation task (Nakazawa et al., 2019). Our base-
line systems are BPE-based transformer mod-
els. We explore methods to leverage monolin-
gual data to improve generalization, including
self-training, back-translation and their com-
bination. We further improve results by us-
ing noisy channel re-ranking and ensembling.
We demonstrate that these techniques can sig-
nificantly improve not only a system trained
with additional monolingual data, but even the
baseline system trained exclusively on the pro-
vided small parallel dataset. Our system ranks
first in both directions according to human
evaluation and BLEU, with a gain of over 8
BLEU points above the second best system.

1 Introduction

While machine translation (MT) has proven very
successful for high resource language pairs (Ng
et al., 2019; Hassan et al., 2018), it is still an open
research question how to make it work well for
the vast majority of language pairs which are low
resource. In this setting, relatively little parallel
data is available to train the system and the trans-
lation task is even more difficult because the lan-
guage pairs are usually more distant and the do-
mains of the source and target language match less
well (Shen et al., 2019).

English-Myanmar is an interesting case study
in this respect, because i) the language of Myan-
mar is morphologically rich and very different
from English, i1) Myanmar language does not bear
strong similarities with other high-resource lan-
guages and therefore does not benefit from multi-
lingual training, iii) there is relatively little paral-
lel data available and iv) even monolingual data in
Myanmar language is difficult to gather due to the
multiple encodings of the language.

“Equal contribution.
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Motivated by this challenge, we participated in
the 2019 edition of the competition on Myanmar-
English, organized by the Workshop on Asian
Translation. This paper describes our submission,
which achieved the highest human evaluation and
BLEU score (Papineni et al., 2002) in the compe-
tition.

Following common practice in the field, we
used back-translation (Sennrich et al., 2015) to
leverage target side monolingual data. However,
the domain of Myanmar monolingual data is very
different from the test domain, which is English
originating news (Shen et al., 2019). Since this
may hamper the performance of back-translation,
we also explored methods that leverage monolin-
gual data on the source side, which is in-domain
with the test set when translating from English
to Myanmar. We investigated the use of self-
training (Yarowski, 1995; Ueffing, 2006; Zhang
and Zong, 2016; He et al., 2019) which augments
the original parallel data with synthetic data where
sources are taken from the original source mono-
lingual dataset and targets are produced by the cur-
rent machine translation system. We show that
self-training and back-translation are often com-
plementary to each other and yield additional im-
provements when applied in an iterative fashion.

In fact, back-translation and self-training can
also be applied when learning from the paral-
lel dataset alone, greatly improving performance
over the baseline using the original bitext data.
We also report further improvements by swap-
ping beam search decoding with noisy channel re-
ranking (Yee et al., 2019) and by ensembling.

We will start by discussing the data preparation
process in §2, followed by our model details in §3
and results in §4. We conclude with some final re-
marks in §5. In Appendix A we report training de-
tails and describe the methods that have not proved
useful for this task in Appendix B.

Proceedings of the 6th Workshop on Asian Translation, pages 112-122
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



2 Data

In this section, we describe the data we used for
training and the pre-processing we applied.

2.1 Parallel Data

The parallel data was provided by the organizers
of the competition and consists of two datasets.
The first dataset is the Asian Language Treebank
(ALT) corpus (Thu et al., 2016; Ding et al., 2018,
2019) which consists of 18,088 training sentences,
1,000 validation sentences and 1,018 test sen-
tences from English originating news articles. In
this dataset, there is a space character separating
each Myanmar morpheme (Thu et al., 2016).

The second dataset is the UCSY dataset' which
contains 204,539 sentences from various domains,
including news articles and textbooks. The orig-
inating language of these sentences is not speci-
fied. Unlike the ALT dataset, Myanmar text in the
UCSY dataset is not segmented and contains very
little spacing as it is typical in this language.

The organizers of the competition evaluate sub-
mitted systems on the ALT test set.

We denote the parallel dataset by P = {X,Y'}.

2.2 Monolingual Data

We gather English monolingual data by taking a
subset of the 2018 Newscrawl dataset provided
by WMT (Barrault et al., 2019), which contains
approximately 79 million unique sentences. We
choose Newscrawl data to match the domain of the
ALT dataset, which primarily contains news orig-
inating from English sources.

For Myanmar language, we take five snapshots
of the Commoncrawl dataset and combine them
with the raw data from Buck et al. (2014). After
de-duplication, this resulted in approximately 28
million unique lines. This data is not restricted to
the news domain.

We denote by Mg the source monolingual
dataset and by M7 target monolingual dataset.

2.3 Data Preprocessing

The Myanmar monolingual data we collect
from Commoncrawl contains text in both Uni-
code and Zawgyi encodings. We use the
myanmar—tools? library to classify and con-

1http://lotus.kuee.kyoto—u.ac.jp/WAT/
my—-en—data/

https://github.com/google/
myanmar—-tools
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vert all Zawgyi text to Unicode. Since text clas-
sification is performed at the document level, the
corpus is left with many embedded English sen-
tences, which we filter by running the fastText
classifier (Joulin et al., 2017) over individual sen-
tences.

We tokenize English text using Moses (Koehn
et al., 2007) with aggressive hyphen splitting.
We explored multiple approaches for tokenizing
Myanmar text, including the provided tokenizer
and several open source tools. However, initial
experiments showed that leaving the text untok-
enized yielded the best results. When generat-
ing Myanmar translations at inference time, we
remove separators introduced by BPE, remove all
spaces from the generated text, and then apply the
provided tokenizer?.

Finally, we use SentencePiece (Kudo and
Richardson, 2018) to learn a BPE vocabulary of
size 10,000 over the combined English and Myan-
mar parallel text corpus.

3 System Overview

Our architecture is a transformer-based neu-
ral machine translation system trained with
fairseqg* (Ott et al., 2019). We tuned model
hyper-parameters via random search over a range
of possible values (see Appendix A for details).
We performed early stopping based on perplexity
on the ALT validation set, and final model hyper-
parameter selection based on the BLEU score on
the same validation set. We never used the ALT
test set during development, and only used it for
the final reporting at submission time.

Next, we describe several enhancements to this
baseline model (§3.1) and to the decoding process
(§3.2). We also describe several methods for lever-
aging monolingual data, including our final itera-
tive approach (§3.3).

3.1 Improvements to the Baseline Model

We improve our baseline neural machine transla-
tion system with: tagging (Sennrich et al., 2016;
Kobus et al., 2016; Caswell et al., 2019), fine-
tuning and ensembling.

Tagging: Since our test set comes from the ALT
corpus and our training set is composed by sev-

*myseg.py can be found in the parallel dataset file
on the page http://lotus.kuee.kyoto—u.ac.jp/
WAT/my-en-data/

*nttps://github.com/pytorch/fairseq



eral datasets from different domains, we prepend
to the input source sentence a token specifying
the domain of the input data. We have a total of
four domain tokens, indicating whether the input
source sentence comes from the ALT dataset, the
UCSY dataset, the source monolingual data or if
it is a back-translation of the target monolingual
data (see §3.3 for more details).

Fine-tuning: The models submitted for final
evaluation have also been fine-tuned to the train-
ing set of the ALT dataset, as a way to better adapt
to the domain of the test set. Fine-tuning is early-
stopped based on BLEU on the validation set.

Ensembling: Finally, since we tune our model
hyper-parameters via randomized grid search, we
are able to cheaply build an ensemble model
from the top k best performing hyper-parameter
choices. Ensembling yielded consistent gains of
about 1 BLEU point.

3.2 Improvements to Decoding

Neural machine translation systems typically em-
ploy beam search decoding at inference time
to find the most likely hypothesis for a given
source sentence. In this work, we improve
upon beam search through noisy-channel rerank-
ing (Yee et al.,, 2019). This approach was a
key component of the winning submission in
the WMT 2019 news translation shared task
for English-German, German-English, English-
Russian and Russian-English (Ng et al., 2019).

More specifically, given a source sentence z and
a candidate translation y, we compute the follow-
ing score:

log P(y|xz) + A1log P(z|y) + A2log P(y) (1)

where log P(y|x), log P(x|y) and log P(y) are
the forward model, backward model and language
model scores, respectively. This combined score
is used to rerank the n-best target hypotheses pro-
duced by beam search. In our experiments we set
n to 50 and output the highest-scoring hypothesis
from this set as our translation. The weights \;
and )9 are tuned via random search on the valida-
tion set. The ranges of values for A\; and A\ are
reported in Appendix A.

Throughout this work we use noisy channel
reranking every time we decode, whether it is to
generate forward or backward translations or to
generate translations from the final model for eval-
uation purposes.
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Model My—En En—My
P — beam 25.1 359
P — reranking 26.3 36.9
P U M7, beam — beam 322 38.8
P U M, reranking — beam 325 38.9
P U M, reranking — reranking 35.2 394

Table 1: Effect of noisy channel reranking when eval-
uating on the validation set. On the left of the "—”
symbol there is the dataset used to train the system and
the decoding process used to generate back-translated
data (if any). On the right of the ”—” symbol there is
the decoding process used to generate hypotheses from
the forward model. P refers to the parallel dataset and
M refers to the target monolingual dataset.

Our language models are also based on the
transformer architecture and follow the same setup
as Radford et al. (2018). The English language
model is trained on the CC-News dataset (Liu
et al., 2019) and consists of 12 transformer lay-
ers and a total of 124M parameters. The Myan-
mar language model is first trained on the Com-
moncrawl monolingual data and then fine-tuned
on the Myanmar portion of the ALT parallel train-
ing data; it consists of 6 transformer layers and
70M parameters. For our constrained submission,
which does not make use of additional data, we
trained smaller transformer language models for
each language (5 transformer layers, 8M parame-
ters) using each side of the provided parallel cor-
pus. For both directions, we observed gains when
applying noisy channel reranking, as shown in Ta-
ble 1.

3.3 Leveraging Monolingual Data

In this section we describe basic approaches to
leverage monolingual data. Notice however that
these methods also improve system performance
in the absence of additional monolingual data (i.e.,
by reusing the available parallel data), see §4.1.

We denote by f and ‘g the forward (from
source to target) and the backward (from target to
source) machine translation systems.

Back-translation (BT) (Sennrich et al., 2015)
is an effective data augmentation method lever-
aging target side monolingual data. To perform
back-translation, we first train ‘g on {Y, X} and
use it to translate M to produce synthetic source
side data, denoted by ‘g (M ). We then concate-
nate the original bitext data { X, Y’} with the back-
translated data {‘g (M), M7} and train the for-
ward translation model from scratch. We typi-



Model My—En En—My

BT 33.1 39.5
ST 33.2 39.9
BT + ST 34.1 40.3

Table 2: Combining BT and ST yields better BLEU
score than BT and ST.

cally upsample the original parallel data, with the
exact rate tuned together with the other hyper-
parameters on the validation set (see Appendix A
for the upsample ratio range).

Self-Training (ST) (Ueffing, 2006; Zhang and
Zong, 2016; He et al., 2019) instead augments
the original parallel dataset P = {X,Y} with
synthetic pairs composed by a sentence from
the source monolingual dataset with the cor-
responding forward model translation as target,
{Ms, 7(/\43)} The potential advantage of this
method is that the source side monolingual data
can be more in-domain with the test set, which
is the case for the English to Myanmar direction.
The shortcoming is that synthetic targets are often
incorrect and may deteriorate performance.

Combining BT + ST: Self-training and back-
translation are complementary to each other. The
former is better when the source monolingual data
is in-domain while the latter is better when the tar-
get monolingual data is in-domain, relative to the
domain of the test set.

In Table 2, we show that these two approaches
can be combined and yield better performance
than either method individually. Specifically, we
combine bitext data together with self-trained and
back-translated data, { X, Y }U{g (M7), M7}U
{Ms, f(Ms)}. As for BT, we upsample the
bitext data, concatenate it with the forward and
backward translations and train a new forward
model from scratch. The upsample ratios for each
dataset are tuned via hyper-parameter search on
the validation set.

3.3.1 Final Iterative Algorithm

The final algorithm proceeds in rounds as de-
scribed in Alg. 1. At each round, we are provided
with a forward model and a backward model
g. The forward model translates source side
monolingual data (line 6). This is used as forward-
translated data to improve the forward model, and
as back-translated data to improve the backward

model. Similarly, the backward model is used
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1 Data: Given a parallel dataset { X, Y}, a source
monolingual dataset Ms and a target

monolingual dataset M1
Given an initial forward model 7 and backward model
‘g trained on {X,Y'};
Let N be the number of hyper-parameter configurations
evaluated during random search;
Let k be the number of models used in the ensemble;
fortin[l...T]do
forward-translated data: F <— 7(/\/!5);
back-translated data: B «+— ‘g (M7);

{?i}i=1mN <— random search using:
{X,)Y}U{Ms, F}U{B,Mr};
{?i}i:LHN <— random search using:
{Y, X} U{F, Ms} U{M7, B}
if t == T then
Fine-tune {?i}izlmN and {7, }i=1...v on
the in-domain ALT dataset;
end

10
11

? <— ensemble of top k best models from

{?i}izlmN;

G +— ensemble of top k best models from
{?i}izlmN;

12

13

end

Result: Forward MT system ? and backward MT
system ‘g
Algorithm 1: Iterative Learning Algorithm

to back-translate target monolingual data (line 7).
This data is then used to improve the forward
model via back-translation, but also the backward
model via self-training. All these datasets are con-
catenated and weighted to train new forward and
backward models (see lines 8 and 9). At the very
last iteration, models are fine-tuned on the ALT
training set (line 11 and 12), and either way, the
best models from the random search are combined
into an ensemble to define the new forward and
backward models (line 13 and 14) to be used at
the next iteration. This whole process of gener-
ation and training then repeats as many times as
desired. In our experiments we iterated at most
three times.

4 Results

In this section we report validation BLEU scores
for the intermediate iterations and ablations, and
test BLEU scores only for our final submission.
Details of the model architecture, data process-
ing and optimization algorithm are reported in Ap-
pendix A.

Our baseline system is trained on the provided
parallel datasets with the modeling extensions de-
scribed in §3.1. According to our hyper-parameter
search, the optimal upsampling ratio of the smaller
in-domain ALT dataset is three and the best for-



Description My — En | En - My Description My — En | En -+ My

1 | Baseline (single) 23.3 349 Baseline (ensemble) 25.1 359
Baseline + reranking 27.7 36.9

2 (ensemble) 251 359 +iter. 1 of ST + BT 35.5 40.1

3 | 2 + reranking 26.3 36.9 +iter. 2 of ST + BT 36.9 40.4

4| 3+ST 26.4 38.2 +iter. 3 of ST + BT 379 40.6

5| 3+BT 26.5 36.9

6 | 3+(ST+BT) 270 38.1 Table 4: BLEU scores of systems trained using addi-

Table 3: BLEU scores of systems trained only on the
provided parallel datasets.

ward and backward model have 5 encoder and 5
decoder transformer layers, where the number of
attention heads, embedding dimension and inner-
layer dimension are 4, 512, 2048, respectively.
Each single model is trained on 4 Volta GPUs for
1.4 hours. We refer to this model as the “Baseline”
in our result tables.

4.1 System Trained on Parallel Data Only

We submitted a machine translation system that
only uses the provided ALT and UCSY parallel
datasets, without any additional monolingual data,
results are reported in Tab. 3. The baseline system
achieves 23.3 BLEU points for My—En and 34.9
for En—+My . Ensembling 5 models yields +1.8
BLEU points gain for My—En and +1.0 point for
En—My . To apply noisy channel reranking, we
train language models using data from the ALT
and UCSY training set. The language model archi-
tectures are the same for both languages, each has
5 transformer layers, 4 attention heads, 256 em-
bedding dimensions and 512 inner-layer dimen-
sions. Noisy channel ranking yields a gain of
+1.2 BLEU points for My—En and +1.0 points
for En—My on top of the ensemble models.

To further improve generalization, we also
translated the source and target portion of the par-
allel dataset using the baseline system in order
to collect forward-translations of source sentences
and back-translations of target sentences. Based
on our grid search, we then train a different model
architecture than the baseline system, consisting
of 4 layers in encoder and decoder, 8 attention
heads, 512 embedding dimensions and 2048 inner-
layer dimensions. Each model is trained on 4 Volta
GPUs for 2.8 hours. In this case, we train only for
one iteration and we ensemble 5 models for each
direction followed by reranking.

By applying back-translation and self-training
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tional monolingual data.

to the parallel data we obtain an additional gain
of 4+0.7 points for My—En and +1.2 points for
En—My over the baseline model. We also find
that combining back-translation and self-training
is beneficial for My—En direction, where we at-
tain an increase of +-0.5 BLEU compared to ap-
plying each method individually. The final BLEU
scores on test set are 26.8 for My—En and 36.8
for En—My .

4.2 System Using Also Monolingual Data

The results using additional monolingual data are
reported in Tab. 4. Starting from the ensemble
baseline of the previous section, noisy channel
reranking now yields a bigger gain for My—En ,
+2.64 points, since the language model is now
trained on much more in-domain target monolin-
gual data.

Using the ensemble and the additional mono-
lingual data, we apply back-translation and self-
training for three iterations. For each iteration, we
use the best model from the previous iteration to
translate monolingual data with noisy channel re-
ranking. As before, we combine the original par-
allel data with the two synthetic datasets, and train
models from random initialization. We search
over hyper-parameters controlling the model ar-
chitecture whenever we add more monolingual
data.

At the first iteration we back-translate 18M En-
glish sentences from Newscrawl and 23M Myan-
mar sentences from Commoncrawl. The best
model architecture has 6 layers in the encoder
and decoder, where the number of attention heads,
embedding dimension and inner-layer dimension
are 1024, 4096, 8, respectively. Each model is
trained on 4 Volta GPUs for 17 hours. Ensem-
bling two models for My—En and three mod-
els for En—My strikes a good trade-off between
translation quality and decoding efficiency to gen-
erate data for the next iteration. The re-ranked



Description (My — En) | BLEU | Adequacy Description (En —+ My) | BLEU | Adequacy
FBAI 38.6 4.4 FBAI 39.3 3.9
Teaml1 30.2 4.0 FBAI 36.8 -
FBAI 26.8 - Team A 31.3 2.4
Team2 24.8 2.8 Team B 30.8 2.7
Team3 19.6 1.3 Team C 30.8 -
Team4 18.5 - Team D 28.2 -
Team5 14.9 - Team F 259 -
Team6 10.7 - Team G 22.5 -
Team H 20.9 1.1
Table 5: My—En leaderboard’. The values are BLEU Team I 19.9 _

score (second column) and Adequacy scores (third col-
umn). Rows highlighted in yellow identify systems that
make use of additional monolingual data. Our system
is tagged as FBAL

ensemble improves by +7.78 BLEU points for
My—En compared to best supervised model, and
+3.18 points for En—My .

At the second iteration, we use the same amount
of monolingual data of iteration 1 and repeat the
same exact process. The model architecture is the
same as in the first iteration. We ensemble two
models for My—En and use a single model for
En—My . We further improve upon the previous
iteration by +1.41 points for My—En and +0.27
points for En—My .

At the third and last iteration, we use more
monolingual data for both languages, 28M Myan-
mar sentences and 79M English sentences. We
found beneficial (Ng et al., 2019) at this iteration
to increase FFN dimension to 8192 and the num-
ber of heads to 16. Each model is trained on 8
Volta GPUs for 30 hours. After training mod-
els on the parallel and synthetic datasets, we fine-
tune each of them on the ALT training set, fol-
lowed by ensembling. We ensemble 5 models for
both directions and apply noisy channel re-ranking
as our final submission. Compared to iteration 2
models, the final models yield +0.94 points gain
for My—En and +0.26 points for En—+My . The
BLEU scores of this system on the test set are
38.59 for My—En and 39.25 for En—My .

4.3 Final Evaluation

Tables 5 and 6 report the leaderboard results pro-
vided by the organizers of the competition. For
each direction, they selected the best system of

Shttp://lotus
evaluation/list
Shttp://lotus
evaluation/list

.kuee.kyoto-u.ac. jp/WAT/
.php?t=70&0=4
.kuee.kyoto-u

.php?t=71&0=9

.ac.jp/WAT/
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Table 6: En—My leaderboard®. The values are BLEU
score (second column) and Adequacy scores (third col-
umn). Rows highlighted in yellow identify systems that
make use of additional monolingual data. Our system
is tagged as FBAL

the four teams that scored the best according to
BLEU, and they performed a JPO adequacy hu-
man evaluation (Nakazawa et al., 2018). These
evaluations are conducted by professional transla-
tions who assign a score between 1 and 5 to each
translation based on its adequacy. A score equal to
5 points means that all the important information
is correctly reported while a score equal to 1 point
means that almost all the important information is
missing or incorrect.

First, we observe that our system achieves the
best BLEU and adequacy score in both directions,
with a gain of more than 8 BLEU points over the
second best entry for both directions. The av-
erage adequacy score is 0.4 point and 1.2 point
higher than the second best entry for My—En and
En—My , respectively. Among the rated sen-
tences, more than 30% of sentences translated by
our system are rated with 5 points in En—+My ,
compared to 6.3% of the second best system. For
My—En , 48% of our translated sentences are
rated with 5 points while the second best system
has only 24.5%. See Fig 1 for the percentage of
each score obtained by the best systems which par-
ticipated in the competition.

Second, our submission which does not use ad-
ditional monolingual data is even stronger than
all the other submissions in En—My in terms of
BLEU score, including those that do make use of
additional monolingual data (see second row of
Tab. 6).

If we consider submissions that only use the
provided parallel data (see rows that are not high-
lighted), our submission improves upon the sec-
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Figure 1: Percentage of each adequacy score obtained by the best systems which participated in the competition. Our system

is tagged as FBAL

ond best system by 7.2 BLEU in My—En and 10.9
BLEU in En—My . This suggests that our base-
line system is very strong and that applying ST and
BT to the parallel dataset is a good way to build
even stronger baselines, as demonstrated also in
Tab. 3.

Finally, the gains brought by monolingual
datasets is striking only in My—En (+11.8 BLEU
points in My—En compared to only +2.5 BLEU
points in En—+My , for our submissions). The rea-
son is because the ALT test set originates from
English news and the target English monolingual
data is high quality and in-domain with the test
set. Moreover, the source originating Myanmar
sentences are translationese of English news sen-
tences, a setting which is particularly favorable to
BT. Instead, Myanmar monolingual data is out-of-
domain and noisy which makes BT much less ef-
fective. ST helps improving BT performance as
shown in Tab. 2 but the gains are still limited.

5 Conclusion

We described the approach we used in our submis-
sion to the WAT 2019 Myanmar-English machine
translation competition. Our approach achieved
the best performance both with and without the
use of additional monolingual data. It is based
on several methods which we combine together.
First, we use back-translation to help regularizing
and adapting to the test domain, particularly in the
Myanmar to English direction. Second, we use
self-training as a way to better leverage in-domain
source-side monolingual data, particularly in the
English to Myanmar direction. Third, given the
complementary nature of these two approaches we
combined them in an iterative fashion. Fourth,
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we improve decoding by using noisy-channel re-
ranking and ensembling.

We surmise that there is still quite some room
for improvement by better leveraging noisy par-
allel data resources, by better combining together
these different sources of additional data, and by
designing better approaches to leverage source
side monolingual data.
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A Hyper-Parameter Search

In this section we report the set of hyper-
parameters and range of values that we used in our
random hyper-parameter search. For each experi-
ment we searched using N = 30 hyper-parameter
configurations.

Notice that the actual range of hyper-parameters
searched in each experiment may be smaller than
reported below; for instance, if a model shows
signs of overfitting we may search up to 5 layers
as opposed to 6 at the next iteration.

Layers: {4, 5, 6}
Embedding dim: {128, 256, 512, 1024}

FEN dim: {128, 256, 512, 1024, 2048, 4096,
8192}

Attention heads: {1, 2,4, 8, 16}
Dropout: {0.1, 0.2,0.3, 0.4, 0.5}

Batch size (number of tokens): {1, 2, 4, 8,
12, 16, 24, 32} (multiply by 16000)

Label smoothing: {0.1, 0.2, 0.3}

Learning rate: {1, 3, 5, 7, 10, 30, 50, 100,
300, 500} (multiply by le-4)

Seed: {1, 2,3, ...,30}

Data upsampling ratio

— bitext: {1, 2, 3,4, 6, 8, 12, 16, 20, 32,
40, 64}

- forward-translated: {1, 2, 3,4, 6, 8,9}
— back-translated: {1, 2, 3,4, 6, 8,9}

When applying noisy-channel reranking, we
tune the hyper-parameters A\; and A\ on the valida-
tion set. The ranges of the two hyper-parameters
are between 0 and 3.

B Things We Tried But Did Not Use

This section details attempts that did not signif-
icantly improve the overall performance of our
translation system and which were therefore left
out of the final system.
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B.1 Out-of-domain parallel data

Similarly to Guzman et al. (2019) we added out-
of-domain parallel data from various sources of
the OPUS repository’, namely GNOME/Ubuntu,
QED and GlobalVoices. This provides an addi-
tional 38,459 sentence pairs. We also considered
two versions of Bible translations from the bible-
corpus® resulting in additional 61,843 sentence
pairs. Adding this data improved the baseline sys-
tem by +0.17 BLEU for My—En and +0.26 BLEU
for En—My .

B.2 Pre-training

We pre-trained our translation system using a
cross-lingual language modeling task (Lample and
Conneau, 2019) as well as a Denoising Auto-
Encoding (DAE) task (Vincent et al., 2008). They
both did not provide significant improvements; in
the following, we report our results using DAE.

In this setting, we have a single encoder-
decoder model which takes a batch of mono-
lingual data, encodes it with the model’s en-
coder, prepends the encoded representation with
a language-specific token, and then tries to recon-
struct the original input using the model’s decoder.
Additionally, the source sentences are corrupted
using three different types of noise: word drop-
ping, word blanking, and word swapping (Lam-
ple et al., 2018a,b). The goal is to encourage the
model to learn some kind of common representa-
tion for both languages.

We found some gains, particularly for the
En—My direction, however, doing backtransla-
tion on top of DAE pretraining did worse or did
not improve compared to backtranslation without
DAE pretraining. For this reason, we decided to
leave this technique out of our final system.

B.3 PBSMT

We also train a phrase based system using Moses
with a default setting. We preprocessed the data
using moses tokenizer for English sentences. For
Myanmar sentences, we use BPE instead. We train
a count-based 5-gram English and Myanmar lan-
guage models on the monolingual data we collect.
We tune the system using MERT on the ALT val-
idation set. However, the phrase based system
does not perform as good as our NMT baseline.

"nttp://opus.nlpl.eu/
$https://github.com/christos—c/
bible-corpus/



The phrase based system we train on the paral-
lel data only yields 10.98 BLEU for My—En and
21.89 BLEU for En—My , which are 12.32 and
13.05 BLEU points lower than our supervised sin-
gle NMT model.

B.4 Weak Supervision

For augmenting the original training data with a
noisy set of parallel sentences, we mine bitexts
from Commoncrawl. This is achieved by first
aligning the webpages in English and Myanmar
and then extracting parallel sentences from them.
To align webpages, we perform sentence align-
ment using the IBM1 sentence alignment algo-
rithm (Brown et al., 1993), trained on the provided
parallel data to obtain bilingual dictionaries from
English to Myanmar and Myanmar to English.
Using these dictionaries, unigram-based Myanmar
translations are added to the English web docu-
ments and Myanmar translations are added to the
English documents. The similarity score of a doc-
ument pair a and b is computed as:

sim(a,b) = Lev(urly, urly) x Jaccard(a,b)

2)
where Lev(url,, urly) is the Levenshtein similar-
ity between the url, and url, and Jaccard(a,b)
is the Jaccard similarity between documents a and
b. Finally, a one-to-one matching between English
and Myanmar documents is enforced by applying
a greedy bipartite matching algorithm as described
in Buck and Koehn (2016). The set of matched
aligned documents is then mined for parallel bi-
texts.

We align sentences within two comparable
webpages by following the methods outlined in
the parallel corpus filtering shared task for low-
resource languages (Koehn et al., 2019). One of
the best performing methods for this task used the
LASER model (Artetxe and Schwenk, 2018) to
gauge similarity between sentence pairs (Chaud-
hary et al., 2019). Since the open-source LASER
model is only trained with 2,000 Myanmar-
English bitexts, we retrained the model using the
provided UCSY and ALT corpora. For tuning, we
use similarity error on the ALT validation dataset
and observe that the model performs rather poorly
as the available training data was substantially
lower than the original setup.
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Abstract

In this paper, we report our submission sys-
tems (geoduck) to the Timely Disclosure task
on the 6" Workshop on Asian Translation
(WAT) (Nakazawa et al.,, 2019). Our sys-
tem employs a combined approach of trans-
lation memory and Neural Machine Transla-
tion (NMT) models, where we can select fi-
nal translation outputs from either a translation
memory or an NMT system, when the similar-
ity score of a test source sentence exceeds the
predefined threshold. We observed that this
combination approach significantly improves
the translation performance on the Timely Dis-
closure corpus, as compared to a standalone
NMT system. We also conducted source-
based direct assessment on the final output,
and we discuss the comparison between hu-
man references and each system’s output.

1 Introduction

One of the desired features in automatic transla-
tion systems is the ability to flexibly make use of a
translation memory to translate known sentences
and phrase, while still allowing a more flexible
Machine Translation (MT) model to translate less-
familiar phrases and sentences without sacrific-
ing quality. Koehn and Senellart (2010) explored
methods of combining translation memories with
statistical machine translation, and proposed a
method to apply phrase fixing on the translation
candidate retrieved from the translation memory.
As for statistical machine translation models, Neu-
ral Machine Translation (NMT) models have been
nowadays employed in large-scale production MT
systems (Johnson et al., 2017; Hassan et al., 2018)
due to its state-of-the-art performance in many
languages.

There are several studies that combine trans-
lation memories with NMT models. Cao and
Xiong (2018) introduced the idea of using a trans-
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Transformer Option 2: Generate translation

(MT system)
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(source serr‘\/tence) — ¥ Translation Output
Translation Option 1: Retrieve target sentence

Memory

Figure 1: Overview of our proposed approach combin-
ing translation memory and NMT models.

lation memory gating network with NMT mod-
els in a multi-encoder fashion so that the model
can make full use of both training data and the re-
trieved data. Zhao et al. (2018) created phrase ta-
bles as recommendation memory and let the NMT
models select the better translation. In Gu et al.
(2018), the authors proposed a search-engine-
guided NMT model, where a search engine first
collects a small subset of relevant training transla-
tion pairs from the translation memory and NMT
models are trained on the subset as well.

In this paper, we combine a translation mem-
ory with an NMT model, simply choosing either
the translation memory output or NMT output at
inference time, depending on a similarity score
of a given source sentence, and then investigate
the effectiveness of this strategy. Figure 1 illus-
trates an overview of our proposed architecture.
In Section 2, we first conduct an analysis of the
Timely Disclosure task data set and report inter-
esting characteristics. In Section 3, we explain our
approach of combining a translation memory with
an NMT model. We describe our experimental de-
sign in Section 4, and we report experimental re-
sults, human evaluation analyses, and discussion
in Section 5. In Section 6, we conclude by sum-
marizing our findings on the task and contributions
of the paper.

Proceedings of the 6th Workshop on Asian Translation, pages 123-130
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



size #(Ja)  #(En)

Train. 1,403,995 583,805 709,358

Dev. 3,998 3,518 3,752

Devtest 4,014 3,753 3,483

Test 3,277 2,898 —
Table 1: Data statistics of Timely Disclosure Docu-

ments Corpus. # denotes the number of unique sen-
tences in each language.

2 Analysis of Timely Disclosure
Documents Corpus

We first analyzed the data set for the Timely Dis-
closure Task! to better understand trends in the
data set. The corpus consists of past years’ timely
disclosure documents, and contains about 1.4 mil-
lion Japanese-English sentence pairs. Table 1 re-
ports the statistics of the full corpus. Here, we
show the total size of parallel corpora, as well as
the number of unique Japanese (Ja) and English
(En) sentences in each data set. From this table,
we can observe a large number of duplicated train-
ing examples on both the source and target sides.
We also checked for duplicates between training
data (Train.), development (Dev.) and devtest (De-
vtest), and found respectively 1,047 and 1,117 du-
plicated translation pairs between Train. and Dev.
/ Devtest data sets. Note that unique hash values
are given to all translation pairs, which guarantees
that these sentence-level translation pairs are inde-
pendently sampled from the original documents.
This finding is our motivation for combining trans-
lation memory retrieval with NMT models, and we
investigate if this leads to an improvement in trans-
lation quality.

3 Combining Translation Memory with
Neural Machine Translation

As observed in Section 2, approximately 26% of
the development data set and 28% of the devtest
data set are exact duplicates on both source and
target of a sentence pair in the training data set.
Considering this characteristic of the evaluation
data sets, we use the entire training data set as a
translation memory and allow the system to di-
rectly retrieve a translation candidate for each test
sentence based on the best similarity score. If

'nttp://lotus.kuee.kyoto-u.ac. jp/WAT/
Timely_Disclosure_Documents_Corpus/
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there is no translation candidates in the transla-
tion memory whose similarity score exceeds the
threshold, we let the NMT models generate a
translation and use it as a final output. We would
like to mention that this kind of translation sce-
nario is not specific to this task data set but also
is common in other domain text translations like
a software manual. We aim at investigating when
to and when not to translate from scratch in such
scenarios.

3.1 Retrieval Approaches on Translation
Memory

The retrieval approach on the translation memory
is useful, since it is well known that NMT mod-
els are data-hungry and it is difficult to control the
translation outputs generated by NMT models. At
inference time, we calculate a sentence-level sim-
ilarity score between a query, i.e. a given source
sentence, and all the source sentences stored in the
translation memory. If there exists a source sen-
tence in the translation memory whose similarity
score is above the threshold, we employ its tar-
get sentence as a final output. In our systems, we
provide two types of retrieval approaches: 1) Edit-
distance-based retrieval and 2) Inverse document
frequency(IDF)-based retrieval.

Edit-distance-based  retrieval The  edit-
distance-based retrieval is a widely-used method
in work that investigates using translation mem-
ories to enhance NMT models (Gu et al., 2018;
Cao and Xiong, 2018). We calculate the similarity
score between two source sentences (S7 and Ss)
using the character-based Levenshtein distance as
follows:

Agist (51, 52)
max (|S1],]S2])’
where A4;,: indicates the Levenshtein distance of

sentences S7 and Sy. |S| denotes the length of a
sentence S.

Simegi¢ (S1,S2) = 1 — o))

IDF-based retrieval An IDF-based retrieval ap-
proach was investigated by Bapna and Firat
(2019). Following the previous work, we calcu-
late a sentence-level similarity score by using an
IDF score f; of a token ¢ as follows:

ook

te(S1 USQ) (2)

>oooh

te(S1S2)

Simidf(Sl, 52) =2 X



ft - log ‘CTM‘ )
ny

3)

where |Cr)y| is the number of sentence pairs in
the translation memory. n; denotes the number
of occurrences of a token ¢ in the corpus. In
our preliminary experiments, we found that using
sub-words for a token unit ¢ is better than char-
acters. We also tried IDF-based n-gram retrieval
proposed in (Bapna and Firat, 2019); however,
the two above-mentioned retrieval methods always
worked better.

3.2 Neural Machine Translation

We employ a Transformer (base) model (Vaswani
et al., 2017) as a default NMT system in our
proposed approach. Transformer is modeled as
an encoder-decoder network architecture, where
an input sentence x (r1,22,...,2y) IS en-
coded into a fixed vector space and decoded
from the fixed vector to the output sequence
v = (y1,Y2,-..,Ym). Following Vaswani et al.
(2017), the inputs are mapped into the 512-
dimensional embedding space with positional em-
bedding. Both the encoder and decoder networks
map the vectors through 6-layer 2048-dimensional
feed-forward networks with 8-head self-attention
and layer-normalization (Ba et al., 2016), and
the decoder has an 8-head attention layer before
the feed-forward network layer between the tar-
get hidden state and the source hidden states. We
shared the parameters across the target embed-
dings and a softmax layer in the decoder (Inan
et al., 2017; Hashimoto and Tsuruoka, 2017). To
avoid overfitting, we use dropout with the rate
of 0.1 and introduce the label-smoothed cross en-
tropy loss with the coefficient of 0.1 (Pereyra et al.,
2017). We use Adam (Kingma and Ba, 2015) to
optimize all model parameters. We apply warm-up
learning rate scheduling, increasing the learning
rate linearly during predefined warm-up updates
and applying learning rate decay based on the in-
verse square root of the update number (Vaswani
etal., 2017).

4 Experimental Design

Data Preparation All of the training corpora
provided for ITEM and TEXT data are concate-
nated into a single training corpus. We also use
the 1M Japanese-English Wikipedia parallel cor-
pus provided by Asai et al. (2018) as an additional
training resource. The corpus is automatically
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created by crawling multilingual Wikipedia pages
and applying a sentence aligner. Because the par-
allel data in that corpus are pre-tokenized, we ap-
plied a detokenization script on both sides. In pre-
liminary experiments, we confirmed that using the
additional Wikipedia training data improved trans-
lation accuracy on the task.

All of the data sets are tokenized using
SentencePiece (Kudo and Richardson, 2018),
and we set the vocabulary size to 32k. To deter-
mine the optimal sentence-similarity threshold in
the retrieval approaches, we evaluated the systems
based on sacreBLEU score (Post, 2018) with
thresholds varying within {80, 100} and {10, 25}
for THRESHOLD,4;; and THRESHOLD;pF, re-
spectively. The best thresholds for each NMT sys-
tem are determined based on the development re-
sults. When tuning our submission systems, we
perform the threshold optimization on the devtest
data, and the development data is added into the
translation memory.

System Description A (Marian) We use a
codebase of Marian (Junczys-Dowmunt et al.,
2018) to train the Transformer model described
in Subsection 3.2. In System A, we set the mini-
batch size to 1,000. The initial learning rate and
warm-up steps are set to 0.0002 and 8,000. The
maximum length of the training examples is set to
100, and 0.4% training data are discarded during
the training. We trained the system for 200k up-
dates with 8 GPUs. Regarding data preprocessing,
we create a joint vocabulary with the size of 32k.
We refer System A as “Marian” after this.

System Description B (Fairseq) We use a vo-
cabulary set separately created in the source and
target languages, and each vocabulary size is set to
32k. We fill a mini-batch with up to 6,000 tokens,
and we use the initial learning rate of 1e—-07 and
warm-up updates of 2,000. We trained the model
for 80k updates with 4 GPUs. We use a codebase
of Fairseq (Ott et al., 2019). We refer System B
as “Fairseq” in the following sections. At infer-
ence time, we use the beam-search decoding with
the size of {4, 8,12} and select the best beam size
based on the development results for both systems.

Large-scale Black-box MT systems To verify
the effectiveness of using translation memory on
the task, we experiment by using three types
of production-level black-box MT systems, i.e.



Dev. Devtest
Marian 48.6 50.6
Fairseq 40.9 422
Online A 24.8 24.8
Online B 24.5 24.4
Online C 24.5 24.5

Table 2: General translation accuracy of each system
on the concatenated data (ITEM+TEXT).

Google Translate?, Microsoft Bing Translator,
and Mirai Translate*. More concretely, we re-
place our MT outputs with those of the production
MT systems and evaluate the translation perfor-
mance. These online MT systems are anonymized
into Online A, Online B and Online C in a random
order after this section.

5 Results and Discussion

5.1 Experimental Results

First of all, we evaluate the overall translation
accuracy of each NMT system and production
system on the concatenated data (ITEM+TEXT).
Table 2 reports the case-sensitive sacreBLEU
scores of the NMT systems and the production
systems without translation memory. Marian
shows the best BLEU score on both development
and devtest datasets. The reason for this can be
that Marian as an over-trained model translates
better on the duplicates. We also see huge gaps
between our white-box NMT systems and online
black-box MT systems at least by 16.1 and 17.4
BLEU scores on development and devtest data
sets, respectively. The three online systems show
equivalent accuracy with each other due to lacking
the training examples of the task.

Table 3 shows the experimental results of our
proposed approach using the translation memory,
reporting the sacreBLEU scores on the ITEM and
TEXT evaluation data sets. The best retrieval ap-
proach is different for those two data sets. We
found that in general, edit-distance-based retrieval
produces better results for ITEM data, while the
IDF-based retrieval works better for TEXT data.

The only exception to this was Online C on

2https
2019.

3https
July, 2019.

4https
2019.

://translate.google.com/, as of July,
://www.bing.com/translator, as of

://miraitranslate.com/en/ as of July,
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threshold Dev. Devtest

Marian 89 54.1 58.1

Fairseq 89 53.3 57.0

ITEM Online A 83 51.2 55.6
Online B 80 51.8 55.8

Online C 83 51.6 55.6

Marian 18 57.7 57.9

Fairseq 14 57.1 57.6

TEXT Online A 15 55.9 56.7
Online B 10 55.6 56.4

Online C 80 55.7 56.8

Table 3: BLEU results of our proposed approach on
the evaluation data sets ITEM and TEXT).

threshold Devtest.  Test
MEM fiies s 366 5090
TEXT i a7 sioe
Table 4: BLEU results on the evaluation data sets

(ITEM and TEXT). We employed edit-distance-based
and IDF-based retrieval approaches for evaluation on
the ITEM and TEXT data sets, respectively. The
BLEU scores on the test set are cited from the official
leader board (http://lotus.kuee.kyoto-u.
ac.Jjp/WAT/evaluation/).

TEXT. Higher sentence-similarity thresholds were
selected for Marian and Fairseq with the ITEM
data, indicating that the outputs generated by these
systems show better quality than those by the on-
line systems. Introducing the translation memory
to the systems outputs, however, we can largely
fill the gaps between our systems and the online
systems by around 1-2 BLEU scores on both eval-
uation data sets.

Table 4 shows the results of our submission
systems on the devtest and test data sets, where
Fairseq provides the result of an ensemble with 4
replicas. We include the development translation
pairs in the translation memory, and selected the
threshold to use on the test data based on scores
on the devtest data set.

5.2 Human Evaluation

We used source-based direct assessment for hu-
man evaluation, as described in Cettolo et al.
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Figure 2: Human Evaluation Score Distributions

(2017). For the annotation process, we used an up-
dated version of Appraise (Federmann, 2012), the
human evaluation tool used for the Conference on
Machine Translation (WMT)’, and we followed
the evaluation campaign setup as specified in Has-
san et al. (2018). In source-based direct assess-
ment, annotators are shown source text and a can-
didate translation and are asked the question “How
accurately does the above candidate text convey
the semantics of the source text?”, answering this
using a slider ranging from O (Not at all) to 100
(Perfectly).

In this campaign we examined five systems:
Marian, Fairseq, Online A, Online B and Online
C. We also added human reference (HREF) to the
campaign for comparison. Table 5 shows the eval-
uation campaign parameters. We hired 25 bilin-
gual crowd-sourced annotators and assigned two
tasks to each. We collected a single score for
each of the randomly selected translations on each
system. There were no overlapping annotation
items among annotators. For the ITEM testset,
we obtained at least 873 assessments for each sys-
tem®. Likewise we obtained 511 assessments for
the TEXT testset. We collected a total of 8,308
annotation data points.

Table 6 shows the mean scores for ITEM, TEXT
and ALL (ITEM+TEXT) for each system. A bold-
faced number indicates that the mean score is in-
distinguishable from HREF in the same category
(ITEM, TEXT or ALL) using the Mann-Whitney
U Test at p-level p < 0.05. Figures 2a and 2b
show the evaluation score distributions for ITEM
and TEXT, respectively.

Shttp://www.statmt.org/wmt19/
%We obtained 874 assessments for some systems.

127

Testset: Devtest
Annotators: 25
Tasks: 50
Redundancy: 1
Task per Annotator: 2
Data points: 8308

Table 5: Human Evaluation Campaign Parameters

ITEM TEXT ALL
HREF 73.4 71.0 725
Fairseq 73.2 66.5 70.8
Marian 73.0 66.3 705
Online A 71.9 69.2 170.9
Online B 71.4 68.2 702
Online C 71.7 67.1 70.0

Table 6: Human Evaluation results. The boldfaced
numbers indicate that they are indistinguishable from
HREEF at p-level p < 0.05.

5.3 Discussion

The human evaluation results indicate that the
translation quality of each system is comparable
with human reference for the ITEM testset while
the differences were statistically significant for the
TEXT testset. One possible reason for this is
that the retrieval approach using the translation
memory works better for shorter sentence transla-
tion in the ITEM dataset but not for longer sen-
tence translation in the TEXT dataset. The av-
erage English sentence length of the ITEM de-
vtest is 7.7, whereas that of the TEXT devtest
is 25.6. Regarding the number of unique words,
the ITEM data contains 22,453 vocabulary items,



# ITEM

Source —  MEERRERNCE DS AR

HREF 28 Based on materials provided by ITA

Fairseq 99  Assessed based on documents presented by the requester.
Marian 99 Assessed based on documents presented by the requester.
Online A 99 Assessed based on documents presented by the requester.
Online B 99 Assessed based on documents presented by the requester.
Online C 99 Assessed based on documents presented by the requester.

Table 7: Translation examples of each system on the devtest data set (ITEM) that obtain a higher evaluation score

than the human reference.
translation memory.

“#” denotes the human evaluation score. All the translations are retrieved from the

# TEXT
Source — B, LIIVESIEI M OR Y FAEZ ERECS ©62MH008k & W L E L,
HREF 97 In addition, the Company made an annual dividend of 62.00 yen for the fiscal year
ending March 31, 2019.
Fairseq 96 The dividend forecast for the fiscal year ending March 31, 2019 is 62.00 yen per share.
Marian 95 The Company’s dividend forecast for the fiscal year ending March 31, 2019 is projected

to be ¥62.00 per share.

Table 8: Translation examples of each system on the devtest data set (TEXT) that are highly evaluated by human
annotators. The column of “#” reports the human evaluation score of each output. Both translation outputs are

generated by the NMT models.

while the TEXT datasets does 28,507. These dif-
ferent trends between the ITEM and TEXT data
suggest that the systems are required to translate
relatively fixed phrases or sentences more in the
ITEM data set, which is a suitable scenario for
translation memories. On the other hand, it also
suggests that MT is more desirable in the cases
where long sentences with a variety of expressions
need to be translated. However, this is not always
the case for the TEXT translations with our sys-
tems because longer sentences which may contain
major semantic errors can be chosen due to their
high similarity scores. Tables 7 and 8 show each
system’s translation outputs and its human eval-
uation score on the devtest data set ITEM and
TEXT).

Our approach of combining a translation mem-
ory with MT systems is evaluated lower than
the human reference by human annotators on the
TEXT data, whereas the online systems are more
highly evaluated among all the systems. It is be-
cause those production systems are better at trans-
lating longer sentences due to much larger training
corpora. For instance, Google Translate is trained
on three or four orders of magnitudes larger train-
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ing data (Johnson et al., 2017), and such a sys-
tem should cover a variety of expressions and
domains. Thus, it is still important to improve
the translation quality of NMT models on longer
sentences, which has been actively studied in the
context of document-level translation (Jean et al.,
2017; Tiedemann and Scherrer, 2017; Junczys-
Dowmunt, 2019).

6 Conclusion

This paper describes our submission systems to
WAT’19 Timely Disclosure task. The system is a
combination approach of translation memory and
NMT model. First, we observed that 26-28% of
data are duplicated between training data and test
sets. The system enables us to directly retrieve a
translation candidate from the translation memory.
Any MT model can be applied to our approach,
and we confirmed its effectiveness even when us-
ing black-box MT production systems. Results
from the human evaluation campaign demonstrate
that translation on a fixed form or short expres-
sions can be covered well with translation mem-
ory, while NMT is much more robust especially



when flexible translation on longer sentences is re-
quired.
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Abstract In this edition of Workshop on Asian Transla-

This paper describes the Neural Machine
Translation systems used by IIIT Hyderabad
(CVIT-MT) for the translation tasks part of
WAT-2019. We participated in tasks pertaining
to Indian languages and submitted results for
English-Hindi, Hindi-English, English-Tamil
and Tamil-English language pairs. We em-
ploy Transformer architecture experimenting
with multilingual models and methods for low-
resource languages.

1 Introduction

Neural Machine Translation (NMT) has emerged
as the de-facto standard for language translation
following the success of deep learning. Recur-
rent Neural Networks (Sutskever et al., 2014),
Convolutional sequence to sequence (Gehring
et al.,, 2017) and pure attention based Trans-
former (Vaswani et al., 2017) architectures have
incrementally improved translation numbers over
the years.

Recent works demonstrate success in training
multiway among several languages while sharing
parameters and learning across languages (Aha-
roni et al., 2019; Artetxe and Schwenk, 2018).
Multiway models enable few-shot learning among
several pairs of languages for which parallel data
does not exist in training by being able to implic-
itly pivot (Johnson et al., 2017) through parameter
sharing across languages.

Despite the success of NMT and surrounding re-
search in neural methods in other languages around
the world, not many successful NMT systems or
trained models for Indian languages are available
for public use at the time of writing this paper. In-
dian languages pose a challenge for NMT due to
scarcity of parallel corpora across many languages.

*Equal contribution.

Tjerin .philip@research.iiit.ac.in
shashank. siripragada@alumni.iiit.ac.in
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tion (WAT) (Nakazawa et al., 2019), we explore
multiway-models for Indian Languages, improv-
ing upon our WAT 2018 submissions in the IIT-
Bombay Hindi-English tasks. We pursue two ap-
proaches to the UFAL English-Tamil tasks, one
training from scratch (cold-start) and fine-tuning
an already trained model from a pretrained model
on a different dataset (warm-start).

The rest of this document is organized as fol-
lows: Section 2 outlines ideas used in the task.
Section 3 details the implementation and in Sec-
tion 4 we summarize our findings.

2 System Components

NMT is commonly formulated in literature within
an encoder-decoder framework. An encoder con-
sumes the source-side sequence and provides rep-
resentations rich in context across the sentence.
The decoder along with an attention module
looks at the encoded-representations of the source-
sequence and generated target-language tokens to
predict the token at the current time-step.

In our experiments, we use the Transformer ar-
chitecture (Vaswani et al., 2017) which is state-
of-the-art in several natural language tasks such
as Translation, Language modelling (Lample and
Conneau, 2019) and Language understanding (De-
vlin et al., 2019). The transformer is used in both
the encoder and decoder.

2.1 Multiway Translation Models

Recent advances and extensive studies (Aharoni
et al., 2019; Johnson et al., 2017) suggest using
multilingual models to get best results and robust
translation systems. A single model is trained here
to translate across several languages sharing pa-
rameters. We use a shared encoder and decoder for
multiway training, switching between target lan-

Proceedings of the 6th Workshop on Asian Translation, pages 131-136
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guages by use of a special token (__t2xx__) fol-
lowing Johnson et al. (2017).

2.2 Backtranslation

One widely successful method to exploit monolin-
gual data to improve the NMT systems is back-
translation proposed by Sennrich et al. (2016)
wherein an NMT system trained from target to
source is used to translate the monolingual data.
The synthetic parallel data thus obtained is used to
augment the source to target NMT system. We em-
ploy backtranslation in both the multiway model
and the model trained from scratch.

2.3 Low-Resource settings

It has been shown that the performance of neural
machine translation (NMT) drops in low-resource
conditions, underperforming statistical machine
translation (SMT). Sennrich and Zhang (2019) ar-
gue that this is due to lack of system adapta-
tion to low-resource settings. They demonstrate
that with suitable choice of parameters in low-
data setting NMT systems can outperform Phrase
Based SMT (PBSMT). To this end they propose
reduction of subword vocabulary size, aggressive
dropout, label smoothing and some more set of
best practices. Following their settings for our En-
glish Tamil model, we restrict the subword vocab-
ulary size of English and Tamil to 2000 each. We
also use layer normalization after every encoder
and decoder layers and label smoothing.

3 Experimental Setup

In this section, we describe our setup in detail. In
3.1, we describe the multiway system which gave
the best numbers for the Hindi-English tasks pro-
vided by the IIT-Bombay Hindi-English corpus,
followed by the setup for UFAL English-Tamil
task in 3.2. 3.3 discusses evaluation metrics com-
mon to both tasks.

3.1 Indian Language Multiway System

We use The IIT-Bombay English-Hindi (II'TB-hi-
en) (Kunchukuttan et al., 2018) corpus provided
by the organizers. This dataset supplies paral-
lel corpus for English-Hindi as well as monolin-
gual Hindi corpus. We use noisy backtranslated
Hindi-English corpus obtained through our pre-
vious models for the same task translating Hindi
monolingual data provided by IITB-hi-en to En-
glish. In addition to this, we use the Indian

132

Language Corpora Initiative Corpus (ILCI) (Jha,
2010) and the Indian Language Multi Parallel Cor-
pus (WAT-ILMPC) (Nakazawa et al., 2018) con-
sisting of subtitles provided as training data for
WAT-2018.

Source #pairs type
IITB-hi-en 1.5M  en-hi
Backtranslated-Hindi 2.5M  en-hi
WAT-ILMPC 188K  xx-en
ILCI 50K xx-yy
Backtranslated-wiki 104M  mono

Table 1: Training dataset used for ilmulti model. xx-yy
indicates parallel sentences aligned across multiple lan-
guages. xx-en indicates bilingual corpora with English
in one direction.

We use pairs obtained among Hindi (hi), En-
glish (en), Tamil (ta), Malayalam (ml), Telugu (te)
and Urdu (ur) from the datasets mentioned in Ta-
ble 1 in training our model hereafter referred to as
ilmulti.

We use sentences extracted from Wikipedia
dumps of the respective languages, monolingual
data provided by WAT-ILMPC and some addition-
ally crawled news-articles for further backtransla-
tion to obtain more training samples across lan-
guages. We backtranslate only to Hindi and En-
glish from other low-resource languages since the
BLEU scores for the other directions were not
promising. We refer the reader to Philip et al.
(2019) for comprehensive information on the data
used in training this model and multilingual com-
parisons on other test-sets.

Preprocessing and Filtering We use trained
SentencePiece (Kudo, 2018)1 models to tokenize
the sentences in all languages and source to target
token count ratio to filter sentences. We chose sen-
tences whose source to target ratio is between 0.8
and 1.2. In addition to this, we use a threshold of
98% language match through langid. py (Lui and
Baldwin, 2012) to remove sentences that did not
belong to the language the parallel corpus was pro-
vided for. These methods are applied on both the
original training data and the backtranslated corpus
added to augment training data.

Training and Inference We use the default con-
figuration provided by transformer model in
fairseq (Ott et al., 2019).> Embedding layers of

"https://github.com/google/sentencepiece
*https://github.com/pytorch/fairseq



No Model BLEU RIBES AM-FM Human
en-hi  hi-en en-hi hi-en en-hi hi-en en-hi hi-en

1 ilmulti 20.17 22.62 0.761061 0.766180 0.701670  0.637230 - -

2 1 + backtranslation 20.46 2291 0.765422 0.768324 0.702380 0.641730 - -
en-ta ta-en en-ta ta-en en-ta ta-en en-ta  ta-en

3 2 (out of the box inference) 0.80  4.68

4 2 + UFAL warm-start 1091 27.14 0.671850 0.770024 0.795160 0.693750 - -

5 UFAL cold-start 13.05 30.04 0.698482 0.788588 0.801570 0.707060 - -

Table 2: Translation evaluation scores on [IT-Bombay Hindi-English and UFAL English-Tamil test sets. 3 and 4
indicate BLEU obtained during ilmulti inference out-of-box and warm-start respectively. Bold indicates best values
among all submissions at the time of writing this paper.

dimension 512 are in place and are shared among
the encoder and decoder (also known in literature
as tied embeddings) along with the parameters.
Stacked 6 Multi-Head-Attention layers were used
to realize both the encoder and decoder. The model
is trained with Adam optimizer with the token-
wise negative log-likelihood objective. We trained
on 4 nodes with 4 NVIDIA 1080Ti GPUs. We used
beam-search with beam-size of 10 for generating
the translations at test time.

3.2 UFAL English-Tamil Tasks

For UFAL English-Tamil tasks, we explore train-
ing single direction models from scratch and fine-
tuning our ilmulti model.

Source #pairs type
UFAL EnTam 160K en-ta
Leipzig Newscrawl 300K  tamono
Kaggle Indian Politics News 300K  en mono

Table 3: Training dataset used for UFAL English-Tamil
task.

Dataset For the UFAL English-Tamil translation
task we used the EnTam v2.0 dataset (Ramasamy
et al., 2012). This parallel corpora covers texts
from bible, cinema and news domains. Additional
Tamil monolingual data was obtained by sampling
a subset of 300K sentences from Leipzig Tamil
Newscrawl® data to avoid deterioration from noise
per Edunov et al. (2018). For English monolin-
gual data, we used a subset of 300K sentences ran-
domly sampled from Kaggle Indian Politics News
data* which contains 15346 news articles along
with their headlines. We have restricted to use of
only 300K additional English and Tamil monolin-
gual sentences in order to maintain a appropriate
ratio of original and synthetic parallel data after
Shttp://cls.corpora.uni-leipzig.de/en/tam_
newscrawl_2011

*https://www.kaggle.com/xenomorph/
indian-politics-news-2018
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back-translation. Adding too much synthetic par-
allel data introduces more than feasible noise in
already brittle model trained in low-resource set-
tings.

Preprocessing and Filtering We used Senten-
cePiece to restrict the vocabulary size while being
able to cover the full text. For the UFAL English-
Tamil task we have trained a SentencePiece model
separately on English and Tamil corpus restricting
the Vocabulary size to 2000 tokens in each lan-
guage. Pairs with length ratio of target to source
sentences less than 0.7 were filtered out from both
original as well as backtranslated data.

Backtranslation For backtranslation exper-
iments, we augmented training corpus with
additional data comprising of 300K sentences. We
obtained the noisy synthetic data for augmentation
by translating monolingual data in both en—ta
and ta—en directions, using the data described
in Table 3. For obtaining synthetic data, beam
search with beam size of 5 was used. Edunov
et al. (2018) demonstrate that the original parallel
data provides much richer training signal as
compared to synthetic data generated by beam
search. Hence we upsample the original data by
a factor of 2 which results in the ratio of UFAL
EnTam(~150K) to synthetic data(~300K) being
1:1.

Training We used the Transformer-Base imple-
mentation available in fairseq. The encoder and
decoder have 5 layers each with and embedding di-
mension of 512 and 8 attention heads. The inner-
layer dimension is 2048. We apply layer nor-
malization (Ba et al., 2016) before each encoder
and decoder layer. We use dropout, weight decay
and label smoothing to regularize the model. The
model is trained to minimize the label smoothed
cross entropy loss using Adam optimizer with la-
bel smoothing of 0.2. We run the training on 4



Source A room was arranged for him at Sun Towers Lodge.

Hypothesis ~ @eumé@ Far CLmiev Caurl e @ e eFhur® Qe 4HhS Gl

Target OIBIGETET F6iT Leufen L gdleh SieuBSE Sienm eFHUTLTEmHS S

Source His administration, however, has been regarded as untenable in the eyes of substantial sections of the ruling
class.

Hypothesis ~ ,emmed SjeuBLW B euTSLd Sy, @hd euf &&5dler senfgomer fleysafer LmFameauid g&-
SEMEUS FId QBTETET (PTG G TNl SHSLILGFHD G

Target eraueurmmullgnid, Sieur gl IF TS, Sy, EHd &gl seanflgwrer Nflelery gl &6 s Ehs@
FhymLwgTag Carearmeldhmev.

Source NArEha psereaisgeusdiG HEODTE e hHGasTed Cgameu

Hypothesis  French capitalism needs another prop.

Target French capitalism needs another prop

Source @63 gwHlaouis Lufthansa alorafllsens@ simssmersd Qarhdss SWTTTS QHEST .

Hypothesis  Under these conditions, Lufthansa would not be prepared to make concessions to pilots.

Target Under these circumstances, Lufthansa will hardly be prepared to make any concessions to the pilots.

Table 4: Examples from the test set of correctly translated samples.

NVIDIA 1080Ti GPUs with mini-batches of max-
imum size of 4K tokens. The model described
above is referred to hereafter as Transformer-base.

We further extend the existing ilmulti +
backtranslation model to UFAL English-Tamil
training data domain by warm-starting and train-
ing for a few epochs.

Inference and decoding Decoding was per-
formed with beam size of 5 for generation of hy-
potheses for both en—ta and ta—en tasks. For
UFAL-3 and UFAL-5, ensembles of models were
used in inference by test time averaging outputs
from last 5 checkpoints saved at interval of 10
epochs. In experiment UFAL-6, for generating
hypotheses, length penalty of 1.5 for en—ta task
and 2.0 for ta—en task was enforced.

3.3 Evaluation

We primarily use Bilingual Evaluation Understudy
(BLEU) (Papineni et al., 2002) scores for compar-
isons. BLEU is an automatic evaluation metric
widely use for translation and is based on preci-
sion. N-grams of sizes 1-4 are used to compute
precision and the geometric mean of the same is
multiplied by a brevity-penalty (BP) to obtain the
final score. For aggregate value over a corpus, mi-
cro averaging is performed. In addition to BLEU,
we report AM-FM, RIBES (Isozaki et al., 2010)
and Human Evaluation scores from the submission
site, when available.

4 Results and Discussion

Since IITB-hi-en has been widely discussed in the
past, we focus on UFAL English Tamil in this pa-
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per. We provide both qualitative and quantitative
analyses of the results obtained below.

4.1 Quantitative Results

IITB-en-hi The automated evaluation scores for
both directions in IITB-hi-en are reported in Ta-
ble 2. For hi—en, the ilmulti model provides
BLEU scores higher than past submissions, and
the additional augmentation through backtransla-
tion gives an extra +0.39 increase in BLEU. A
similar increase in en—hi direction with respect to
the ilmulti model was observed through addi-
tion of backtranslated data. Both provide compet-

itive numbers, although not the best in the cate-
5

gory”.
UFAL English-Tamil With no further training
on the ilmulti model with backtranslation, we
evaluate for BLEU scores on the test-set of UFAL
English Tamil task. However, the non-adapted
model leads to poor BLEU scores. On warm-
starting and training with UFAL English-Tamil
dataset further for a few epochs, we obtain better
scores in both directions. These numbers are re-
ported in Table 2.

However, the warm-started multiway model
underperforms compared to model trained from
scratch described below. Table 6 indicates the
incremental improvements along with the num-
bers which got us to the best scores on the test
set, training from scratch using only UFAL En-
glish Tamil training data to begin with. We re-
fer to BLEU scores obtained in UFAL-1 as base-

5The same model performs reasonably well for the WAT-
ILMPC tasks from WAT-2018.



Source Or you could leave and return to your families as men instead of murderers.

Hypothesis ~ j6beu gl QaTanSTTT SEHEGL LS 2 miger gl GHOUARSEDSGS SHLOLAL Curseurd.

Target Sjavgl Braser QaaiCu), QETaSTTTSEhEGL LHTE o amrEeTTs 2 BGaT @O LOLIBIS-
@H&GS S(HLOLGTLD.

Source Srinivasan has his hand in the original of *Vellithirai’ currently under production in Tamil.

Hypothesis  'GeuaiefgHenr'iler flgdemeleh LThafleur geir angeuaLd aneusgiaTerm.

Target sHGUT g FOI wrrTld Qarery®s@L ‘Qeudrailsg deany e eiflelere, ‘o gwenrTF STyLd'
UL gaid Lihefeursefe Ltisafiliy o evor(®.

Source SIBIGETET F6iT LaUfev L gleh SjeuBSG Senm e HUTL TN GES Sl.

Hypothesis  In the Sun Dawers lodged there, he had a slap.™*

Target A room was arranged for him at Sun Towers Lodge.

Source WPSETPODWTS STSHe LLQrereann Qws@HCmer.

Hypothesis I am directing a romantic film for the first time.**

Target Vikraman is confident that this love story will appeal to the youth.

Table 5: Failure cases among translated samples. Red colored words in source text do not have corresponding
translation in generated hypothesis. Generated hypotheses marked with ** are fluent but don’t preserve meaning

of source sentence.

1d Model BLEU
en-ta ta-en
UFAL-1 Transformer-base 11.59  27.31
UFAL-2 UFAL-1 + filtered 11.73  27.58
UFAL-3 UFAL-2 + ensemble 11.96 28.05
UFAL-4 UFAL-3 + backtranslation  12.63  29.21
UFAL-5 UFAL-4 + ensemble 12.87  29.75
UFAL-6 UFAL-5 + length penalty 13.14  30.10
UFAL-5 + length penalty 13.05"  30.04"

Table 6: Automated evaluation scores on the UFAL En-
Tam v2.0 test set. This table demonstrates incremental
improvements which got us to the final submission in
Table 2. T indicates numbers from the submission site,
others were computed locally and have minor differ-
ences.

line BLEU scores for English-Tamil and Tamil-
English tasks. Using filtered data to warm-start
the UFAL-1 model provided only marginal incre-
ments in BLEU for translation in both directions.
In UFAL-4, significant improvements in BLEU
scores were obtained by doing warm-start of En-
glish to Tamil and Tamil to English model on fil-
tered UFAL EnTam train data augmented with ad-
ditional back-translated data. Further, based on
observation that length ratio of generated hypothe-
ses to reference sentence in UFAL-5 was less than
1.0 on validation data for both tasks, we found that
enforcing appropriate length penalty for both tasks
gave better BLEU scores on validation data. These
settings of length penalty parameters were used for
obtaining best evaluation BLEU scores in UFAL-
6.
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4.2 Qualitative Samples

The qualitative samples from Table 4 indicate
en—ta comparable to ta—en, despite the imbal-
ance in BLEU scores. We attribute this to be due
to the tokenization in place while determining n-
grams for BLEU computation. Whitespace and
punctuation based tokenization fails to recognize
multiple words conjoined to obtain newer words
in Tamil, being an agglutinative language.

Table 5 indicates failure cases, many of which
shows under-translation phenomena, when all
source tokens do not have corresponding translated
tokens in generated translation.

5 Conclusion and Future Work

In this paper, we built and demonstrated that a
practical translation system is feasible in low-
resource settings with improvements in perfor-
mance of models obtained from pre-processing
and filtering, augmentation with additional train-
ing corpus using back-translation and simple in-
tuitive tuning of hyper-parameters like length-
penalty. Along with this system description pa-
per, we release the trained models and associated
code for tokenization and inference®. A live web-
interface is hosted on the web and available at
preon.iiit.ac.in/babel.

There is an increasing interest in unsupervised
methods for NMT (Lample et al., 2017; Artetxe
et al., 2018) and also to obtain parallel-pairs from
sources which provide same content in different

8 github.com/jerinphilip/ilmulti/



languages (Schwenk et al., 2019; Schwenk, 2018).
We intend to tap into increasing monolingual data
online across major languages of the country to
collectively improve multilingual models in the fu-
ture.
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Abstract

This paper describes the Neural Machine
Translation systems of IIIT-Hyderabad
(LTRC-MT) for WAT 2019 Hindi-English
shared task. We experimented with both
Recurrent Neural Networks & Transformer
architectures. We also show the results of our
experiments of training NMT models using
additional data via backtranslation.

1 Introduction

Neural Machine Translation (Luong et al., 2015;
Bahdanau et al., 2014; Johnson et al., 2017; Wu
et al., 2017; Vaswani et al., 2017) has been re-
ceiving considerable attention in the recent years,
given its superior performance without the de-
mand of heavily hand crafted engineering ef-
forts. NMT often outperforms Statistical Machine
Translation (SMT) techniques but it still struggles
if the parallel data is insufficient like in the case
of Indian languages. Hindi being one of the most
common spoken Indian languages, continue to re-
main as a low resource language demanding fur-
ther attention from the research community. The
Hindi-English pair has limited availability of sen-
tence level aligned bitext as parallel corpora.

This paper describes an overview of the sub-
mission of IIIT Hyderabad (LTRC) in WAT 2019
(Nakazawa et al., 2019) Hindi-English Machine
Translation shared task. We experimented with
both attention-based LSTM encoder-decoder ar-
chitecture & the recently proposed Transformer
architecture. We used Byte Pair Encoding (BPE)
to enable open vocabulary translation. We then
leveraged synthetic data generated by our own
models to improve the translation performance.

2 Neural MT Architecture

In this section, we briefly discuss the attention-
based LSTM encoder-decoder architecture & the
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Transformer model.

2.1 Attention-based encoder-decoder

In this architecture, the NMT model consists of an
encoder and a decoder, each of which is a Recur-
rent Neural Network (RNN) as described in (Lu-
ong et al., 2015). The model directly estimates
the posterior distribution Py(y|x) of translating a
source sentence * = (z1,..,Z,) to a target sen-

tence y = (Y1, .., Ym) as:

m
Py(yle) = [T Po(welyr, vz, o ye1,) (1)

t=1
Each of the local posterior distribution
P(ytlyr,2 - Yt—1,2) is modeled as a multi-
nomial distribution over the target language
vocabulary which is represented as a linear
transformation followed by a softmax function on

the decoder’s output vector ﬁfec :
¢; = AttentionFunction(h$; h¥¢)  (2)
hdee = tanh(W,[hie; c;]) 3)

P(yly1, ¥, - ye1, %) = softmaz(Wsh{; 7)

“)
where ¢; is the context vector, h¢™¢ and h?€ are
the hidden vectors generated by the encoder and
decoder respectively, AttentionFunction(. , .) is
the attention mechanism as shown in (Luong et al.,
2015) and [. ; .] is the concatenation of two vec-
tors.

An RNN encoder first encodes x to a continu-
ous vector, which serves as the initial hidden vec-
tor for the decoder and then the decoder performs
recursive updates to produce a sequence of hidden
vectors by applying the transition function f as:

hiee = f( e(y)]) (5)

where e(.) is the word embedding operation. Pop-
ular choices for mapping f are Long-Short-Term

dec

7 dec .
t—1> [htflv
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Memory (LSTM) units and Gated Recurrent Units
(GRU), the former of which we use in our models.

An NMT model is typically trained under the
maximum log-likelihood objective:

max J(0) = max E(zp)~pllog Po(ylz)]  (6)
where D is the training set. Our NMT model uses
a bi-directional LSTM as an encoder and a uni-
directional LSTM as a decoder with global atten-
tion (Luong et al., 2015) .

2.2 Transformer Model

Qutput
Probabilities

Forward
7
| Add & Norm |<\

Multi-Head
Attention

Add & Norm

Masked
Multi-Head
Attention

Add & Norm

Feed
Forward

]

Add & Norm

Multi-Head
Attention

Nx

Nx

P

J

]

A
.

[

)
)

f

\ J/

Positional
Encoding

Positional
Encoding

|

@

Input
Embedding

G_

Output
Embedding

|

Inputs Outputs

(shifted right)

Figure 1: Transformer model architecture from
Vaswani et al. (2017)

The Transformer (Vaswani et al., 2017) model
is the first NMT model relying completely on self-
attention mechanism to compute representations
of its input and output without using recurrent neu-
ral networks (RNN) or convolutional neural net-
works (CNN). RNNs read one word at a time,
having to perform multiple steps before generat-
ing an output that depends on words that are far
away. But it has been shown that the more steps
required, the harder it is for the network to learn
to make these decisions (Bahdanau et al., 2014).
RNNs being sequential in nature, do not effec-
tively exploit the modern computing devices such
as GPUs which rely on parallel processing. The
Transformer is also an encoder-decoder model that
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was conceived to solve these problems. The en-
coder is composed of three stages. In the first
stage input words are projected into an embed-
ded vector space. In order to capture the no-
tion of token position within the sequence, a po-
sitional encoding is added to the embedded input
vectors. The second stage is a multi-headed self-
attention. Instead of computing a single attention,
this stage computes multiple attention blocks over
the source, concatenates them and projects them
linearly back onto a space with the initial dimen-
sionality. The individual attention blocks compute
the scaled dot-product attention with different lin-
ear projections. Finally a position-wise fully con-
nected feed-forward network is used, which con-
sists of two linear transformations with a ReLU
activation (Nair and Hinton, 2010) in between.

The decoder operates similarly, but generates
one word at a time, from left to right. It is com-
posed of five stages. The first two are similar to
the encoder: embedding and positional encoding
and a masked multi-head self-attention, which un-
like in the encoder, forces to attend only to past
words. The third stage is a multi-head attention
that not only attends to these past words, but also
to the final representations generated by the en-
coder. The fourth stage is another position-wise
feed-forward network. Finally, a softmax layer al-
lows to map target word scores into target word
probabilities. For more specific details about the
architecture, refer to the original paper (Vaswani
etal., 2017).

2.3 Subword Segmentation for NMT

Neural Machine Translation relies on first map-
ping each word into the vector space, and tradi-
tionally we have a word vector corresponding to
each word in a fixed vocabulary. Addressing the
problem of data scarcity and the hardness of the
system to learn high quality representations for
rare words, (Sennrich et al., 2015b) proposed to
learn subword units and perform translation at a
subword level. With the goal of open vocabulary
NMT, we incorporate this approach in our system
as a preprocessing step. In our early experiments,
we note that Byte Pair Encoding (BPE) works bet-
ter than UNK replacement techniques & also aids
in better translation performance. For all of our
systems, we learn separate vocabularies for Hindi
and English each with 32k merge operations. With
the help of BPE, the vocabulary size is reduced



drastically and we no longer need to prune the vo-
cabularies. After the translation, we do an extra
post processing step to convert the target language
subword units back to normal words. We found
this approach to be very helpful in handling rare
word representations.

2.4 Synthetic Training Data

To utilize monolingual data along with IITB cor-
pus, we employ back translation. Backtranslation
(Sennrich et al., 2015a) is a widely used data aug-
mentation technique for aiding Neural Machine
Translation for languages low on parallel data.
The method works by generating synthetic data on
the source side from target side monolingual data
using a target-to-source NMT model. The syn-
thetic parallel data thus formed is combined with
the actual parallel data to train a new NMT model.
We used around 10M English sentences and back-
translated them into Hindi using a English-Hindi
NMT model.

3 Experimental Setup

3.1 Dataset

In our experiments, we used IIT-Bombay
(Kunchukuttan et al., 2017) Hindi-English paral-
lel data provided by the organizers. The training
corpus provided by the organizers, consists of
data from mixed domains. There are roughly
1.5M samples in training data from diverse
sources, while the development and test sets are
from news domains. In addition to this, around
10M English monolingual data from WMT14
newscrawl articles is used in our backtranslation
enabled attempts at training an NMT system.

Table 1: Statistics of our processed parallel data.

Dataset | Sentences Tokens
IITB Train | 15,28,631 | 21.5M /20.3M
IITB Test 2,507 62.3k / 55.8k
IITB Dev 520 9.7k / 10.3k

3.2 Data Processing

We used Moses (Koehn et al., 2007) toolkit for
tokenization and cleaning the English side of the
data. Hindi side of the data is first normalized with
Indic NLP library' followed by tokenization with

"https://anoopkunchukuttan. github.io/indic_nlp library/
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the same library. As our preprocessing step, we re-
moved all the sentences of length greater than 80
from our training corpus. We used BPE segmenta-
tion with 32k merge operations. During training,
we lowercased all of our training data & used true-

case” as a truecaser during testing.

3.3 Training Details

For all of our experiments, we used OpenNMT-
py (Klein et al., 2018) toolkit. We used both
attention-based LSTM models and Transformer
models in our submissions.

We used an LSTM based Bi-directional encoder
and a unidirectional decoder along with global at-
tention mechanism. We kept 4 layers in both the
encoder & decoder with embedding size set to
512. The batch size was set to 64 and a dropout
rate of 0.3. We used Adam optimizer (Kingma and
Ba, 2014) for all our experiments.

For our transformer model, we used 6 layers in
both encoder and decoder with 512 hidden units
in each layer. The word embedding size was set to
512 with 8 heads. The training is run in batches of
maximum 4096 tokens at a time with dropout set
to 0.3. The model parameters are optimized using
Adam optimizer.

4 Results

In table 2, we report Bilingual Evaluation Un-
derstudy (BLEU) (Papineni et al., 2002) score,
Rank-based Intuitive Bilingual Evaluation Score
(RIBES) (Isozaki et al., 2010), Adequacy-fluency
metrics (AM-FM) (Banchs et al., 2015) and the
Human Evaluation results provided by WAT 2019
for all our attempts. The results show that our
NMT system based on Transformer & backtrans-
lation is ranked 2nd among all the constraint sub-
missions made in WAT 2019 Hindi-English shared
task & is ranked 3rd overall.

5 Conclusion Future Work

We believe that NMT is indeed a promising ap-
proach for Machine Translation of low resource
languages. In this paper, we showed the effective-
ness of Transformer models on a low resource lan-
guages pair Hindi-English. Additionally we show,
how synthetic data can help improving the NMT
systems for Hindi-English.

*https://pypi.org/project/truecase/



Table 2: This table describes the results of WAT 2019 evaluation of our submitted systems & compared with the
best system submissions of WAT 2019 & the previous year. BT’ stands for backtranslation.

Architecture | BLEU | RIBES | AM-FM | Human
Transformer 16.32 | 0.729072 | 0.563590 -
LSTM with global attention + BT | 17.07 | 0.729059 | 0.587060 -
Transformer + BT 18.64 | 0.735358 | 0.594770 3.43
2018 Best 17.80 | 0.731727 | 0.611090 2.96
2019 Best (Constraint) 19.06 | 0.741197 | 0.566490 3.83
2019 Best (Unconstraint) 2291 | 0.768324 | 0.641730 4.14
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Abstract

This paper describes the NICT-2 neural ma-
chine translation system at the 6th Workshop
on Asian Translation. This system employs
the standard Transformer model but features
the following two characteristics. One is
the long warm-up strategy, which performs
a longer warm-up of the learning rate at the
start of the training than conventional ap-
proaches. Another is that the system intro-
duces self-training approaches based on mul-
tiple back-translations generated by sampling.
We participated in three tasks—ASPEC.en-
ja, ASPEC ja-en, and TDDC.ja-en—using this
system.

1 Introduction

This paper describes the NICT-2 neural machine
translation (NMT) system at the 6th Workshop on
Asian Translation (WAT-2019) (Nakazawa et al.,
2019). This system employs Vaswani et al.
(2017)’s Transformer base model but improves
translation quality by applying the following train-
ing strategies and hyperparameters.

e We investigated the relationship between the
learning rate, warm-up, and model perplex-
ity, and found that a long warm-up allows
high learning rates, and consequently the
translation quality improves. According to
this finding, we applied the long warm-up.

We applied the self-training strategy, which
uses multiple back-translations generated by
sampling (Imamura et al., 2018) to increase
the robustness of the encoder and improve the
translation quality.

The remainder of this paper is organized as fol-
lows. Section 2 summarizes the system, includ-
ing its settings. We describe the characteristics
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Corpus [ Set | #Sents. | Note
ASPEC | Train 3,007,754 | < 128 tokens
Dev. 1,790
Test 1,812
TDDC | Train 1,398,184 | < 128 tokens
Dev. Items 2,845
Texts 1,153
DevTest ;| Items 2,900
Texts 1,114
Test Items 2,129
Texts 1,148

Table 1: Corpus sizes.

of our system—the long warm-up and the self-
training based on multiple back-translations by
sampling—in Sections 3 and 4, respectively. The
results are presented in Section 5. Finally, Section
6 concludes the paper.

2 System Summary

We participated in three tasks, namely English-to-
Japanese and Japanese-to-English of ASPEC (ab-
breviated to ASPEC.en-ja and ASPEC.ja-en, re-
spectively), and Japanese-to-English of the TDDC
(TDDC.ja-en).

The corpus used in the ASPEC tasks is Asian
Scientific Paper Excerpt Corpus (Nakazawa et al.,
2016), which is a collection of scientific papers. In
the TDDC task, the Timely Disclosure Documents
Corpus (TDDC) was used. The development and
test sets of TDDC are divided into items and texts
sets, which are collections of titles and body texts,
respectively. The sizes of the corpora are shown in
Table 1.

All corpora were divided into sub-words us-
ing the byte-pair encoding rules (Sennrich et al.,
2016b) acquired from the training sets of each cor-
pus. The rules were independently acquired from
the source and target languages, to give a vocabu-
lary size around 16K.

Proceedings of the 6th Workshop on Asian Translation, pages 141-146
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



Attribute | Value

Model # Layers 6
dmodel 512
dyy 2,048
# Heads 8
Training | Optimizer Adam
(B1=0.9, B2 = 0.99)
Loss function Label-smoothed  cross-
entropy
Label smoothing | 0.1
Batch size Approx. 500 sentences
Learning rate 0.0004
Warm-up Linear, approx. 5 epochs
Cool-down Inverse square root
Dropout Selected from {0.1, 0.15,
0.2}
Clip norm 5
Etc. Early stopping
Checkpoint averaging of
10 models
Test Beam 10
Length penalty Tuned by Dev. set
Etc. Ensemble of 4 models

Table 2: Summary of system settings.

We used fairseq' as a basic translator. The
model used here is the Transformer base model
(six layers). Table 2 shows the hyperparameters
of the model, training, and test.

Training was performed on Volta 100 GPUs
(two GPUs for the ASPEC dataset and one GPU
for the TDDC dataset) using 16-bit floating point
computation. The training was stopped when the
loss of the development set was minimized (i.e.,
early stopping). We also used checkpoint averag-
ing: using the best checkpoint and the next nine
checkpoints (10 checkpoints in total).

During testing, we used 32-bit floating point
computation. For the final submission, four mod-
els, which were trained using different random
seeds, were ensembled (Imamura and Sumita,
2017).

3 Long Warm-up

The warm-up is a technique that gradually in-
creases the learning rate at the beginning of train-
ing. The most general strategy is to increase
the learning rate linearly. Using the warm-up,
the model parameters are updated toward conver-
gence, even if they were randomly initialized. This
allows us to obtain stable models.

We generally use a fixed time for the warm-up.
For example, Vaswani et al. (2017) used 4,000 up-
dates in their experiments. However, the warm-up

'"https://github.com/pytorch/fairseq
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Figure 1: Relationship between learning rate, warm-
up, and perplexity of development set in ASPEC.ja-en
task.

time influences the final quality of models.

Figure 1 shows how the development set per-
plexity (Dev. PPL) changes as the learning rate
and warm-up time vary, using the ASPEC.ja-en
dataset (as explained in Section 5). Lower per-
plexity indicates a better model. We can observe
that both the learning rate and the warm-up time
influence the perplexity. When we use a long
warm-up, we can apply high learning rates and
consequently obtain low-perplexity models. We
observed a similar tendency in the TDDC.ja-en
task.

Based on the above experiment, we used 0.0004
as the learning rate and set the warm-up time to
30K updates for ASPEC datasets and 14K updates
for TDDC datasets.” These values almost mini-
mize the development perplexity.

Recently, a variant of Adam optimization
(called RAdam), which automatically adapts the
learning rate and does not require any warm-up,
has been proposed (Liu et al., 2019). To confirm
the relationship between the warm-up and RAdam
is our future work.

4 Self-Training Based on
Back-Translation

Back-translation is a technique to enhance neural
machine translators (NMT), particularly the de-
coder part of NMT, using monolingual corpora
(Sennrich et al., 2016a). It translates sentences of
the target language into those of the source lan-
guage. A forward translator is trained using this
pseudo-parallel corpus with corpora that are cre-

>The warm-up time is around five epochs because the
mini-batch size is approximately 500 sentences.
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ated manually. The back-translation can be ap-
plied to self-training if the pseudo-parallel corpora
are created from the manually created corpora that
will be used for training the forward translator
(Figure 2).

4.1 Back-Translation with Sampling
Generation

A problem with back-translation is that the
pseudo-parallel sentences become less varied than
those created manually, because of machine trans-
lation. This characteristic makes it difficult for the
back-translation method to enhance the encoder,
in contrast to the decoder.

To solve this problem, Imamura et al. (2018)
proposed a method that combines the following
two methods.

e To generate diverse pseudo-parallel sen-
tences, words are generated by sampling
based on the word probability distribution
(Eq. 1) instead of the maximum likelihood
during the back-translation.

Pr(yly<i, )"/

>y Pr(yly<e, ®)V/7

A~

Yt ~

(D

where ¥;, Y<¢, and x denote the generated
word at time ¢, the history until time ¢, and the
input word sequence, respectively. 7 denotes
the temperature parameter, which is used to
control the diversity, but we use 7 = 1.0 in
this paper.

Multiple pseudo-source sentences, for a tar-
get sentence, are used for training.

Both methods are intended to enhance the encoder
by increasing the diversity of source sentences,
while fixing the target sentences.
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4.2 Training Procedure

The training procedure is summarized as follows
(Figure 2).

1) Train a back-translator from the target lan-
guage to the source language, using the orig-
inal parallel corpus.

2) Translate the target side of the original cor-
pus to the source language, using the back-
translator. During the back-translation, K
pseudo-source sentences are generated for
each target sentence, using sampling.

3) Construct K sets of pseudo-parallel sen-
tences by pairing the target and pseudo-
source sentences.

4) Build the training set by mixing the origi-
nal and pseudo-parallel corpora, and train the
forward translator from the source language
to the target language.

4.3 Static and Dynamic Self-Training

There are two types of self-training based on back-
translation, depending on the pseudo-parallel sen-
tences and the structure of mini-batches: the static
self-training (Imamura et al., 2018) and dynamic
self-training (Imamura and Sumita, 2018). Steps
3 and 4 of Section 4.2 are different for each type.

Static self-training constructs a training set by
combining K g4 pseudo-parallel sentences with
each of the original sentences. In this paper, we
set Kgiatic = 4. During training, the training set is
fixed.

In static self-training, the number of pseudo-
parallel sentences is K4t times larger than the
number of original sentences. If we simply mix
these sentences, the ratio of pseudo-parallel sen-
tences to original sentences would be too high.
To avoid this problem, we oversample the orig-
inal sentences by a factor of Kgtqtic, instead of
changing the learning rate depending on the sen-
tence (Imamura et al., 2018). Therefore, the total
size of the training set is 2K 54444 times larger than
the size of the original corpus.

In contrast, dynamic self-training constructs
K gynamic training sets. A training set includes
one pseudo-parallel set and one original set. For
each epoch, a set is randomly selected from the
K gynamic training sets, and the model is trained
using the set. In this paper, we set K gynamic = 20.



In dynamic self-training, the size of a training
set is twice the size of the original corpus. There-
fore, the training time for an epoch is shorter than
that for static self-training. However, a greater
number of epochs are required until convergence,
because diverse training sets are used.

5 Results of ASPEC and TDDC Tasks

The results of ASPEC and TDDC are shown in
Tables 3 and 4, respectively. Both tables show the
translation quality (BLEU) and the perplexity of
the development set (Dev. PPL), depending on the
model type and training method. The effect of the
long warm-up has already been shown in Section
3.

5.1 Notes of Experimental Settings

The BLEU scores (Papineni et al., 2002) in the
tables were computed based on the tokenizers
MeCab (for Japanese (Kudo et al., 2004)) and
Moses (for English (Koehn et al., 2007)). We
trained four models with different random seeds.
The single model rows of the tables show the av-
erage score of four models, and the ensemble rows
show the score of the ensemble of four models.

The length penalty for testing was set to max-
imize the BLEU score of the development set.
However, in the TDDC task, we used different
penalties for the items and texts sets, and indepen-
dently optimized according to the set.

Finally, we submitted the ensemble models for
which the BLEU scores of the development set (in
the single model cases) were the highest.

5.2 Results

First, we focus on the ASPEC.en-ja task. In
the single model cases, the BLEU scores im-
proved around +0.20 to +0.58 by adding static
self-training to the base model. In the case of
dynamic self-training, the improvements were be-
tween +0.46 and +0.60. The ensemble models
have a similar tendency, and we can conclude that
self-training is effective because the BLEU scores
significantly improved in many cases. Comparing
static and dynamic self-training, there were no sig-
nificant differences, even though the scores of dy-
namic self-training were higher than those of static
self-training.

In contrast, for the ASPEC.ja-en task, the
BLEU scores of static self-training were worse
than those of the base model, in both the single
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model and ensemble cases. However, for dynamic
self-training, some BLEU scores significantly im-
proved. Dynamic self-training tends to be more
effective for the ASPEC tasks.

In terms of the training time, the number
of epochs of the static self-training was lower
than that of the dynamic self-training in both
ASPEC.en-ja and ASPEC ja-en tasks. However,
conversely, the total number of updates of the dy-
namic self-training was lower. As the training data
size increased, the total training time increased in
the static self-training. The dynamic self-training
was more efficient from the perspective of training
time.

For the TDDC ja-en task, the items and texts
sets have a different tendency. For the items set,
the BLEU scores improved by applying static self-
training, but became worse for the texts set.

Self-training based on back-translation is not al-
ways effective; that is, there are effective and inef-
fective datasets. Investigating the conditions that
influence translation quality is our future work.
Note that this phenomenon is only observed for
self-training; the back-translation of additional
monolingual corpora has different features.

6 Conclusions

This paper explained the NICT-2 NMT system
at WAT-2019. This system employs the Trans-
former model and applies the following two train-
ing strategies.

e We employed the long warm-up strategy and
trained the model using a high learning rate.

e We also employed the self-training strategy,
which uses multiple back-translations gener-
ated by sampling.

Acknowledgments

This work was supported by the “Research and
Development of Enhanced Multilingual and Mul-
tipurpose Speech Translation Systems” a program
of the Ministry of Internal Affairs and Communi-
cations, Japan.

References

Kenji Imamura, Atsushi Fujita, and Eiichiro Sumita.
2018. Enhancement of encoder and attention using
target monolingual corpora in neural machine trans-
lation. In Proceedings of the 2nd Workshop on Neu-
ral Machine Translation and Generation, pages 55—
63, Melbourne, Australia.



Task BLEU 1
/Lang Model Dev. PPL | | Dev. DevTest Test Remark
ASPEC | Single Base 3.21 43.80 43.05 44.11 392K updates (65 epochs)
en-ja Static ST 3.12 44.38 (+) 43.25 44.54 (+) | 2,162K updates (45 epochs)
Dynamic ST 3.14 44.40 (+) 43.51 (+) 44.71 (+) | 810K updates (71 epochs)
Ensemble Base - 45.14 44.01 45.13
(4 Models)  Static ST - 45.53 44.41 (+) 45.64 (+)
Dynamic ST - 45.39 44.58 (+) 45.66 (+) | Submitted model
ASPEC | Single Base 442 27.90 26.12 28.40 161K updates (27 epochs)
ja-en Static ST 4.31 27.05 (-) 25.97 27.39 (-) | 798K updates (16 epochs)
Dynamic ST 4.26 28.24 (+)§  26.62 (+)§ 28.57 § 502K updates (42 epochs)
Ensemble Base - 28.94 27.31 2941
(4 Models)  Static ST - 28.47 26.73 (-) 28.25 (-)
Dynamic ST - 29.19 § 27.59 § 29.40 § Submitted model

Table 3: Results of ASPEC tasks.

The bold values indicate the highest score among base, static self-training (ST), and dynamic ST. The
(+) and (-) symbols denote significant improvement and degradation, respectively, from the base model
(p < 0.05). The § symbol indicates that there is a significant difference between static and dynamic ST

cases.
BLEU 1
Task Dev. DevTest
/Lang Model / Training Dev. PPL | Items Texts Items Texts Remark
TDDC | Single Base 2.76 52775 5245 54.28 52.76 115K updates (42 epochs)
ja-en Static ST 2.74 5294 5178 (-) i 54.99 (+)§ 51.92 (-) | 335K updates (15 epochs)
Dynamic ST 2.68 5295 51.35() i 5441 51.82 (-) | 239K updates (43 epochs)
Ensemble  Base - 5435 54.74 55.56 54.98 Submitted text model
(4 Models) Static ST - 54.34 53.53(-) i 56.60 (+)§ 53.81(-) | Submitted item model
Dynamic ST - 5429 53.04(-) i 55.92 53.97 (-)

cases.

Table 4: Results of TDDC task.

The bold values indicate the highest score among base, static self-training (ST), and dynamic ST. The
(+) and (-) symbols denote significant improvement and degradation, respectively, from the base model
(p < 0.05). The § symbol indicates that there is a significant difference between static and dynamic ST

Kenji Imamura and Eiichiro Sumita. 2017. Ensemble

and reranking: Using multiple models in the NICT-2
neural machine translation system at WAT2017. In
Proceedings of the 4th Workshop on Asian Trans-
lation (WAT2017), pages 127-134, Taipei, Taiwan.
Asian Federation of Natural Language Processing.

Kenji Imamura and Eiichiro Sumita. 2018. NICT self-
training approach to neural machine translation at
NMT-2018. In Proceedings of the 2nd Workshop on
Neural Machine Translation and Generation, pages
110-115, Melbourne, Australia.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertoldi,
Brooke Cowan, Wade Shen, Christine Moran,
Richard Zens, Chris Dyer, Ondrej Bojar, Alexandra
Constantin, and Evan Herbst. 2007. Moses: Open
source toolkit for statistical machine translation. In
Proceedings of the 45th Annual Meeting of the As-
sociation for Computational Linguistics Companion
Volume Proceedings of the Demo and Poster Ses-
sions, pages 177-180, Prague, Czech Republic.

Taku Kudo, Kaoru Yamamoto, and Yuji Matsumoto.

145

2004.  Applying conditional random fields to
Japanese morphological analysis. In Proceedings of
EMNLP 2004, pages 230-237, Barcelona, Spain.

Liyuan Liu, Haoming Jiang, Pengcheng He, Weizhu

Chen, Xiaodong Liu, Jianfeng Gao, and Jiawei Han.
2019. On the variance of the adaptive learning rate
and beyond. ArXiv, abs/1908.03265.

Toshiaki Nakazawa, Chenchen Ding, Raj Dabre,

Hideya Mino, Isao Goto, Win Pa Pa, Nobushige
Doi, Yusuke Oda, Anoop Kunchukuttan, Shan-
tipriya Parida, Ondfej Bojar, and Sadao Kurohashi.
2019. Overview of the 6th workshop on Asian trans-
lation. In Proceedings of the 6th Workshop on Asian
Translation, Hong Kong.

Toshiaki Nakazawa, Manabu Yaguchi, Kiyotaka Uchi-

moto, Masao Utiyama, Eiichiro Sumita, Sadao
Kurohashi, and Hitoshi Isahara. 2016. ASPEC:
Asian scientific paper excerpt corpus. In Pro-
ceedings of the Tenth International Conference on
Language Resources and Evaluation (LREC 2016),
pages 22042208, PortoroZ, Slovenia.



Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic
evaluation of machine translation. In Proceedings
of the 40th Annual Meeting of the Association for
Computational Linguistics (ACL), pages 311-318,
Philadelphia, Pennsylvania, USA.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016a. Improving neural machine translation mod-
els with monolingual data. In Proceedings of the
54th Annual Meeting of the Association for Compu-
tational Linguistics (ACL-2016, Volume 1: Long Pa-
pers), pages 86-96, Berlin, Germany.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016b. Neural machine translation of rare words
with subword units. In Proceedings of the 54th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 1715—
1725, Berlin, Germany.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. CoRR, abs/1706.03762.

146



Supervised neural machine translation based on data augmentation and improved

training & inference process

Yixuan Tong Liang Liang Boyan Liu Shanshan Jiang Bin Dong
Ricoh Software Research Center Beijing Co., Ltd.
{ yixuan.tong, liang.liang, boyan.liu, shanshan.jiang, bin.dong}@srcb.ricoh.com

Abstract

This is the second time for SRCB to
participate in WAT. This paper describes
the neural machine translation systems for
the shared translation tasks of WAT 2019.
We participated in ASPEC tasks and
submitted results on English-Japanese,
Japanese-English, Chinese-Japanese, and
Japanese-Chinese four language pairs. We
employed the Transformer model as the
baseline and experimented relative
position representation, data augmentation,
deep layer model, ensemble. Experiments
show that all these methods can yield
substantial improvements.

1 Introduction

The advent of neural networks in machine
translation has brought great improvement on
translation quality over traditional statistical
machine translation (SMT) in recent years
(Kalchbrenner and Blunsom, 2013; Sutskever et
al., 2014; Cho et al., 2014; Bahdanau et al., 2014).
A lot of research efforts have been attracted to
investigate neural networks in machine
translation. This paper describes the Neural
Machine Translation systems of Ricoh Software
Research Center Beijing (SRCB) for the shared
translation tasks of WAT 2019 (Nakazawa et al.,
2019). We participated in ASPEC tasks, and
submitted results on four language pairs,
including English-Japanese, Japanese-English,
Japanese-Chinese and Chinese-Japanese.

In the ASPEC tasks, we employed Transformer
(Vaswani et al., 2018) as our baseline model and
built our translation system based on OpenNMT
(Klein et al., 2017) open source toolkit. To
enhance the performance of the model, we made
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the following changes: 1) We proposed data
augmentation method (Yihan et al., 2018) and
back translation algorithm (Sennrich et al., 2015),
which was observed to be useful in Japanese-
English and Japanese-Chinese corpus. 2) We
incorporated weighted loss function and
Sentence-wise regularization method (Gong et al.,
2019) into Transformer model. 3) We used deep
layer (Wang et al., 2019) technique to further
improve translation quality. 4) We used ensemble
techniques and model stabilization to further
improve translation quality.

The remainder of this paper is organized as
follows: Section 2 describes our NMT system
and algorithms. Section 3 describes the
processing of the data and all experimental
results and analysis. Finally, we conclude in
section 4.

2 Systems

2.1 Base Model

Our system is based on the Transformer model.
Transformer model is a paradigm model for
neural machine translation which can achieve
start-of-the-art translation quality.

2.2 Data augmentation and back

translation

We use data augmentation algorithm (Yihan et al.,
2018) to select the parallel sentences that original
model cannot train well, then retrain the model
using the new dataset to improve the translation
quality. However, data augmentation algorithm is
mutual exclusion with back translation algorithm
(Sennrich et al., 2015). Back translation algorithm
translates monolingual sentences to corresponding
predictions to generate parallel sentences, which

Proceedings of the 6th Workshop on Asian Translation, pages 147-151
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can augment the ftraining set. In the real
translation model, we use both data augmentation
and back translation to train different models, then
combine the models by ensemble learning.

2.3

The loss function of the neural network is a
standard to judge whether it is convergent. When
calculating the cross-entropy between predicted
words with the original references, there is no
consideration about words’ length. So we add the
length influence weight to the loss function which
can represent the real loss score more accurately.

Weighted loss function

2.4 Sentence-wise smooth Regularization

Sentence-wise regularization method (Gong et al.,
2019) is used in our system, which aims to output
smooth prediction probabilities for all tokens in
the target sequence. Compared with maximum-
likelihood estimation, this method could adjust
the weights and gradients in the target sequence
automatically to ensure the predictions in a
sequence uniformly. We implement grid search to
find the best parameters for smooth regularization
in different subtasks.

2.5

Wang et al. (2019) showed that the location of
layer normalization played a vital role when
training deep Transformer. They also proved that
pre-norm Transformer is more efficient for
training than post-norm (vanilla Transformer)
when the model goes deeper. Dynamic linear
combination of previous layers was introduced
which improves the translation quality as well.
Note that we built our deep layer model in pre-
norm way as default. In the state of practice, we
find that more layers in decoders could enhance
the ability of our real model. We use grid search
to find proper parameters to achieve a balance
between efficiency and performance

Deep layer model

2.6 Ensemble

It has been investigated that ensembling different
model can yield significant improvement in

translation quality (Denkowski and Neubig, 2017).

In our systems, we adopted two ensembling
schemes. For one configured translation model,
once the model finishes training, the last 8
checkpoints of the model are averaged to get one
trained model. Then, we make different
configurations and train several models
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independently. After averaging checkpoints for
each model, we do step-wise ensembling.
Specifically, these models are run at each time
step and an arithmetic mean of predicted
probability is obtained, which is wused to
determine the next word.

2.7 Model Stabilization

We observed unneglectable level of instability in
the Transformer models (up to 0.4 BLEU diverse
for models with the same settings).

The first remedy to fight against instability is by
introducing noise (Devlin et al., 2018). We
randomly deletes tokens from the source side in
the training dataset. It turns out this method would
bring marginal improvement. We believe that by
introducing noise, models would turn from over
confident, thus result in better stability and
generalization.

The other strategy is batch filtering. In our
experiments, there are special batches of training
which lead to considerable up going of training
loss. We believe the outliers are to be blame. Thus
batch filtering mechanism (Chen et al., 2018) is
hired which eliminate bathes with gradient norm
exceeding certain threshold.

3 Experiments

We experimented our NMT system on Japanese-
English, English-Japanese, Chinese-Japanese, and
Japanese-Chinese scientific paper translation
subtasks.

3.1 Datasets

We used Asian Scientific Paper Excerpt Corpus
(ASPEC) (Nakazawa et al., 2014) as parallel
corpora for all language pairs. For Japanese-
English subtask and English-Japanese subtask, we
used the first 1M sentences with augmented the
second 1M sentences. Furthermore, for Japanese-
English subtask, we augmented training data to
nearly 2M by data augmentation. And, we also
trained back translation models using the second
IM and the third 1M sentences as difference
training datasets. For Chinese-Japanese subtask,
all the sentences in ASPEC corpora are used as
training data. And, we also trained back
translation models using the first 1M Japanese
sentences in Japanese-English subtask as
difference training datasets.



For all corpora, Japanese sentences were
segmented by the morphological analyzer Juman!
and English sentences were tokenized by
tokenizer.perl of Moses?, while Chinese sentences
were segmented by KyTea®. Sentences with more
than 100 words were excluded. We used the
subword unit, that is Joint Byte Pair Encoding
(BPE) (Sennrich et al., 2016¢) scheme, to encoder
vocabulary for both source and target sentences.

3.2 Results

As shown in Table 1, we rank 1st in the direction
of Japanese-English, Japanese-Chinese and
Chinese-Japanese, and 2nd in one English-
Japanese.

Ja-En En-Ja Ja-Zh Zh-Ja
Rank | Ist 2nd 1st 1st
BLE | 30.92 45.71 38.63 52.37
U

Table 1: Results of subtasks

Japanese-English subtask:

The baseline model is a vanilla Transformer
model with the first 1M data. Using the second
1M sentences to do data augmentation, the BLEU
score has increased 1.34 to 30.20 which is the
biggest improvement in this direction. What’s
more, the relative position representation has
improved more than 1 BLEU score in WAT 2018
system. However, there is only more than a 0.2
increase in 2019’s model. Changing the loss
function weight with length, the new BLEU score
become 30.78. Besides, the re-ranking algorithm
using max function has 0.16 improvement.

System BLEU
Baseline 28.86
Data augmentation 30.20
Relative position 30.42
Weighted loss function | 30.78
Re-ranking 30.92

Table 2: Technical point contributions

! http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
2 http://www.statmt.org/moses/
3 http://www.phontron.com/kytea/index.html

149

English-Japanese subtask:

As for this subtask, this is our first time to
participate in that we tried many other algorithms.
As for the training data, we tried four kinds of
combinations shown in Table 3. The baseline
model is the big Transformer model with the first
IM parallel sentences. For data augmentation and
back translation is mutual exclusion, we trained
different models and did ensemble to combine all
the features. The BLEU score of first 1M data
with the second 1M data using data augmentation
is 43.33. The first 1M data with the second 1M
data or the remaining 2M data using back
translation is 43.32 and 43.66, respectively. The
best combination rate for original data and back
translation data is 1:4. So the results meet the
exception. The last category is the 1M data with
the second 1M data using back translation and the
third 1M data using data augmentation which
BLEU score is 43.57. It’s lower than the model
with back translation only. In practice, we choose

different kinds of combination for model
ensemble.

System BLEU

Baseline 42.57

IM + Da 1M 43.33

IM + Bt IM 43.32

IM + Bt 2M 43.66

IM+ Bt IM + Da 1M 43.57

Table 3: Results of different data combination. ‘Da’ is
the abbreviation of data augmentation, ‘Bt’ is the
abbreviation of back-translation.

The baseline model is a wvanilla Transformer
model with the first 1M data. Using the relative
position representation has improved 0.56 BLEU
score. Using the last 2M sentences to do data
augmentation, the BLEU score has increased 0.53
to 43.66. Besides, the sentence-wise smooth has
improved 0.12 BLEU score in WAT 2019 system.
There is a 0.14 increase in 2019’s model when
introducing deep layer model. Finally, the model
ensemble algorithm has 1.79 improvement.

System BLEU
Baseline 42.57
Relative position 43.13
Data augmentation 43.66
Sentence-wise smooth 43.78




43.92
45.71

Deep layer model
Ensemble

Table 4: Technical point contributions

Japanese-Chinese subtask:

For this subtask, we utilized only the data in
ASPEC, no data augmentation was used. We
implemented the system based on OpenNMT
1.22.0, and adapted the beam search bug fix in the
afterwards versions. We hired sentence-wise
smooth, encoder side token deletion and batch
filtering. The hyper parameters were searched
with respect to the devtest.txt dataset. After
generating 8 models (with BLEU above 37.0), we
ensembled those models with step-wise ensemble
system. The results of applying thus technologies
was in Table 5 (results after averaging of last 8
checkpoints, best in two models).

System BLEU
Baseline 35.92
Relative position 36.71
Sentence-wise smooth | 36.98
Encoder side token | 37.21
deletion &  batch

filtering

Ensemble of 8 models 38.63

Table 5: Technical point contributions

Chinese-Japanese subtask:

The baseline model is a vanilla Transformer
model with all ASPEC data. We using the first
1M sentences in English-Japanese subtask to do
data augmentation, the BLEU score has increased
0.81 to 50.46. What’s more, the relative position
representation has improved 0.59 BLEU score in
WAT 2019 system. Sentence-wise smooth
increases 0.19. Besides, deep layer model
algorithm has 0.57 improvement. Finally, the
model ensemble algorithm has 0.56 improvement.

System BLEU
Baseline 49.65
Data augmentation 50.46
Relative position 51.05
Sentence-wise smooth 51.24
Deep layer model 51.81
Ensemble 52.37
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Table 6: Technical point contributions

4 Conclusion

In this paper, we described our NMT system,
which is based on Transformer model. We made
several changes to original Transformer model,
including relative position representation, deep
layer model, ensembling and other technical
points. We evaluated our Transformer system on
Japanese-English, English-Japanese, Japanese-
Chinese and Chinese-Japanese scientific paper
translation subtasks at WAT 2019.The results
show that the implementation of these points can
effectively improve the translation quality.

In our future work, we plan to explore more
vocabulary encoding schemes and compare with
byte pair encoding (BPE) (Sennrich et al., 2016).
In addition, we will attempt to implement other
transformer structures, which combine other
advanced technologies.
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Abstract

This paper describes our MT systems’ par-
ticipation in the WAT 2019. We participated
in the (i) Patent, (ii) Timely Disclosure, (iii)
Newswire and (iv) Mixed-domain tasks. Our
main focus is to explore how similar Trans-
former models perform on various tasks. We
observed that for tasks with smaller datasets,
our best model setup are shallower models
with lesser number of attention heads. We in-
vestigated practical issues in NMT that often
appear in production settings, such as coping
with multilinguality and simplifying pre- and
post-processing pipeline in deployment.

1 Introduction

This paper describes our machine translation
systems’ participation in the 6th Workshop on
Asian Translation (WAT-2019) translation task
(Nakazawa et al., 2019). We participated in the (i)
Patent, (ii) Timely Disclosure, (iii) Newswire, and
(iv) Mixed-domain tasks. We trained our systems
under a constrained setting, meaning that no ad-
ditional resources were used other than those pro-
vided by the shared task organizer. We built all
MT systems based on the Transformer architec-
ture (Vaswani et al., 2017). Our main findings for
each task are summarized in the following:

o Patent task: We built several translation sys-
tems for six translation directions. We also
explored a multilingual approach and com-
pared it with the unidirectional models.

Timely disclosure task: We tried a simpli-
fied data processing such that the model is
trained directly on raw texts without requir-
ing language-specific pre/post-processing.

Newswire task: We explored fine-tuning the
hyperparameters of a Transformer model on a
relatively small dataset and found that a com-
pact model is able to achieve a competitive

performance.

o Mixed-domain task: We explored
low-resource translation approaches for
Myanmar-English.
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2 JPO Patent Task

2.1 Task Description

For the patent translation task, we used the JPO
Patent Corpus (JPC) version 4.3, which is con-
structed by the Japan Patent Office (JPO). Sim-
ilar to previous WAT tasks (Nakazawa et al.,
2015, 2016, 2017, 2018), the task includes patent
description translations for Chinese-Japanese,
Korean-Japanese, and English-Japanese. Each
language pair’s training set consists of 1M parallel
sentences. We used the official training, valida-
tion, and test split provided by the organizer with-
out any external resources. We trained individ-
ual unidirectional models for each language pair.
Additionally, we explored multilingual NMT ap-
proaches for this task.

2.2 Data Processing

We used SentencePiece (Kudo and Richardson,
2018) for training subword units based on byte-
pair encoding (BPE). We pre-tokenized the data
using the following tools:

e Juman version 7.01! forJ apanese,

e Stanford Word Segmenter version 2014-06-
162 with Peking University (PKU) model for
Chinese,

e Mecab-ko? for Korean, and
e Moses tokenizer for English.

Source and target sentences are merged for train-
ing a joint vocabulary. We set the vocabulary size
to 100,000 and removed subwords that occur less
than 10 times from the vocabulary, following simi-
lar pre-processing steps for the baseline NMT sys-
tem released by the organizer.*

lhttp://nlp.ist.i.kyotofu.ac.jp/EN/index.php?JUMAN
2https://nlp.stanford.edu/software/segmenter.shtml
3https://bitbucket.org/eunjeon/mecabfko/
4http://lotus.kuee.kyotofu.ac.jp/WAT/WAT2019/baseline/

dataPreparationBPE.html
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Embedding dim. 1024
Tied embeddings Yes
Transformer FFN dim. 4096
Attention heads 8
En/Decoder layers 6
Label smoothing 0.1
Dropout 0.3
Attention weight dropout | 0.1
Transformer FFN dropout | 0.1
Learning rate 0.001
Batch size in tokens 4000
Update frequency 1

Table 1: JPO model settings

2.3

Our NMT model is based on the Transformer
(Vaswani et al., 2017) implementation in the
Fairseq toolkit (Ott et al., 2019). The details of
the parameters used for our experiments are sum-
marized in Table 1. Encoder’s input embedding,
decoder’s input and output embedding layers were
tied together (Press and Wolf, 2017), which saves
significant amounts of parameters without impact-
ing performance. The model was optimized with
Adam (Kingma and Ba, 2015) using 31 = 0.9,
5o 0.98, and ¢ le-8. We used the same
learning rate schedule as (Ott et al., 2018) and run
the experiments on 4 Nvidia V100 GPUs, enabling
mixed-precision training in Fairseq (——fpl6).
The best performing model on the validation set
was chosen for decoding the test set. We trained
4 independent models with different random seeds
to perform ensemble decoding.

Model

2.4 Results

Table 2 shows our model performance for the
patent task. For brevity, we only reported the re-
sults on the JPCN test set, which is a union of
JPCN{1,2,3}, and the Expression Pattern task (JP-
CEP) for zh-ja. For the detailed breakdown for
each test set, we would like to refer readers to the
overview paper. Since human evaluation result is
not available as the time of this writing, we only
present the results in terms of BLEU scores. It
is clear that ensemble decoding significantly out-
performs single model decoding. Under the con-
strained settings, our best submissions obtain the
first place in the WAT leaderboard® for zh-ja, ja-

5
http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.
html
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Task Model BLEU
JPCN zh-ja | Unidirectional, single 46.77
JPCN zh-ja | Unidirectional, ensemble | 48.68
JPCN zh-ja | Multilingual, single* 45.98
JPCN ja-zh | Unidirectional, single 40.78
JPCN ja-zh | Unidirectional, ensemble | 42.22
JPCN ja-zh | Multilingual, single* 39.57
JPCN ko-ja | Unidirectional, single 71.41
JPCN ko-ja | Unidirectional, ensemble | 72.55
JPCN ko-ja | Multilingual, single* 69.80
JPCN ja-ko | Unidirectional, single 69.81
JPCN ja-ko | Unidirectional, ensemble | 70.94
JPCN ja-ko | Multilingual, single* 67.87
JPCN en-ja | Unidirectional, single 44.14
JPCN en-ja | Unidirectional, ensemble | 44.97
JPCN en-ja | Multilingual, single* 43.82
JPCN ja-en | Unidirectional, single 41.74
JPCN ja-en | Unidirectional, ensemble | 43.34
JPCN ja-en | Multilingual, single* 39.82
JPCEP zh-ja | Unidirectional, single 35.41
JPCEP zh-ja | Unidirectional, ensemble | 36.73
JPCEP zh-ja | Multilingual, single* 34.45

Table 2: JPO task results. Note that we did not submit
our multilingual model output (marked with *) and it
serves as comparative purposes.

zh, and ja-en. Interestingly, our model did not per-
form well on ja-ko translation, where the perfor-
mance was behind the organizer’s baseline system
which is based on a sequence-to-sequence LSTM.
More careful investigation could help us under-
stand which component in our training pipeline
(e.g., data processing or tokenization) could pos-
sibly cause this difference.

2.5 Multilingual Experiments

Given that multiple language pairs are involved
for this task, we further experimented with mul-
tilingual NMT approaches after the submission
period. We followed the approach in (Johnson
et al., 2017), which adds an artificial token in each
source sentence for indicating the target transla-
tion language (-—encoder-langtok tgt in
Fairseq). Encoder and decoder parameters are
shared among all the language pairs. We merged
all training data from all four languages for train-
ing a joint subword vocabulary of size 100,000 ap-
proximately. As a result, we can share the embed-
ding layer in the encoder and decoder. Since the
number of training examples for each direction is



the same, we iterate round-robin over batches from
the six language pairs.

As shown in Table 2, our multilingual result
did not show improvement in the NMT systems,
falling behind the unidirectional model by not
more than 2 BLEU points for single decoding.
Nonetheless, parameter sharing in multilingual
model reduces the total number of parameters to
approximately the same as that of one unidirec-
tional model. In practice, this can potentially sim-
plify production deployment for multiple language
translation. Effectively, the model is able to per-
form a zero-shot translation for language pairs not
included in this task (such as Chinese-Korean), al-
though we left this for future investigation.

3 JPX Timely Disclosure Task

3.1 Task Description

The timely disclosure task evaluated Japanese to
English translations from the Timely Disclosure
Document Corpus (TDDC), which is constructed
by the Japan Exchange Group (JPX). The corpus
consists of 1.4M parallel Japanese-English sen-
tences made from past timely disclosure docu-
ments between 2016 and 2018. The validation and
test sets are further split into two sub data sets: 1)
nouns and phrases ("X_ITEMS”) and 2) complete
texts ("X_TEXTS”). We used the official data split
given by the organizer with no additional external
resources. For this task, we did a brief study on
the effect of different pre-processing procedures
on model performance.

3.2 Data Processing

MT systems typically include complicated
pre/post-processing pipeline, which is often
language-specific.  This usually forms a long
chain in the pipeline: tokenization/segmentation
— truecasing — translation — detruecasing —
detokenization.

While tools like Moses (Koehn et al., 2007), Ex-
periment Management System® and SacreMoses’
simplify the data processing pipeline, handling
various languages produces significant technical
debt in maintaining language specific resources
and rules. Although there are language agnostic
approaches to tokenization/truecasing, (e.g. Evang
et al., 2013; Susanto et al., 2016), the errors from

6
http://www.statmt.org/moses/?n=FactoredTraining.EMS

7
https://github.com/alvations/sacremoses
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Embedding dim. 1024
Tied embeddings Yes
Transformer FFN dim. 4096
Attention heads 8
En/Decoder layers 6
Label smoothing 0.1
Dropout 0.1
Attention weight dropout | 0.1
Transformer FFN dropout | 0.1
Learning rate 0.001
Batch size in tokens 14336
Update frequency 2

Table 3: JPX model settings

various components in the pipeline are propa-
gated. Instead we propose to use a single step
pre-processing using SentencePiece subword tok-
enizer.

SentencePiece is an unsupervised tokenizer that
can learn directly on raw sentences, and pre-
tokenization is an optional step. This greatly sim-
plifies the training process as we can feed the data
directly into SentencePiece to produce subword
tokens based on BPE. We merged source and tar-
get sentences for training a shared vocabulary of
32,000 tokens with 100% character coverage and
no further filtering. We removed empty lines and
sentences exceeding 250 subword tokens from the
training set. Both items and texts sub data sets
were processed in the same manner. We concate-
nated the items and texts development data sets to-
gether for model validation.

3.3 Model

For the timely disclosure task, we used a 6-layer
Transformer with 8 heads as shown in Table 3.
The overall model is similar to the JPO model,
except a couple differences: 1) Smaller dropout
probability, 2) Larger number of tokens per batch,
and 3) Delayed updates. Particularly, gradients for
multiple sub-batches on each GPU were accumu-
lated, which reduces variance in processing time
and reduces communication time (Ott et al., 2019).
With ——update-freq 2, this effectively dou-
bles the batch size. We trained 4 independent mod-
els with different random seeds to perform ensem-
ble decoding on both the items and texts test sets.
Every model was trained for 40 epochs and the
best performing checkpoint on validation set was
chosen.



Task Model Tokenization | BLEU | Human
TDDC Item ja-en | Single None 52.77 29.25
TDDC Item ja-en | Ensemble None 54.25 36.75
TDDC Item ja-en | Single Juman* 52.83 -
TDDC Text ja-en | Single None 54.84 37.75
TDDC Text ja-en | Ensemble None 58.38 49.50
TDDC Text ja-en | Single Juman* 57.34 -

Table 4: JPX task results. Note that we did not submit the output from our model that includes Japanese word
segmentation (marked with *) and it serves as comparative purposes.

3.4 Results

Table 4 shows our model performance for the
timely disclosure task. Human evaluation ranks
our best submissions in the first place for the
“Item” test set and second place for the “Text”
test set. After the submission period has ended,
we did a further study on the effect of includ-
ing Japanese segmentation in data pre-processing.
We tokenized the Japanese text using Juman and
re-trained our model. Comparing their BLEU
scores on single decoding, we observe that tok-
enization slightly improves on Item data, while it
significantly improves on Text data by 2.5 BLEU
points, which might have boosted our scores
in the leaderboard. Nonetheless, a single step
pre-processing greatly simplifies our training and
translation pipeline. This is particularly helpful
in deploying MT systems for several languages in
production settings because it allows us to build an
end-to-end system that does not rely on language-
specific pre/post-processing.

4 JLJI Newswire Task
4.1 Task Description

The newswire task evaluated Japanese-English
translations on the JIJI corpus. The corpus was
created by Jiji Press in collaboration with Na-
tional Institute of Information and Communica-
tions Technology (NICT). The data set contains
200,000 parallel sentences for training, 2,000 for
validation and 2,000 for testing. We did not use
any external resources other than the provided cor-
pus. For this task, we investigated the importance
of choosing a suitable Transformer network size
with respect to the size of our training set.

4.2 Data Processing

We ran Juman version 7.01 for Japanese word
segmentation but English sentences were not tok-
enized. After tokenization, both Japanese and En-
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Embedding dim. 512
Tied embeddings Yes
Transformer FFN dim. 2048
Attention heads 2
En/Decoder layers 5
Label smoothing 0.2
Dropout 0.4
Attention weight dropout | 0.2
Transformer FFN dropout | 0.2
Learning rate 0.001
Batch size in tokens 4000
Update frequency 1

Table 5: JIJT model settings

glish sentences were combined and fed into Sen-
tencePiece for training BPE subword units. The
subword vocabulary size is 32,000 with 100%
character coverage and no further filtering. We
further removed empty lines and sentences ex-
ceeding 250 subword tokens from the training
set. We also tried feeding the sentences directly
into SentencePiece without pre-tokenization for
Japanese but we observed a weaker performance
on the JIJI task by doing so.

4.3 Model

Sennrich and Zhang (2019) adapted RNN-based
NMT systems in low-resource settings by reduc-
ing vocabulary size and careful hyperparameter
tuning.  Similarly, we applied system adapta-
tion techniques to Transformer-based NMT sys-
tems for this task, given that the JIJI corpus is
a relatively small data set. As shown in Ta-
ble 5, we chose to scale down our Transformer
model so as to prevent overfitting. We made
the following adjustments: (i) Halving embed-
ding and hidden dimension, (ii) Reducing the
number of attention heads and encoder/decoder
layers, and (iii) Increasing regularization through



Task Model BLEU | Human
JlJI en-ja | BASE (Single)* 16.70 -
JII en-ja | MINTI (Single) 21.80 55.25
JlJI en-ja | MINTI (Ensemble) | 22.65 63.25
JIJ1 ja-en | BASE (Single)* 15.91 -
JII ja-en | MINT (Single) 21.34 44.75
JIJIja-en | MINT (Ensemble) | 21.84 50.75

Table 6: JIJI task results. Note that we did not submit the BASE model output (marked with *) and it serves for

comparative purposes.

dropout and weight decay (-—-weight-decay
0.0001). We used the same model set up for
both directions. Considering the size of this data
set, we were able to run longer epochs for JIJI
tasks: 150 epochs for Japanese—English and 100
for English—Japanese. We compare the perfor-
mance of this downsized model (MINT) to the pre-
vious model setup used for the JPX task (BASE).

4.4 Results

Table 6 shows our model performance on the
newswire task. We can observe that the MINI
model significantly outperforms the BASE model
by around 5 BLEU points on single decoding.
These results affirm our hypothesis that it is possi-
ble to improve NMT performance in low-resource
settings by more careful hyperparameter tuning
without relying too much on auxiliary resources.
Overall, our submissions for both translation di-
rections ranked the first in the leaderboard in terms
of BLEU scores and under the constrained set-
tings. Unfortunately, our system output are the
only constrained submissions that were humanly
evaluated and thus we are not able to do a compar-
ative evaluation.

5 Mixed-domain Task

5.1 Task Description

The mix-domain task evaluated Myanmar-English
translations from the University of Computer
Studies, Yangon (UCSY) (Ding et al., 2018)
and the Asian Language Treebank (ALT) corpora
(Ding et al., 2019). The models were trained on
the UCSY corpus, then validated and tested on the
ALT corpus. The UCSY corpus contains approxi-
mately 200,000 sentences, ALT validation and test
sets had 1,000 sentences each. No other resources
were used to train our models for the task partici-
pation.
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5.2 Data Processing

For the mix-domain task, no special pre-
processing steps were taken to handle the data;
sentences were fed directly to the SentencePiece to
produce subwords tokens. We experimented with
two Transformer models of varying sizes using the
Marian® toolkit (Junczys-Dowmunt et al., 2018).

5.3 Model

Using similar models settings as (i) JPX model
in Table 3 with 32,000 subwords tokens at 100%
character coverage (BASE) and (ii) the JIJI model
in Table 5 with 10,000 subwords tokens at 100%
character coverage (MINI), we train one model
each to compare (i) vs (ii) in the Mixed-domain
Task. We only participated in the English to
Myanmar task.

5.4 Results

Task | Model | BLEU
ALT2 en-my | BASE (Single) 12.55
ALT2 en-my | MINT (Single) 19.64
ALT2 en-my | MINI (Ensemble) | 19.94

Table 7: Mixed-domain Task Results

Table 7 shows the result of our English to Myan-
mar models. Due to the low resource nature of
the Myanmar-English language pair and the added
difficulty of domain adaptation, for future work,
we will explore extending language resources in
the generic domain to further improve translation
quality in this language pair.

We have compiled the Myth Corpus® with var-
ious Myanmar-English datasets that researchers
can use to improve Myanmar-English models. The
datasets created ranges from manually cleaned
dictionaries to synthetically translated data using

8
https://marian-nmt.github.io

9
https://github.com/alvations/myth



commercial translation API and unsupervised ma-
chine translation algorithms.

6 Conclusion

In this paper we presented our submissions to the
WAT 2019 translation shared task. We trained
similar Transformer-based NMT systems across
different tasks. We found that shallower Trans-
formers with a small number of heads perform bet-
ter on smaller data sets. We also found a trade-off
between simplifying data processing pipeline and
model performance. Finally, we attempted simple
techniques for training a multilingual NMT sys-
tem and we will continue our investigation along
this direction in future work.
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Abstract

In this paper, we describe our Neural Ma-
chine Translation (NMT) systems for the WAT
2019 translation tasks we focus on. This year
we participate in scientific paper tasks and fo-
cus on the language pair between English and
Japanese. We use Transformer model through
our work in this paper to explore and experi-
ence the powerful of the Transformer architec-
ture relying on self-attention mechanism. We
use different NMT toolkit/library as the imple-
mentation of training the Transformer model.
For word segmentation, we use different sub-
word segmentation strategies while using dif-
ferent toolkit/library. We not only give the
translation accuracy obtained based on abso-
lute position encodings that introduced in the
Transformer model, but also report the the im-
provements in translation accuracy while re-
placing absolute position encodings with rela-
tive position representations. We also ensem-
ble several independent trained Transformer
models to further improve the translation ac-
curacy.

1 Introduction

Machine translation (MT) is a specific task of
natural language processing (NLP). It is used to
automatically translate speech or text from one
natural language to another natural language us-
ing translation system. In neural machine trans-
lation (NMT), different from statistical machine
translation (SMT), deep learning is done using
neural network technology. In the last five years,
statistical machine translation is gradually fading
out in favor of neural machine translation. Google
translate supports over 100 languages. In Novem-
ber 2016, Google has switched to a neural ma-
chine translation engine for 8 languages firstly be-
tween English (to and from) and Chinese, French,
German, Japanese, Korean, Portuguese, Spanish

Science and Technology (AIST),
Tsukuba 305-8560, Japan
jun.ogata@aist.go.jp

and Turkish!. By July 2017 all languages support
translation to and from English by GNMT (Wu
et al., 2016).

In our work, we focus on the NMT system con-
structed based on the Transformer model (Vaswani
et al., 2017). The Transformer model use a differ-
ent neural network architecture with self-attention
mechanism. Different from sequence-aligned re-
current neural networks (RNNS) or convolution,
the Transformer model computes representations
of a sequence by considering different positions of
the sequence relying on self-attention mechanism.
All NMT experiments in our work are performed
by using this state-of-the-art new network archi-
tecture.

“Tensor2Tensor>” (Vaswani et al., 2018) is a li-
brary for deep learning models that is widely used
for NMT recently and includes the implementa-
tion of the Transformer model (Vaswani et al.,
2017). It is used to train Transformer models
and obtain the state-of-the-art translation accuracy
for WMT? shared tasks: English-to-German and
English-to-French on newstest2014 tests.

An open source for NMT and neural sequence
learning, “OpenNMT** has been released by the
Harvard NLP group (Klein et al., 2017), and it
provides implementations in 2 popular deep learn-
ing frameworks: PyTorch® (OpenNMT-py®) and
TensorFlow’ (Abadi et al., 2016) (OpenNMT-tf®).
It has been extended to support many additional
models and features including the Transformer

"https://en.wikipedia.org/wiki/Google_
Neural_ Machine_ Translation
https://github.com/tensorflow/
tensor2tensor
*http://www.statmt.org/wmt19/
“http://opennmt .net/
Shttps://github.com/pytorch/pytorch
®https://github.com/OpenNMT/OpenNMT-py
"https://www.tensorflow.org/
$https://github.com/OpenNMT/OpenNMT-t £
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model, each implementation has its own set of
features”. According to the needs in our experi-
ments such as “Relative position representations”
in model configuration and “Ensemble” in decod-
ing, we choose to use “OpenNMT-py”. We give
the description of these two terms (“Relative posi-
tion representations” and “Ensemble”) in the fol-
lowing section.

In the last five years, two parallel corpora
were released in the domain of scientific pa-
pers and patents. They are provided to pro-
mote machine translation research, including the
condition of participating in the open evalu-
ation campaign Workshop on Asian Transla-
tion (WAT) (Nakazawa et al., 2018, 2019). The
first parallel corpus which provided for WAT from
2014 is the Asian Scientific Paper Excerpt Cor-
pus (ASPEC) (Nakazawa et al., 2016). It contains
680,000 Japanese—Chinese parallel sentences used
for training and approximately 3,000,000 English—
Japanese training data extracted from scientific pa-
pers. The second parallel corpus provided for
WAT from 2015 is the JPO corpus, created jointly,
based on an agreement between the Japan Patent
Office (JPO) and NICT. In our work, we propose
to train several NMT systems between English and
Japanese by leveraging a part of ASPEC-JE train-
ing data and several techniques. We also compare
the translation accuracy between these systems
so as to significantly improve the performance of
NMT in scientific and technical domain.

Section 2 further introduces the background of
our NMT systems and some related work. In sec-
tion 3, we present the experiments and report the
results by adding each technique or combine sev-
eral techniques which are described in Sec. 2. Sec-
tion 4 gives the conclusion and some future work.

2 Translation systems

2.1 Subword segmentation

Word segmentation (tokenization), i.e., breaking
sentences down into individual words (tokens), is
normally treated as the first step of preprocessing
for natural language processing (NLP). For En-
glish and Japanese, in our experiments, we use
scripts in Moses (Koehn et al., 2007) and Juman'?
as the basic segmentation toolkits for word seg-
mentation (tokenization), and then we perform

’http://opennmt .net/features/
Ohttp://nlp.ist.i.kyoto-u.ac.jp/index.
php?JUMAN
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subword segmentation to further segment words
for preparing the final experimental data. Because
some previous work has used subwords as a way
for addressing unseen word or rare word problems
in machine translation (Sennrich et al., 2016b), re-
ducing model size (Wu et al., 2016), or as one of
the performance of training a independent transla-
tion model (Denkowski and Neubig, 2017) so as
to obtain a stronger translation system. The in-
vestigation in the relationship between the choice
of using “word-based” or “subword-based” seg-
mentation strategy and the improvement of ma-
chine translation (MT) is conducted. It is con-
clude that the “subword-based” segmented data
and the byte pair encoding (BPE) compression al-
gorithm (Gage, 1994) that the segmenter relied on
is effective and affects MT performance (Sennrich
et al., 2016b).

In our experiments, we also examine the impact
of “subword-based” strategy in technical and sci-
entific domain. Because as we known, there ex-
ist a large amount technical words/terms in scien-
tific paper and this may lead to some rare word or
unknown word problems in MT. Thus, “subword-
based” segmentation strategy can be very help-
ful for the translation of these words. We use
BPE in “OpenNMT-py” and “wordpieces” (Schus-
ter and Nakajima, 2012; Wu et al., 2016) in “Ten-
sor2Tensor”.

2.2 Relative position representations

Due to the Transformer is a different neural net-
work architecture compare with recurrent neu-
ral network (RNN) and convolutional neural net-
work (CNN), adding position information to its in-
puts is necessary and crucial important in model
construction. In (Shaw et al., 2018), it is demon-
strated that the way of introducing relative position
representations, and instead of using absolute po-
sition encodings, using relative position represen-
tations in self-attention mechanism of the Trans-
former yields improvements of 1.3 BLEU and 0.3
BLEU respectively on the WMT 2014 English-to-
German and English-to-French translation tasks.
In our experiments, we shall use a similar idea
on ASPEC-JE tasks. In other words, we try to
use absolute position encodings or relative po-
sition representations independently for training
our Transformer models, but for WAT 2019 AS-
PEC translation tasks: English-to-Japanese and
Japanese-to-English. There exist several previous



work for WAT using this method for improving
translation accuracy on scientific paper tasks such
as (Li et al., 2018). Different from their experi-
ments, we use different size of the training data
and development data at least and obtain better re-
sults in English-to-Japanese translation sub-task.

2.3 Ensemble technique

Some previous work shows improvements in
BLEU scores for model ensembles (Sutskever
et al., 2014; Sennrich et al., 2016a). The basic idea
of ensemble technique is that training and decod-
ing with multiple translation models. We propose
to follow the idea given in (Denkowski and Neu-
big, 2017), combine several techniques and imply
them in ASPEC-JE shared tasks. Thus, the final
technique we explore is the ensemble of multiple
independently trained, averaged translation mod-
els in prediction of the test set.

2.4 Evaluation

The main metric used in our experiments for au-
tomatically evaluating the translation outputs is
BLEU (Papineni et al., 2002) method. All evalu-
ation BLEU scores for translation results given in
this paper are evaluated by WAT 2019 automatic

evaluation system'!,

3 Experiments

We train and evaluate our model on the WAT 2019
scientific paper tasks, using the ASPEC-JE dataset
consisting of approximately 3,000,000 lines of
sentence pairs. It worth noticing that the data
contained in the ASPEC-JE training corpus are
not all perfect aligned. Thus, we use the first
1,500,000 pairs of sentences with higher similar-
ity scores which are calculated using the method
given in (Utiyama and Isahara, 2007) as our train-
ing data (Train). We do not do any filtering for
these sentences by length in words/tokens. All de-
velopment data (Dev) and test data (Test) sets are
used in performing experiments. Statistics on our
experimental data sets are given in Table 1.

First of all, we use the “Tensor2Tensor” library
for training and evaluating the Transformer mod-
els. We train translation models using “trans-
former (big)” hyperparameter setting. For the two
experiments (English-to-Japanese and Japanese-
to-English) 32k “wordpieces” are broken from

"http://lotus.kuee.kyoto-u.ac.jp/WAT/
evaluation/index.html
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ASPEC-JE English Japanese

sentences (lines) 1,500,000 1,500,000

Train | length in words | 26.01 £ 11.76  28.20 £ 12.32
(avg. =+ std.dev.)

sentences (lines) 3,574 3,574

Dev length in words | 24.65 £ 11.50 26.72 + 11.87
(avg. =+ std.dev.)

sentences (lines) 1,812 1,812

Test length in words | 24.49 +11.28 26.32 + 11.50
(avg. =+ std.dev.)

Table 1: Statistics on our experimental data sets (af-

ter tokenizing and lowercasing). Here, ‘avg =+ std.dev.’
gives the average length of the sentences in words.

words. We train for 300,000 steps on 4 GPUs,
it costs only about 27 hours for each experiment.
During training, we save checkpoints every 1,000
steps. We average the last 8, 10 and 20 check-
points for decoding the test set and report the best
one. For evaluation, we use beam search with a
beam size of 4 and length penalty a=0.6 (Wu et al.,
2016). On the English-to-Japanese and Japanese-
to-English subtasks, our “Transformer (big)” mod-
els achieve BLEU scores of 42.92 (average the
last 20 models) and 29.01 (average the last 10
model) respectively. Compare with the result
for English-to-Japanese sub-task (BLEU=42.87)
given in WAT official evaluation'?, we obtained
the similar result (BLEU=42.92) to a certain ex-
tend. But we also give the translation result
for Japanese-to-English direction (BLEU=29.01)
which is not given in WAT official evaluation'3.

Except this two experiments, the following,
a series of experiments are all performed using
“OpenNMT-py” as shown in Table 2, thus, we do
not mention it every time.

We then measure the effect of BPE by train-
ing “word-based” and “subword-based” systems
using “OpenNMT-py” with the same 1,500,000
training data (without any cleaning). All options
and parameters used in “OpenNMT-py” are set re-
fer to “transformer (big)” hyperparameter setting
in “Tensor2Tensor”. These two systems (“word-
based” and “subword-based”) are considered as
two baselines (“weak baseline” and “stronger
baseline”) of the following experiments. The only
difference from the “weak baseline”, the “stronger
baseline” use BPE segmentation with 32k vocab-
ulary both for English and Japanese. Scores for

Phttp://lotus
evaluation/list
Bnttp://lotus
evaluation/list

.kuee.kyoto-u.ac. jp/WAT/
.php?t=1&o0=1
.kuee.kyoto-u.ac.jp/WAT/
.php?t=2&0=4



Toolkit/library System opts. En-Ja Ja-En
Tensor2Tensor wordpieces + transformer (big) 4292 29.01
OpenNMT-py word-based + dropout=0.3 + warm-up=8,000 (weak baseline) | 38.73 26.70
OpenNMT-py (1) | BPE + dropout=0.3 + warm-up=8,000 (stronger baseline) 4191 28.92
OpenNMT-py (2) | BPE + Relative Position + dropout=0.1 + warm-up==8,000 42.06 28.64
OpenNMT-py (3) | BPE + Relative Position + dropout=0.3 + warm-up==8,000 42.83 28.86
OpenNMT-py (4) | BPE + Relative Position + dropout=0.3 + warm-up=16,000 42.63 28.32
OpenNMT-py Ensemble (1) and (3) 43.15 29.36
OpenNMT-py Ensemble (1), (2) and (3) 43.76 29.54
OpenNMT-py Ensemble (1), (2), (3) and (4) 43.60 29.71

Table 2: BLEU scores for ASPEC-JE test set using the Transformer (model) based NMT.

single models are averaged after training step. For
using “OpenNMT-py”, we average 4-6 saved mod-
els (models are saved per 10,000 steps, each exper-
iments are trained for 160,000 steps.) with higher
validation accuracy. Because we found that this
may lead to better translation accuracy. As the re-
sults, compare with our “weak baseline”, we im-
proved translation accuracy by 3.2 and 2.2 BLEU
points for both directions (English«+Japanese)
by directly applying BPE subword segmentation
strategy for English and Japanese.

But we found that the big transformer
model (Transformer (big) in Table 2) training by
“Tensor2Tensor” outperforms the reported models
training by “OpenNMT-py” (the fourth line in Ta-
ble 2), especially for English-to-Japanese (42.92
vs. 41.91).

After that, we compare our models using ab-
solute position (sinusoidal position encodings)
to using relative position representation instead.
For English-to-Japanese, this approach improved
nearly 1 BLEU points (41.91—42.83) compare
with the “stronger baseline”. In this experiment,
for Japanese-to-English, there is no improvement
in BLEU even slightly decreased compare with the
“stronger baseline” system (28.92 —28.86).

For English-to-Japanese, “dropout” setting,
we begin with 0.3 and then change it with 0.1,
for “warm-up” setting, we begin with 8,000 and
then change it with 16,000, we apply the same
changing for Japanese-to-English. In other words,
we do not touch any other settings and perform
another two groups of experiments with the same
data for both directions by only modifying the
“dropout” value (“dropout=0.3" = “dropout=0.1"
(“warm-up=8,000”)) and “warm-up” value
(“warm-up=8,000” = “warm-up=16,000”
(“dropout=0.3"). As the results in both direc-
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tions, “BPE + Relative position + dropout=0.3 +
warm-up=8,000 allow us to obtain better BLEU
scores compare with our “stronger baseline”
system, especially for English-to-Japanese. In our
experiments, translation accuracy are negatively
affected by whatever changing “dropout” from
0.3 t0 0.1 or “warm-up” form 8,000 to 16,000.

However, ensemble these models allow us
to obtain our best BLEU scores for English-
to-Japanese and Japanese-to-English sub-tasks.
Again, all of these models are independent trained,
averaged models. In Table 2, we show that comb-
ing these techniques can lead to significant im-
provements of over 1.85 BLEU score for English-
to-Japanese by ensembling 3 independent models,
0.79 BLEU points for Japanese-to-English transla-
tion by ensembling 4 independent models. Bold-
face indicates the best BLEU scores over the two
baseline systems. If we compare our final results
with the “weak baseline” systems, combine using
the Transformer model and several introduced ef-
ficient techniques, we obtained even more signif-
icant improvements by 5 and 3 BLEU points for
English-to-Japanese and Japanese-to-English re-
spectively in scientific domain.

As we mentioned in Sec. 2.4, all evalua-
tion BLEU scores given in Table 2 are evalu-
ated by WAT 2019 official automatic evaluation
system'*.  We published the best two BLEU
scores (43.76 and 29.71 for English-to-Japanese
and Japanese-to-English) obtained by ensembling
models using “OpenNMT-py”, as well as another
two BLEU scores (42.92 and 29.01 for English-
to-Japanese and Japanese-to-English) obtained by

“Tensor2Tensor” (transformer (big)).

“http://lotus.kuee.kyoto-u.ac.jp/WAT/
evaluation/index.html



The translation result (BLEU=42.64)" submit-
ted to WAT 2019 (Nakazawa et al., 2019) for both
automatic evaluation and human evaluation ob-
tained by an English-to-Japanese translation sys-
tem using “Tensor2Tensor” (transformer (big)).
We do not mention that system too much because
it is only a test and very first system in our exper-
iments with “transformer (big)” setting except the
“train_steps” is only 131,000 (not 300,000 which
allowed us to obtain BLEU=42.92).

4 Conclusion

The main focus of this paper is to exploit ASPEC-
JE linguistic resources in technical and scientific
domain and some existing technical methods to
improve the translation accuracy between English
and Japanese. In our experiments, we improved
translation accuracy for WAT 2019 scientific pa-
per tasks by using subword segmentation strat-
egy, relative position representations and ensem-
ble techniques, and tried to use the training data
as small as possible without the use of any ad-
ditional lexicon or additional corpus. We com-
bined and applied several approaches and further
improved the translation accuracy of English-to-
Japanese and Japanese-to-English NMT by 1.85
and 0.79 BLEU scores compare with our “stronger
baseline” systems, at the same time, we obtained
5 and 3 BLEU point improvements compare with
our “weak baseline” systems. We found that
we may obtain better translation accuracy by en-
sembling several independent models, even these
models do not work very well independently. In
future work, we propose to give in-depth analy-
sis of where improvements obtained for translation
results and give some statistics of them.
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Abstract
We introduce our system that is sub-
mitted to the News Commentary task

(Japanese<»>Russian) of the 6th Workshop on
Asian Translation. The goal of this shared task
is to study extremely low resource situations
for distant language pairs. It is known that us-
ing parallel corpora of different language pair
as training data is effective for multilingual
neural machine translation model in extremely
low resource scenarios. Therefore, to improve
the translation quality of Japanese<>Russian
language pair, our method leverages other
in-domain Japanese-English and English-
Russian parallel corpora as additional training
data for our multilingual NMT model.

1 Introduction

News Commentary shared task of the 6th Work-
shop on Asian Translation (Nakazawa et al.,
2019) addresses Japanese<»Russian (Ja<>Ru)
news translation. It is a very challenging task
considering: (a) extremely low resource setting,
the size of parallel data is only 12k parallel
sentences; (b) how distant given language pair is,
in terms of different writing system, phonology,
morphology, grammar, and syntax; (c) difficulty
of translating news from various topics which
leads to large presence of unknown tokens in such
extremely low-resource scenario.

Usually, neural machine translation (NMT)
(Cho etal., 2014; Sutskever et al., 2014; Bahdanau
et al., 2015; Vaswani et al.,, 2017) enables end-
to-end training of a translation system requiring
a large amount of training parallel data (Koehn
and Knowles, 2017). Therefore, there are differ-
ent techniques of involving other pivot languages
to increase the accuracy of low-resource MT such
as pivot-based SMT (Utiyama and Isahara, 2007),
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transfer learning (Zoph et al., 2016; Kocmi and
Bojar, 2018), and multilingual modeling (Firat
et al., 2016). Recently, a simple multilingual
modeling (MultiNMT) was proposed by Johnson
etal. (2017) which translates between multiple lan-
guages using a single model and an artificial to-
ken indicating a target language, taking advan-
tage of multilingual data to improve NMT for
all languages involved. Imankulova et al. (2019)
showed that incorporating MultiNMT (Johnson
etal.,2017) provided better BLEU scores than uni-
directional and pivot-based PBSMT approaches
and that domain mismatch had a negative effect on
low-resource NMT.

Therefore, we use MultiNMT modeling for
an extremely low-resource Ja<>Ru translation in-
volving English (En) as the pivoting third lan-
guage (Utiyama and Isahara, 2007). Consider-
ing the importance of domain matching, we fo-
cus on only news domain of additional Ja<+En and
Ru<+En auxiliary parallel corpora, which we will
refer as pivot parallel corpora. And we investi-
gate how translation results are improved by us-
ing in-domain pivot parallel corpora (Ja<+En and
Ru¢+En) in MultiNMT modeling. As a result, in-
domain pivot parallel corpora increases the cover-
age of Ja and Ru vocabulary, and it is clarified that
the new tokens introduced from in-domain pivot
corpora could be translated successfully.

2 Related Work

The existing state-of-the-art NMT model known
as the Transformer (Vaswani et al., 2017) works
well on different scenarios (Lakew et al., 2018;
Imankulova et al., 2019). MultiNMT using the
artificial token approach (Johnson et al., 2017) is
known to help the language pairs with relatively
lesser data (Lakew et al., 2018; Rikters et al., 2018)

Proceedings of the 6th Workshop on Asian Translation, pages 165-170
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



Lang.pair | Source Partition #sent. #tokens #types
Global Voices train 12,356 | 341k /229k 22k / 42k
JasRu News Commentary | development 486 16k / 11k 2.9k / 4.3k
News Commentary test 600 22k / 15k 3.5k / 5.6k
Global Voices train 47,082 | 1.27M/1.01M | 48k / 55k
JasEn Jiji train 200,000 | 5.84M /5.11M | 45k / 78k
News Commentary | development 589 21k / 16k 3.5k / 3.8k
Global Voices train 82,072 | 1.61M/ 1.83M | 144k / 74k
RusEn News Commentary train 279,307 | 7.00M / 7.41M | 214k / 89k
News Commentary | development 313 7.8k / 8.4k 3.2k /2.3k

Table 1: Statistics on our in-domain parallel data.

and outperform bi-directional and uni-directional
translation approaches (Imankulova et al., 2019).
Similarly, we exploit MultiNMT approach with
Transformer architecture.

Our work is heavily based on Imankulova et al.
(2019). They proposed a multi-stage fine-tuning
approach that combines multilingual modeling and
domain adaptation. They utilize out-of-domain
pivot parallel corpora to perform domain adapta-
tion on in-domain pivot parallel corpora and then
perform multilingual transfer for a language pair
of interest. However, instead of utilizing out-of-
domain pivot parallel corpora, we investigate the
impact of other in-domain pivot parallel corpora.

Pseudo-parallel data can be used to augment
existing parallel corpora for training, and previ-
ous work has reported that such data generated
by so-called back-translation can substantially im-
prove the quality of NMT (Sennrich et al., 2016).
However, this approach requires base MT systems
that can generate somewhat accurate translations
(Imankulova et al., 2017). Therefore, instead of
creating noisy pseudo-parallel corpora, we take ad-
vantage of other in-domain pivot parallel corpora.

3 Experimental Settings

3.1 Data

To train MultiNMT systems we used the news do-
main data provided by WAT2019!. More specif-
ically, we used Global Voices” as a training data
for Ja<>Ru, Ja<+En and Ru<+En, and manu-
ally aligned, cleaned and filtered News Com-
mentary data was used as development and test
sets.>  Additionally, we utilized Jiji* and News

"http://lotus.kuee. kyoto-u.ac. jp/ WAT/WAT2019/index.html

Zhttps://globalvoices.org/
3https://github.com/aizhanti/JTaRuNC
*http://lotus.kuee.kyoto-u.ac.jp/WAT/jiji-corpus/
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Commentary® data for Ja<»En and Ru<«En, re-
spectively.  Table 1 summarizes the size of
train/development/test splits used in our experi-
ments.

We tokenized English and Russian sentences us-
ing tokenizerperl of Moses (Koehn et al., 2007).°
To tokenize Japanese sentences, we used MeCab’
with the IPA dictionary. After tokenization, we
eliminated duplicated sentence pairs and sentences
with more than 100 tokens for all the languages.

3.2 Systems

This section describes our system TMU and our
baseline which based on the same MultiNMT ar-
chitecture (Johnson et al., 2017) but trained on dif-
ferent training corpora (Table 1). Here, MultiNMT
translates from multiple source languages into dif-
ferent target languages within a single model. To
realize such translation, an artificial token is in-
troduced at the beginning of the input sentence
to indicate the target language the model should
translate to. Since we have 3 language pairs, we
concatenate all pairs in both directions with over-
sampling to match the biggest parallel data. We
add a target language token to the source side of
each pair and treat it like a single language-pair
case.
We experiment with the following systems:

* TMU: Our system is trained on a balanced
concatenation of Global Voices, Jiji and News
Commentary corpora on 6 translation direc-
tions.

* Only GV: This is our baseline system which
is trained on only Global Voices data on

Shttp://lotus kuee.kyoto-u.ac.jp/ WAT/News-
Commentary/news-commentary-v14.en-ru.filtered.tar.gz

®https://github.com/moses-smt/mosesdecoder

"http://taku910.github.io/mecab, version 0.996.



6 translation directions, the same as in
Imankulova et al. (2019).

Only GV is used as a comparative model to inves-
tigate the effect of additional pivot corpora.

3.3 Implementation

We used the open-source tensor2tensor imple-
mentation of the Transformer model.®

Table 2 contains some specific hyper-
parameters.  The hyper-parameters not men-
tioned in this table used the default values in
tensor2tensor.  We over-sampled Ja—Ru
and Ja—En training data so that their sizes
match the largest Ru—En data for each model.
However, the development set was created by
concatenating those for the individual transla-
tion directions without any over-sampling. We
also used tensor2tensor’s internal sub-word
segmentation mechanism. The size of the shared
sub-word vocabularies was set to 32k. By default,
tensor2tensor truncates sentences longer than
256 sub-words to prevent out-of-memory errors
during training. We incorporated early-stopping
by stopping training if BLEU score for the devel-
opment set was not improved for 10,000 updates
(10 check-points).

At inference time, we averaged the last 10
check-points and decoded the test sets with beam
size and a length penalty which were tuned by a
linear search on the BLEU score for the develop-
ment set. Length penalty for Ja—Ru was 1.0 and
for Ru—Ja 1.1. Beam size was set to 12 and 3
for Ja—Ru and Ru—Ja, respectively. Although
we train our models on 6 translation directions,
we only report the BLEU scores on Ja—Ru and
Ru—Ja test sets.

4 Results

Table 3 demonstrates the BLEU scores of
our baseline Only GV model and proposed
TMU model on News Commentary Ja—Ru® and
Ru—Jal® test data for News Commentary shared
task. Our TMU system trained on additional pivot
parallel corpora exceeded the baseline Only GV

8https://github.com/tensorflow/tensor2tensor, version
1.6.6.

“http://lotus. kuee.kyoto-u.ac.jp/WAT/evaluation/
list.php?t=660=4

http://lotus.kuee. kyoto-u.ac.jp/ WAT/evaluation/
list.php?t=670=1
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Parameter Value
Word Embedding size 512
Multi-Head number 8
Layer size 6
Hidden size 512
Optimizer Adam
Adam [, 0.9
Adam Sy 0.997
Warmup steps 16,000
Learning rate 0.2
Dropout 0.2
Weight decay 0.0
Label smoothing 0.1
Batch size 6144

Table 2: Hyper parameter values of transformer mod-
els.

Models Ja—Ru | Ru—Ja
Only GV 3.66 8.79
TMU 6.59 11.00

Table 3: Evaluation results: BLEU scores. Bold indi-
cates the best BLEU score for each translation direction.

model trained without additional pivot parallel cor-
pora by approximately 3 BLEU points on both
Ja—Ru and Ru—Ja.

5 Discussion

We investigate the effect of adding Jiji and News
Commentary corpora as pivot parallel corpora to
original Global Voices training data. In extremely
low-resource machine translation in the news do-
main, unknown tokens become a serious issue due
to vocabulary coverage. Adding the pivot parallel
corpora to training data can be expected to increase
vocabulary coverage.

Therefore, we investigate how much vocabulary
coverage was improved by using pivot parallel cor-
pora. For that purpose, we investigate the follow-
ing vocabulary sets A and B:

A
B

TNg
TN(GUP)

(1)
2)

T is a set of unknown tokens from test data not in-
cluded in the direct Ja<+>Ru 12k training data, G is
pivot Gloval Voices vocabulary set and P is Jiji
and News Commentary training vocabulary set.
A is the test data unknown tokens set covered by
pivot Global Voices training data. I3 is the test data
unknown tokens set covered by concatenated vo-
cabulary of Jiji and News Commentary pivot paral-



Ja—Ru Ru—Ja
A (Only GV) B (TMU) A (Only GV) B (TMU)
#tokens | #types | #tokens | #types | #tokens | #types | #tokens | #types
Coverage in data 1,467 | 1,220 2,072 | 1,751 481 362 596 450
Correctly translated 85 65 191 147 26 21 31 24

Table 4: The coverage of tokens from additional pivot parallel data and the number of correctly translated tokens
and types of distinct words by each system calculated for test set.

Source JIOIKHBI M aKIIMOHEPHI OBITH KOPOJISIMH ?
Target [BRE] 2, ERRIZ 2D R D
(Should [shareholders] be kings ?)
(@) | Only GV | 20 akmmonep 2% fL2 D s & B> TWd D ZA S5 »?
(Is this akonep the center of society?)
TMU BEE]IEEZ FORE 2D N?
(Should [shareholders] have a king?)
Source [TpeeMCTBEHHOCTD BCEI/Ia OCTaBaIach Cyry00 CEMEHHBIM JICJIOM , U BCE CIIOPHI OCTaBaINCh
32 3aKPBITHIMU JIBEPSIMH .
Target CHET, A Z X BRICEER?S EBEIND LD & I N, W5
b) P [RID]TIND IR 7z
(The succession was always strictly a family affair , and no disputes have [emerged].)
[ OnlyGV | RERHE O RIA 27V —=V 75T BENAERE ICE E> TRy,
(It is a family-run dry cleaning shop, and it has not become a regular business.)
TMU IO &D BERIEHA <RI TV
(Such abuse was repeated every day.)

Table 5: Examples of translating [unknown tokens] included in pivot parallel data C from Russian into Japanese.

lel corpora added to .A. By comparing the number
of tokens and types of distinct words of A and 5,
you can see how much the coverage has increased.
In addition, we investigate how correctly the to-
kens added by Jiji corpus and News Commentary
are translated. If a token from vocabulary set of
A or B appeared in both the gold sentence and the
translated sentence of the system, it was counted
as being correctly translated.

Table 4 shows token and type coverage and cor-
rectly translated tokens and types of distinct words
on test data for A and B, respectively. It can be
seen that both Ru and Ja have improved B cover-
age compared to A. In particular, the coverage of
Ru is greatly improved. And by adding Jiji cor-
pus and News Commentary to the training data,
you can see that the number of correctly trans-
lated tokens has increased. This shows that vocab-
ulary coverage has increased and translation accu-
racy has improved. On the other hand, the number
of correctly translated tokens is few compared to
increased coverage from additional parallel data.
This is considered to be due to difficulty of di-
rectly learning Ja<+Ru translation from added in-
direct Ja<+»En and Ru<>En pivot corpora.

Furthermore, in order to deepen the knowledge
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about the tokens covered using pivot corpora, we
analyze the cases where the newly added tokens by
Jiji and News Commentary corpora are translated
correctly and incorrectly. By adding Jiji and News
Commentary corpora, we define the vocabulary set
newly covered by the test data vocabulary as C as
follows:

C=(TNnP)—-G €©)]

Table 5 shows translation examples of only GV
and TMU systems. The [unknown tokens] in each
sentence belong to C. The first sentence is an ex-
ample (a) where TMU was able to correctly trans-
late “#k 3" compared to Only GV. On the other
hand, the second example shows that neither TMU
nor Only GV could correctly translate an unknown
token “3% 17 ©” included in pivot parallel corpora.
It is considered that it cannot be translated because
the whole sentence was translated incorrectly.

6 Conclusion

In this paper, we introduced our system submit-
ted to the News Commentary task (Ja<>Ru) of the
6th Workshop on Asian Translation. The difficult
part of this shared task is unknown tokens due to
difficult news domain covering various topics and



extremely low-resource available parallel data. To
address this issue, we investigated the coverage of
translatable tokens by training MultiNMT using an
in-domain pivot parallel corpora. As a result, we
found out that our system can translate more to-
kens by taking advantage of additional pivot paral-
lel corpora. In the future, we will explore whether
translation results improve by using other Ja<>Ru
(e.g. Tatoeba) and Ru<>En (e.g. UN) corpora.

In the news domain, there is also a problem of
completely new tokens, which is a type of un-
known tokens, that cannot be dealt by simply in-
creasing training data coverage since new infor-
mation is out every day. Therefore, we plan to
tackle the problem of new tokens that cannot be
introduced by using additional corpora.
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Abstract

This paper describes the Machine Transla-
tion (MT) system submitted by the NLPRL
team for the Tamil — English Indic Task at
WAT 2019. We presented the Neural Ma-
chine Translation (NMT) system based on the
Transformer approach. Training and perfor-
mance of the model are evaluated on the En-
Tam corpus (An English-Tamil Parallel Cor-
pus) collected by researchers at UFAL (Insti-
tute of Formal and Applied Linguistics). The
evaluation of the model done using Adequacy,
BLEU, RIBES, and AM-FM scores, and the
model improves translation in terms of Ade-
quacy, RIBES and AM-FM as compared to the
baseline.

1 Introduction

Asia' is home to billions of people who speaks
about 2,300 languages. The population of the con-
tinent is about six times that of Europe. A major-
ity of Asians speak languages which are, in terms
of language resources and tools, low to medium
resource languages. The causes of this may be
historical, economic, social and political, but this
fact has technical implications. There is a need
to develop Machine Translation (MT) systems to
bridge the communication gap between peoples of
Asian countries, not just between Asian and Euro-
pean countries. There are continued efforts in this
direction, but the lack of resources poses a chal-
lenge, which requires innovative solutions. The
work presented here is not very innovative, but can
be treated as an incremental step in this direction.

We discuss here our submission to the In-
dic Task for Tamil — English language pair
(Ramasamy et al., 2012a) at the 6th workshop
on Asian Translation or WAT 2019 (Nakazawa
et al., 2019). Neural Machine Translation (NMT)

"https://www.worldatlas.com/
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(Sutskever et al., 2014) has been revolutionary for
MT in the past few years.

Tamil comes under the family of Dravidian lan-
guages, spoken mostly in a southern state (Tamil
Nadu) of India. If we consider a standard sentence
in Tamil, the order is usually subject-object-verb
(SOV), but object-subject-verb (OSV) is also com-
mon. While English follows subject-verb-object
(SVO), therefore, Tamil-English language pairs
can be considered distant language pairs. The two
have very different word order, apart from other
differences. Therefore, a major requirement of
MT system for this language pair is to handle word
order better.

2 Related work

In the last few decades, a number of works have
been done on Machine Translation (MT), the ini-
tial attempt was made in the 1950s (Booth, 1955).
A number of approaches have been tried out by re-
searchers, for example, rule-based MT (Poornima
et al., 2011), hybrid-based MT (Salunkhe et al.,
2016), and data-driven MT (Wong et al., 2006).
All of these approaches have their own advantages
and disadvantages.

Rule-based approaches (Kasthuri and Kumar,
2013) cover rules based on linguistic knowledge
about source and target languages in the form of
dictionaries and grammars, and it covers the mor-
phological, syntactic and semantic characteristics
of each language, respectively.

Data-driven approaches rely on corpus analy-
sis and processing. It covers Statistical Machine
Translation (SMT) (Ramasamy et al., 2012b),
Example-based Machine Translation (EBMT)
(Carl and Way, 2003) and Neural Machine Trans-
lation (NMT) (Sutskever et al., 2014). SMT works
on a large parallel corpus and does translation
based on a statistical model. It relies on a combi-
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nation of language model as well as a translation
model with decoding algorithms. On the the other
hand, EBMT uses available translated examples
to perform translation based on analogies. This
is executed by detecting examples that coincide
with the input. Then the alignment is performed
to locate those parts of the translation that can
be reused. Neural Machine Translation (NMT)
(Sutskever et al., 2014) came into the prominence
around 2014. (Choudhary et al., 2018) train an
NMT model using pre-trained word-embedding
(Al-Rfou’ et al., 2013) along with subword units
using Byte-Pair-Encoding (BPE) (Sennrich et al.,
2015). Several models have been trained on vari-
ous datasets and have given promising results.

Hybrid-based MT (Simov et al., 2016) is the
combination of rule-based methods and any of the
data-driven approaches.

Our paper describes experiments on using the
transformer architecture (Vaswani et al., 2017)
that we tried with English and Tamil language pair
and it achieves a better result than the shared task
baseline.

3 System Description

This section covers the dataset, preprocessing, and
the experimental setup required for our systems.

3.1 Datasets

For the Indic Task, we use the EnTam Corpus col-
lected by researchers at UFAL (Ramasamy et al.,
2012a). EnTam Corpus contains development,
training, and test data. The training data includes
around 160,000 lines of parallel corpora. The data
belongs to three domains: Cinema, News, and
the Bible. The development and test data contain
1000 and 2000 lines of parallel corpora, respec-
tively. Before performing training, we preprocess
the data using SentencePiece library?.

3.2 Preprocessing

NMT models usually operate on a fixed size vo-
cabulary. Unlike most unsupervised word seg-
mentation algorithms, which assume an infinite
vocabulary, SentencePiece trains the segmentation
model such that the final vocabulary size is fixed,
e.g. 8000 (8K), 16k, or 32k. We tried Senten-
cePiece on vocabulary sizes of 50,000 and 5,000
symbols. Indic sentences have a large vocabulary

https://github.com/google/
sentencepiece

172

due to complex morphology, but size of the train-
ing data is limited. Hence, to deal with Indic cor-
pora, we decided to use a vocabulary size of 5,000
symbols for source and target byte-pair encoding,
respectively.

3.3 Experimental Setup

We trained two models, namely, Tamil — English
and English — Tamil. For training the model, We
use fairseq, a sequence modelling toolkit 3. Our
models are based on Transformer network. The
number of encoder and decoder layers is set to
5. Encoder and decoder have embedding dimen-
sions of 512. Embeddings are shared between en-
coder, decoder, and output, i.e., our model requires
shared dictionary and embedding space. The em-
bedding dimensions of encoder and decoder in the
feed-forward network are set to 2048. The num-
ber of encoder and decoder attention heads are set
to 2. The models are regularized with dropout,
label smoothing and weight decay, with the cor-
responding hyper-parameters being set to 0.4, 0.2
and 0.0001, respectively. Models are optimized
with Adam using 8; = 0.9 and 33 = 0.98. We per-
form the experiments on an Nvidia Titan Xp GPU.

4 Results and Analysis

RIBES (Isozaki et al., 2010), BLEU (Papineni
et al., 2002), and AM-FM (Banchs et al., 2015)
scores of our submitted systems are shown in Ta-
ble 1, Table 2, and Table 3 resepectively. WAT
2019 organizers evaluate all the submitted sys-
tem using Adequacy, BLEU, RIBES, and AM-FM
scores, as shown in Figure 1 and Figure 2. It
is known that Tamil and English follow different
word orders, therefore we have to focus on word
order for translation. On considering word order,
our system performs well on RIBES metric, as
shown in Figure 2. If we go through AM-FM score
in Figure 2, our system still works well, keeping
in view the preservation of semantic meaning and
syntactic structure. Overall, if we consider Ade-
quacy score, System beats the baseline model and
top performer for English-to-Tamil among all the
submitted systems as shown in Figure 1 and Fig-
ure 2.

5 Conclusion

In this paper, we report our submitted system. We
train our system for Tamil-to-English and English-

*https://github.com/pytorch/fairseq
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Figure 2: Official bar chart showing Adequacy, BLEU, RIBES and AM-FM scores of top systems submitted in the
Tamil-English and English—Tamil Indic languages shared task at WAT 2019.

System Baseline | Our System
Tamil-English | 0.728999 | 0.748829
English-Tamil | 0.634551 | 0.647579

Table 1: RIBES score of Tamil-English and English—
Tamil System submitted by our team at WAT 2019.

System Baseline | Our System
Tamil-English | 24.46 23.89
English-Tamil | 11.73 9.39

Table 2: BLEU score of Tamil-English and English—
Tamil System submitted by our team at WAT 2019.

System Baseline | Our System
Tamil-English | 0.663930 | 0.682170
English-Tamil | 0.769600 | 0.783550

Table 3: AM-FM score of Tamil-English and English—
Tamil System submitted by our team at WAT 2019.

to-Tamil language pairs. The system is based on
Transformer-based Neural Machine Translation.
We evaluate our system using Adequacy, BLEU,
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RIBES, and AM-FM. Based on the official scores
of Adequacy released by WAT 2019, We found
that our system performs well on preserving word
order and semantic-syntactic features on transla-
tion and performs better than the baseline.
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Abstract

This paper describes the Idiap submission
to WAT 2019 for the English-Hindi Multi-
Modal Translation Task. We have used
the state-of-the-art Transformer model and
utilized the IITB English-Hindi paral-
lel corpus as an additional data source.
Among the different tracks of the multi-
modal task, we have participated in the
“Text-Only” track for the evaluation and
challenge test sets. Our submission tops in
its track among the competitors in terms
of both automatic and manual evaluation.
Based on automatic scores, our text-only
submission also outperforms systems that
consider visual information in the “multi-
modal translation” task.

1 Introduction

In recent years, significant research has been
done to address problems that require joint
modelling of language and vision (Specia
et al., 2016). The popular applications involv-
ing Natural Language Processing (NLP) and
Computer Vision (CV) include image descrip-
tion generation (Bernardi et al., 2016), video
captioning (Li et al., 2019), or visual question
answering (Antol et al., 2015).

In the past few decades, multi-modality
has received critical attention in translation
studies, although the benefit of visual modal-
ity in machine translation is still in debate
(Caglayan et al., 2019).
tion in multi-modal research in machine trans-
lation is the intuition that information from
other modalities could help to find the correct
sense of ambiguous words in the source sen-
tence, which could potentially lead to more
accurate translations (Lala and Specia, 2018).

The main motiva-
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Tokens
Set Sentences  English Hindi
HVG Train 28932 143178 136722
IITB Train 14M 206M 221 M
D-Test 998 4922 4695
E-Test 1595 7852 7535
C-Test 1400 8185 8665

Table 1: Statistics of our data: the number of sen-
tences and tokens.

Despite the lack of multi-modal datasets,
there is a visible interest in using image fea-
tures even for machine translation for low-
resource language. For instance, Chowdhury
et al. (2018) train a multi-modal neural MT
system for Hindi—English using synthetic par-
allel data only.

In this system description paper, we explain
how we used additional resources in the text-
only track of WAT 2019 Multi-Modal Trans-
lation Task. Section 2 describes the datasets
used in our experiment. Section 3 presents
the model and experimental setups used in our
approach. Section 4 provides the official eval-
uation results of WAT 2019 followed by the
conclusion in Section 6.

2 Dataset

The official training set was provided by the
task organizers: Hindi Visual Genome (HVG
for short, Parida et al., 2019a,b). The training
part consists of 29k English and Hindi short
captions of rectangular areas in photos of var-
ious scenes and it is complemented by three
test sets: development (D-Test), evaluation
(E-Test) and challenge test set (C-Test). We
did not make any use of the images. Our WAT
submissions were for E-Test (denoted “EV”
in WAT official tables) and C-Test (denoted
“CH” in WAT tables).
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Figure 1: Learning curves in terms of BLEU score.

The left plot is based on Moses tokenizer and

BLEU score as implemented in Moses scorer. The right plot is sacreBLEU. The big round dots indicate
which training iteration was used when producing our final submissions to WAT manual and automatic

evaluation for E-Test and C-Test.

Additionally, we used the IITB Corpus
(Kunchukuttan et al., 2017) which is sup-
posedly the largest publicly available English-
Hindi parallel corpus. This corpus contains
1.49 million parallel segments and it was found
very effective for FEnglish-Hindi translation
(Parida and Bojar, 2018).

The statistics of the datasets are shown in
Table 1.

3 Experiments

We focussed only on the text translation task.

We used the Transformer model (Vaswani
et al., 2018) as implemented in OpenNMT-py
(Klein et al., 2017).1

3.1 Tokenization and Vocabulary

Subword units were constructed using the
word pieces algorithm (Johnson et al., 2017).
Tokenization is handled automatically as part
of the pre-processing pipeline of word pieces.

We generated the vocabulary of 32k sub-
word types jointly for both the source and tar-
get languages. The vocabulary is shared be-
tween the encoder and decoder.

3.2 Training

To train the model, we used a single GPU and
followed the standard “Noam” learning rate

"http://opennmt .net/OpenNMT-py/quickstart.
html
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decay,? see Vaswani et al. (2017) or Popel and
Bojar (2018) for more details. Our starting
learning rate was 0.2 and we used 8000 warm
up steps.

We ran only one training run.

We concatenated HVG and IITB training
data and shuffled it at the level of sentences.

We let the model train for up to 200K steps,
interrupted a few times due to GPU queueing
limitations of our cluster. Following the rec-
ommendation of Popel and Bojar (2018), we
present the full learning curves on D-Test, E-
Test and C-Test in Figure 1.

We observed a huge difference between
BLEU (Papineni et al., 2002) scores as im-
plemented in the Moses toolkit (Koehn et al.,
2007) and the newer implementation in sacre-
BLEU (Post, 2018). The discrepancy is very
likely caused by different tokenization but the
best choice in terms of linguistic plausibility
still has to be made. In Figure 1, we show
both implementations and see that the Moses
implementation gives scores higher by 10 (!)
points absolute. More importantly, it is a lit-
tle less peaked, which we see as evidence for
better robustness and thus hopefully the lin-
guistic adequacy.

All of the test sets (D-, E- and C-Test) are
independent of the training data and the train-
ing itself is not affected by them in any way.

’https://nvidia.github.io/OpenSeq2Seq/html/

api-docs/optimizers.html



System and WAT Task Label

WAT BLEU  Our sacreBLEU  Our Moses BLEU  WAT Human

Our MMEVTEXTen-hi 41.32 41.1 52.18 72.84
Best competitor in MMEVM Men-hi 40.55 - - 69.17
Our MMCHTEXTen-hi 30.94 30.7 40.40 59.81
Best competitor in MMCHMMen-hi 20.37 - - 54.50

Table 2: WAT 2019 official automatic and manual evaluation results for English—Hindi (HINDEN) tasks
on the E-Test (EV, upper part) and C-Test (CH, lower part), complemented with our automatic scores.
Our scores are from the “TEXT?”, i.e. text-only, track while the “Best competitor” lines are from the
“MM?” (multi-modal) track. On each test set, the automatic scores are comparable, because the set of
reference translations is identical for the two tracks. The manual scores are comparable to a lower extent
because the text-only and multi-modal tracks were manually evaluated in two separate batches.

In other words, they all can be seen as inter-
changeable, only the choice which particular
iteration to run must be done on one of them
and evaluated on a different one.

At the submission deadline for E-Test, our
training has only started, so we submitted the
latest result available, namely E-Test trans-
lated with the model at 35K training steps.
When submitting the translations of C-Test
for the WAT official evaluation, we already
knew the full training run and selected the
step 165K where E-Test reached its maximum
score. In other words, the choice of the model
for the C-Test was based on E-Test serving as
a validation set.

4 Official Results

We report the official automatic as well as
manual evaluation results of our models for
the evaluation and challenge test dataset here
in Table 2. All the scores are available on the
WAT 2019 website® and in the WAT overview
paper (Nakazawa et al., 2019).

According to both automatic and manual
scores, our submissions were the best in the
text-only task (MM**TEXT), see the tables
in Nakazawa et al. (2019).

Since the text-only and multi-modal tracks
differ only in the fact whether the image is
available and the underlying set of sentences
is identical, we can also compare our result
with the scores of systems participating in
the multi-modal track (MM**MM). We show
only the best system of the multi-modal track.
Both on the E-Test and C-Test, our (text-
only) candidates scored better in BLEU that
the best competitor in the multi-modal track
(41.32 vs. 40.55 on E-Test and 30.94 vs. 20.37

3http://lotus.kuee.kyoto-u.ac.jp/WAT/
evaluation/
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on C-Test). Manual judgments also indicate
that our translations are better than those
of the best multi-modal system, but here the
comparison has to be taken with a grain of
salt. The root of the trouble is that the man-
ual evaluation for the text-only and multi-
modal tracks ran separately. While the under-
lying method (Direct Assessment, DA, Gra-
ham et al., 2013) in principle scores sentences
in absolute terms, it has been observed by Bo-
jar et al. (2017) that DA scores from indepen-
dent runs are not reliably comparable. We in-
dicate this by the additional horizontal lines
in Table 2.

Figure 2 illustrates of our translation out-
put.

5 Discussion

We did not explore the space of possible con-
figurations much, we just ran training and ob-
served the development of the learning curve.
Our final results are nevertheless good, indi-
cating that reasonably clean data and base-
line settings of the Transformer architecture
deliver good translations.

The specifics of the task have to be taken
into account. The “sentences” in Hindi Visual
Genome are quite short, only 4.7 Hindi and
4.9 English tokens per sentence. This is sub-
stantially less than the IITB corpus where the
average number of tokens is 15.8 (Hindi) and
14.7 (English). With IITB mixed in the train-
ing data, the model gets a significant advan-
tage, not only because of the better coverage of
words and phrases but also due to the length.
As observed by Kocmi and Bojar (2017) and
Popel and Bojar (2018), NMT models strug-
gle to produce outputs longer than the training
data was. Our situation is the reverse, so our
model “operates within its comfortable zone”.



English Input:
Translated Output:
Gloss:

gold religious cross on top of golden ball
T 1 Tig & <fied W Tt e g .

Gold religious cross on top of golden ball

English Input:
Translated Output:
Gloss:

a

blue wall beside tennis court

T FE F U T e AR E |

Blue wall near the tennis court

English Input:
Translated Output:
Gloss:

the tennis court is made up of sand and dirt
T FIE 3T SR i A S &

Tennis court is made of sand and dirt

English Input:
Translated Output:
Gloss:

A crack on the court
31qledd W Ueh crack
A crack on the judicial court

Figure 2: Sample Hindi output as generated for the challenge test set. The ambiguous source word is
bolded in the English input, errors are underlined in the MT output and the gloss. The associated source
images are given for the reference purpose only to judge our NMT system translation quality, we have

not used any image features in our experiment.

Comparing the scores of D- and E-Test on
the one hand and C-Test on the other hand, we
see that D- and E-Test are much easier for the
system. This can be attributed to the identical
distributional properties of D-Test and E-Test
as the model observed for HVG in the training
data. According to Parida et al. (2019a), C-
Test also comes from the Visual Genome but
the sampling is different, each sentence illus-
trating one of 19 particularly ambiguous words
(focus words in the following).

As shown in Figure 2, our system has gener-
ally no trouble in figuring out the correct sense
of the focus words, thanks to the surrounding
words in the context. The BLEU scores on
C-Test are nevertheless much lower than on
E-Test or D-Test. We attribute this primarily
to the slight mismatch between HVG training
data and C-Test. As can be confirmed in Ta-
ble 1, the average sentence length in C-Test is
6.2 (Hindi) and 5.8 (English) tokens, i.e. 0.9
1.5 longer than the training data. Indeed, the
model produces shorter outputs than expected
and BLEU brevity penalty affects C-Test more
(BP=0.907) than E-Test (BP=0.974).
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By a quick visual inspection of the outputs,
we notice that some rare words were not trans-
lated at all, for example, “dugout”, “skiing”,
or “celtic”. Most of the non-translated words
are not the focus words of the challenge test
set but simply random words in the sentences.
The focus words that were not translated in-
clude: “springs”, “cross” and some instance of
the word “stand”. We did not have the human
capacity to review the translations of all the
focus words but our general impression is that
they were mostly correct. One example, the
mistranslation of the (tennis) court is given at
the bottom of Figure 2.

Finally, we would like to return to the issue
of BLEU implementation pointed out in Sec-
tion 3.2. The main message to take from this
observation is that many common tools are not
really polished and well tested for use on less-
researched languages and languages not us-
ing Latin script. No conclusions can be thus
drawn by comparing numbers reported across
papers. A solid comparison can be only made
with the evaluation tool fixed, as is the prac-
tice of WAT shared task.



6 Conclusion and Future Plans

In this system description paper, we presented
our English—Hindi NMT system. We have
highlighted the benefits of using additional
text-only training data. Our system per-
formed best among the competitors for the
submitted track (“text-only”) and also per-
forms better than systems that did consider
the image in the “multi-modal” track accord-
ing to automatic evaluation. We conclude
that for the general performance, more par-
allel data are more important than the visual
features available in the image. A targeted
manual evaluation would be however neces-
sary to see if the translation of the particularly
ambiguous words is better when MT systems
consider the image.

As the next step, we plan to utilize im-
age features and carry out a comparison study
with the current setup. Also, we plan to ex-
periment with the image captioning variant of
the task.
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Abstract

A multimodal translation is a task of trans-
lating a source language to a target lan-
guage with the help of a parallel text cor-
pus paired with images that represent the
contextual details of the text. In this pa-
per, we carried out an extensive compar-
ison to evaluate the benefits of using a
multimodal approach on translating text in
English to a low resource language, Hindi
as a part of WAT2019 (Nakazawa et al.,
2019) shared task. We carried out the
translation of English to Hindi in three sep-
arate tasks with both the evaluation and
challenge dataset. First, by using only the
parallel text corpora, then through an im-
age caption generation approach and, fi-
nally with the multimodal approach. Our
experiment shows a significant improve-
ment in the translation with the multi-
modal approach than the other approach.

1 Introduction

Hindi is the lingua franca in the Hindi belt
of India, written in the Devanagari script, an
abugida. It consists of 11 vowels and 33 conso-
nants. Both Hindi and English belong to the
same language family, Indo-European, but fol-
lows different word order. Hindi follows the
Subject Object Verb (SOV) order while En-
glish follows the Subject Verb Object (SVO)
order.

In addition to communication, learning a
language covers a lot more things. It spreads
culture, traditions, and conventions. A ma-
chine translation(MT) is the process of au-
tomatically generating a target human lan-
guage from a source human language. With
big companies such as Google offering decent
translation to most of the high resource lan-
guages, interlingual communication becomes

Thoudam Doren Singh
NIT Silchar

thoudam.doren@gmail.com sivaji.cse.ju@gmail.com
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easy. The application of machine translation,
can also be applied in our daily healthcare
services (Wolk and Marasek, 2015; Yellowlees
et al., 2015), government services, disaster
management, etc. The methodology of ma-
chine translation system where the traditional
statistical machine translation (SMT) (Koehn
et al., 2007) is replaced by the neural ma-
chine translation (NMT) system, a MT system
based on artificial neural network proposed
by (Kalchbrenner and Blunsom, 2013), results
to a better translation. Using deep learning
and representation learning, NMT translate a
source text to a target text. In the encoder-
decoder model of NMT (Cho et al., 2014), the
encoder encodes the input text into a fixed
length of input vector and the decoder gen-
erates a sequence of words as the output text
from the input vector. The system is reported
to learn the linguistic regularities of both at
the phrase level and word level. With the
advancement in Computer Vision, the work
on generating caption of an image is becom-
ing popular. In an image caption generation
model, a deep neural network based model is
used to extract the features from the image,
the features are then translated to a natural
text using a language model.

Recently, research work on incorporating
the features extracted from the image along
with the parallel text corpora in a multimodal
machine translation(MMT) is carried out in
many shared translation task. The impact of
combining the visual context in the MMT sys-
tem has shown an increase in the robustness
of machine translation (Caglayan et al., 2019).
As a part of the shared task WAT2019, the
main objective of our task is carry out the
translation of English to Hindi. The remain-
ing of this paper is structured as follows: Sec-
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tion 2 describe the related works, Section 3
illustrate the system architecture used in our
model. Section 4 and Section 5 discuss the
experimental setup and the result analysis re-
spectively. Finally, concluding with our find-
ings and the future scope of the work in Sec-
tion 6.

2 Literature Review

With the
translation, many approaches of the NMT
model is carried out to improve the perfor-
mance. Initially, because of the use of a
fixed-length input vector, the encoder-decoder
model of NMT suffers during the translation of
long text. By introducing an attention mecha-
nism (Bahdanau et al., 2014), the source text
is no longer encoded into a fixed-length vector.
Rather, the decoder attends to different parts
of the source text at each step of the output
generation. In their experiment (Bahdanau
et al., 2014) of English to French translation
task, the attention mechanism is observed to
improve the translation performance of long
input sentences.

The NMT translation of English to Hindi
is carried out by (Mahata et al., 2019; Singh
et al., 2017). Mahata et al. (2019) evaluate
the performance of NMT model over the SMT
system as a part of MTIL2017" shared task.
The author reported that NMT performs bet-
ter in short sentences while SMT outperforms
NMT in translating longer sentences.

Sennrich et al. (2015) introduced an effective
approach of preprocessing for NMT task where
the text is segmented into subword units. The
NMT model supports open-vocabulary trans-
lation where sequences of subword units en-
coded from the rare and unknown words are
used. The proposed approach is reported to
perform better than the back-off to a dictio-
nary look-up (Luong et al., 2014) in resolving
the out of vocabulary translation problem.

An automatic image caption generation sys-
tem is a system that generates a piece of
text that describes an input image. Kiros
et al. (2014) introduced a multimodal neu-
ral network based image caption generation
model. The model makes use of word rep-
resentations and image features learned from

introduction of neural machine

"https://nlp.amrita.edu/mtil_cen/
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deep neural networks. In the work by Vinyals
et al. (2015), the authors proposed a neural
and probabilistic framework for image caption
generation system consisting of a vision Con-
volution Neural Network (CNN) followed by
a language generating Recurrent Neural Net-
work(RNN) trained to increase the likelihood
of the generated caption text.

Calixto et al. (2017) reported a research
work on various multimodal neural machine
translation (MNMT) models by incorporat-
ing global features extracted from the im-
age into attention based NMT. The author
also evaluated the impact of adding synthetic
multi-modal, multilingual data generated us-
ing phrase-based statistical machine transla-
tion(PBSMT) trained on the dataset from
Multi30k (Elliott et al., 2016). The model
where the image is used to initialize the en-
coder hidden state is observed to perform bet-
ter than the other models in their experi-
ment. The research work of MNMT for Hindi
is very recent. Koel et al. (2018) report a
MNMT work on English to Hindi translation
by building a synthetic dataset generated us-
ing a phrase based machine translation system
on a Flickr30k (Plummer et al., 2017) dataset.

3 System Architecture

In our model, the dataset from the Hindi
Visual Genome? are used for three separate
tasks: 1) Translation of English-Hindi using
only the text dataset, 2) Generate the captions
from the image, 3) Multimodal translation of
English-Hindi using the image and the parallel
text corpus. Figure 1 shows a brief represen-
tation of our working model. Following of this
section illustrates the details of the dataset,
the various methods used in our implementa-
tion for the three tasks.

3.1 Dataset

Hindi Visual Genome, HVG: The dataset
used in our work is from the HVG (Parida
et al., 2019) as a part of WAT2019 Multi-
Modal Translation Task® . The dataset con-
sists of a total of 31525 randomly selected
images from Visual Genome (Krishna et al.,

’https://ufal.mff.cuni.cz/
hindi-visual-genome/

3https://ufal.mff.cuni.cz/
hindi-visual-genome/wat-2019-multimodal-task
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Figure 1: System Architecture

Dataset distribution | Items
Training set 28932
Development set 998
Evaluation set 1595
Challenge set 1400

Table 1: Hindi Visual Genome dataset details.

2017) and a parallel image caption corpus
in English-Hindi for selected image segments.
The details of the HVG corpus is shown in
Table 1. Each item in Table 1 comprises of a
source text in English, its translation in Hindi,
the image and a rectangular region in the im-
age. The text dataset represent the caption of
the rectangular image segment.

3.2 Byte Pair Encoding (BPE)

BPE, a data compression technique proposed
by Gage (1994) iteratively replaces the com-
mon pairs of bytes in a sequence with a sin-
gle, unused byte. To handle an open vocab-
ulary problem, we followed the word segmen-
tation algorithm described at (Sennrich et al.,
2015) where characters or character sequences
are merged instead of common pairs of bytes.
For example, the word “booked” is split into
“book” and “ed”, while “booking” is split into
“book” and “ing”. The resulting tokens or
character sequences allows the model to gener-
alize to new words. The method also reduces
the overall vocabulary.

3.3 Neural Machine Translation

The neural machine translation uses RNN en-
coders and decoders where an encoder maps
the input text to an input vector then a de-
coder decodes the vector into the output text.
Following the attention mechanism of (Bah-
danau et al., 2014), a bidirectional RNN in the
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encoder and, an alignment model paired with
a LSTM in the decoder model is used.

Y Yt
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Figure 2: Neural Machine Translation model with
attention mechanism

Figure 2 illustrate the attention model try-
ing to generate the ¢-th target word y; from a
source sentence (z1,2,..,zy) where the for-
ward RNN encoder generates a forward anno-
tation vectors sequence (h_i, h_é,...,h;v) and the
backward RNN encoder generates a backward
annotation vectors sequence (51, l‘z_g,...,h‘_N).
The concatenation of the two vectors gives the
annotation vector at the time step i, as h;=
[hi;h]. The attention mechanism learns where
to place attention on the input sequence as
each word of the output sequence is decoded.

3.4 Image Caption Generation

With the hypothesis of CNN drawn from hu-
man visual handling framework, CNN pro-
vides a set of hierarchical filtering on image.



CNN in the end is able to extract latent fea-
tures that represents a semantic meaning to
the image. The combination of CNN with
RNN makes use of the spatial and temporal
features. A neural network based caption gen-
erator for an image using CNN model followed
by RNN with BEAM Search(BS) for generat-
ing the language (Vinyals et al., 2015) is used
in our system.

[1e putsn|

[logpi(sn] [iog pats:2)|

image

LSTM

[wose| |wes:| [wesw|

Figure 3: Image caption generation model

Figure 3 shows the LSTM model combined
with a CNN image embedder and word em-
beddings. To predict each word of the sen-
tence, the LSTM model is trained with the
image and all preceding words as defined by
p(S¢|I,So,...,Si—1). For an input image I
and a caption description, S = (Sp,...,SN)
of I, the unrolling procedure of LSTM (Vinyals
et al., 2015) is shown in the following equation:

z_1 = CNN(I)

$t:WeSt7 te{O...N—l}
Pi+1 = LSTM(.’Bt), t e {ON— 1}

(2)
(3)

A one-hot vector S; of dimension equal to
the size of the dictionary represent each word.
A special start word, Sy and a special stop
word, Sy is used to mark the start and end of
the sentence. The image with vision CNN and
words by word embedding W, are mapped to
the same space as shown in Equation 1 and
Equation 2 respectively. At instance t = —1,
the image I is fed only once to deliver LSTM
the content of the image. To generate the im-
age caption, the BS iteratively examine the k
best sentences up to time ¢ as candidates for
generating sentences of size t + 1, keeping only
the best k resulting from them.
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3.5 Multimodal Machine Translation

In MMT, the image paired with the parallel
text corpus is used to train the system. Us-
ing the multimodal neural machine translation
(MNMT) model (Calixto et al., 2017), global
features are extracted using a deep CNN based
models.

textual encoder

o 0
L s

=

Image

visual encoder

Figure 4: Multimodal translation model using im-
age to initialize the hidden state of encoder

Using the global image feature vector (q €

R409) 4 vector d is computed as follows:

d=Wi- (W} -q+by)+bf (4

where W and b are image transformation
matrices and bias vector respectively.

With bidirectional RNN at the encoder, the
features are used to initialize the hidden states
of the encoder. As shown in Figure 4, two new
single-layer feed-forward networks are used to
initialize the states of forward and backward
RNN rather than initializing encoder hidden
states with 0 (Bahdanau et al., 2014) as:

—

him't = tanh(Wfd + bf) (5)

—

hinit = tanh(Wbd + bb) (6)

with W; and W}, as the multi-modal projec-
tion matrices that project the image features
d into the encoder forward and backward hid-
den states dimensionality, respectively, and by
and by as bias vectors.



4 Experimental Setup

The translation of English to Hindi on the
HVG dataset is evaluated in three separate
tasks:

o Using only the text dataset.
o Using only the image dataset.

e Using both the image and the text
dataset.

To carry out the experiment, the dataset
from the HVG is processed as described in the
following Subsection 4.1.

4.1 Dataset Preparation

Text: The text dataset is processed into a
BPE format as describe in Subsection 3.2. The
encoding-decoding of the text dataset to and
from subword units is carried out using the
open-source tool?.

Example:

Raw text: outdoor blue mailbox receptacle

After processing: outdoor blue ma@@ ilQ@
box re@Q ce@@ p@@Q@ ta@Q cle
Image: The image and description (English-
Hindi pair) in HVG dataset are structured in
such a format that, the caption describes only
a selected rectangular portion of the image.
With the image coordinates (X, Y. Width,
Height) provided in the HVG dataset, the rect-
angular image segment from the original image
is cropped as a part of processing. A sample
is shown below in Figure 5.

Figure 5: (a) A sample image
(b) Image segment from (a) with English caption:
woman with sunglasses holding a cellphone, Hindsi

caption: TP Ydhe aTelt it

‘https://github.com/rsennrich/subword-nmt

With the model described in Section 3, the
experimental setup for each of the three tasks
are explained in the Subsections below.

4.2 NMT Text only Translation

Using the processed text data from Subsec-
tion 4.1, the translation of English-Hindi is
carried out on a neural machine translation
open-source tool based on OpenNMT (Klein
et al., 2017). We used the attention mech-
anism of (Bahdanau et al., 2014). Along
with other parameters such as learning rate
at 0.002, Adam optimizer (Kingma and Ba,
2014), a dropout rate of 0.1, we train the sys-
tem for 25 epoch.

4.3 Image Caption Generation

Our second task is to generate the caption
of an image in Hindi. For this task, we
trained our system (Subsection 3.4) with the
processed images from Subsection 4.1 paired
with its Hindi captions. For extracting the fea-
tures from the image a 16-layer VGG (VGG16)
model (Simonyan and Zisserman, 2014), pre-
trained on the ImageNet dataset, is used.
A 4096-dimensional vector generated by the
VGG16 for each image is then fed to RNN
Model with BEAM search. With BEAM
search parameter set to three (number of
words to consider at a time), the system is
trained for 20 epoch.

4.4 Multimodal Translation

In our final task of multimodal translation of
English to Hindi, the processed text and im-
age dataset from Subsection 4.1 are fed into
our model (Subsection 3.5). A pre-trained
model, VGG19-CNN, is employed to extract
the global features from the image. The sys-
tem is trained for 30 epoch with a learning
rate set to 0.002, dropout rate of 0.3 and us-
ing Adam optimizer.

5 Results and analysis

As a part of the Hindi Visual Genome
(WAT2019 Multi-Modal Translation Task)
shared task, we submitted in all the three
task: 1) Text-only translation, 2) Hindi-only
image captioning and 3) Multi-modal transla-
tion (uses both the image and the text), for the
two types dataset (Parida et al., 2019): the
Evaluation Test Set and the Challenge Test



Set . The experiment for the three tasks is car-
ried out separately on both the test dataset.

Evaluation metrics: The evaluation of
the translation system is carried out using
three different techniques: AFMF (Banchs
et al., 2015), BLEU (Papineni et al., 2002)
score and RIBES (Isozaki et al., 2010).

Task | BLEU | RIBES | AMFM
TOT | 20.13 0.57 0.61
HIC 2.59 0.15 0.41
MMT | 28.45 0.63 0.68

Table 2: Results obtained in Evaluation Test Set.

Task | BLEU | RIBES | AMFM
TOT | 5.56 0.37 0.46
HIC 0.00 0.08 0.38
MMT | 12.58 0.48 0.55

Table 3: Results obtained in Challenge Test Set.

Table 2 and Table 3 shows the scores ob-
tained by our system on the Evaluation Test
Set and Challenge Test Set respectively. In Ta-
ble 2 and Table 3, TOT, HIC, and MMT rep-
resents the text-only translation sub task sys-
tem, automatic image caption generation sys-
tem of Hindi-only image captioning sub task
and the multi-modal translation (using both
the image and the text) sub task system re-
spectively. Three sample inputs with the dif-
ferent forms of an ambiguous word “stand”
from the challenge test set and their outputs
are shown in Table 4, Table 5 and Table 6.

From the above observations, we see that
the results of multimodal translation outper-
forms the other methods. However, the evalu-
ation of image caption generation is reported
to achieve poor score. Reason being the eval-
uation metric used rely on the surface-form
similarity or simply match n-gram overlap be-
tween the output text and the reference text,
which fails to evaluate the semantic informa-
tion describe by the generated text. Also, an
image can be interpreted with different cap-
tions to express the main theme contained in
the image. Hence, the poor performance re-
port even though the generated caption text
for the input image is observe to show reason-
able quality of adequacy and fluency on ran-
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dom human evaluation. We can conclude that,
for the case of image caption generation, there
is a need for a different type of evaluation met-
rics.

6 Conclusion and Future Work

In this paper, we reported the evaluation of
English-Hindi translation with different ap-
proaches as a part of WAT2019 shared task.
It is observed that the multimodal approach
of incorporating the visual features paired
with text data gives significant improvement
in translation than the other approaches. We
also conclude that the same evaluation met-
rics used for the machine translation is not
applicable to the automatic caption genera-
tion system, as the latter approach provides
a good adequacy and fluency to the output
text. In the future, we would like to investi-
gate the impact of adding features in the BPE
model. Furthermore, evaluating the system on
a larger size of the dataset might give us more
insight into the feasibility of the system in the
real world applications.
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Input Image and Text Reference and Output by different Model Types
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Abstract

This paper describes SYSTRAN’s submis-
sions to WAT 2019 Russian<+Japanese News
Commentary task. A challenging translation
task due to the extremely low resources avail-
able and the distance of the language pair.
We have used the neural Transformer architec-
ture learned over the provided resources and
we carried out synthetic data generation ex-
periments which aim at alleviating the data
scarcity problem. Results indicate the suitabil-
ity of the data augmentation experiments, en-
abling our systems to rank first according to
automatic evaluations.

1 Introduction

This paper describes the SYSTRAN neural MT
systems employed for the 6! Workshop on Asian
Translation (WAT) (Nakazawa et al., 2019), an
open evaluation campaign focusing on Asian lan-
guages. This is our first participation in the work-
shop and the first year the workshop includes the
Russian<«+Japanese News Commentary task, with
the objective of studying machine translation un-
der extremely low resource conditions and for dis-
tant language pairs.

The lack of sufficient data together with the dis-
tance and richness of the language pair constitute
very challenging conditions. A rather common sit-
uation in the translation industry, that motivated
us to explore techniques that can help in the con-
struction from scratch of efficient NMT engines.
We present systems built using only the data pro-
vided by the organisers for both translation direc-
tions (Russian<+Japanese) and using the Trans-
former network introduced by (Vaswani et al.,
2017). We enhance the baseline systems with sev-
eral experiments that aim at alleviating the data
scarcity problem. More precisely we run experi-
ments following the back-translation method pro-
posed by (Sennrich et al., 2016b) in which target
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monolingual corpora are translated back into the
source language. Thus, creating synthetic parallel
data. In addition, we present an updated version
of back-translation where synthetic data is created
with higher diversity by means of side constraints.

The remaining of this paper is structured as fol-
lows: We first describe statistics of the datasets
provided in Section 2. Section 3 outlines our neu-
ral MT system. In Section 4 we detail the data
augmentation methods employed to alleviate data
scarcity. Experiments are reported in Section 5.
We analyse results in Section 6 and conclude in
Section 7.

2 Resources

Datasets used for the evaluation can be found
listed in the shared task web site!. WAT organisers
kindly provide a manually aligned, cleaned and fil-
tered Japanese<>Russian, Japanese<+English and
English<+Russian train, development and test
corpora (JaRuNC)? as well as a news domain
Russian<+English corpus (NC)?. In addition, use
of the next out-of-domain data is encouraged:

e Japanese<>English Wikipedia articles related
to Kyoto (KFTT)*.

e Japanese«English Subtitles JESC)’,

e Japanese<+English asian scientific paper ab-
stracts (ASPEC)®,

Ilotus.kuee.kyotofu.ac.jp/WAT/WAT2019

2github.com/aizhanti/JaRuNC

3lotus.kuee.kyoto-u.ac. jp/WAT/
News-Commentary/news—commentary-vl14.
en-ru.filtered.tar.gz

“www .phontron.com/kftt/

5datarepository.wolframcloud.com/
resources/Japanese-English-Subtitle-Corpus

®lotus.kuee.kyoto-u.ac. jp/ASPEC/

Proceedings of the 6th Workshop on Asian Translation, pages 189-194
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e Russian<>English transcriptions of TED
talks (TED)’,

e Russian«<>English pair of the United Nations
Parallel Corpus (UN)3,

e The Russian«+English Yandex corpus v1.3
(Yandex)’

Statistics of the training bitexts are shown by
Table 1, summarising for each language the total
number of sentences, running words, vocabulary
size and average sentence length. Note that de-
spite listed as an official resource we do not use the
ASPEC corpus as we never received the download
link of the ASPEC corpus from the corpus owners.
Statistics are computed after performing a light to-
kenisation by means of the OpenNMT tokeniser!’
(aggressive mode) which basically splits-off punc-
tation. No additional parallel resources are used in
our experiments.

(Bt e [0 o
JaRuNC 1 1 47.1K }:gﬁ 2§;E ;g:?
kit B ok | D00 Dk | a7
mse D asm SR Bk | oa
ASPEC ii - ] ] ]
JaRuNC T | 82.1K i:% é;‘_%i 5(3):(1)
Ne ok | Ja sk |
TED O s | SO0 | SEh | o
vandes om0 TR | a2
UN 2‘; 11.7M 32311:44 %QE 583
mRaNC T 124K | SR RO
Table 1: Statistics of training bitexts. Note that K

stands for thousands and M for millions.

Table 2 illustrates statistics of the develop-
ment and test sets extracted from the correspond-
ing JaRuNC corpora. We now include the num-
ber of out-of-vocabulary words. As it can be

"wit3.fbk.eu

8cms.unov. org/UNCorpus/

‘translate. yandex.ru/corpus?lang=en
Y5ypi.org/project/pyonmttok/

seen, Japanese<»Russian parallel resources are ex-
tremely scarce with only 12,4K sentence pairs.

‘ Side ‘ sent. ‘ words ‘ vocab. ‘ Liean ‘ (010)Y% ‘

Development (JaRuNC)
ja 589 21.5K | 3.5K 36.4 288
en 164K | 3.7K 27.9 273
ru 313 7.6K | 3.2K 24.3 278
en 83K | 23K 26.4 83
o ee 11.2K | 4.4K 23.1 1297
ja 16.0K | 29K 33.0 470

Test (JaRuNC)
ja 600 225K | 3.5K 37.5 302
en 169K | 3.7K 28.2 316
ru 600 15.6K | 5.6K 259 661
en 169K | 3.7K 28.2 223
ru 600 15.6K | 5.6K 259 | 1873
ja 22.5K | 3.5K 37.5 661

Table 2: Statistics of development and test sets.

3 Neural MT System

We use the state-of-the-art Transformer
model (Vaswani et al., 2017) implemented in
OpenNMT-t £!! toolkit (Klein et al., 2017). A
neural network following the encoder-decoder
architecture, where:

e Each word z; in the input sentence 7 is en-
coded in a continuous space. Fixed positional
embeddings are also added to the word vec-
tors to represent a word embedding 7 ;.

e The encoder is a self-attentive module that
maps an input sequence of words Z7 into a
sequence of continuous representations h7.

J =J.
hi = Henc(xl ) eenc)
where 0., are encoder parameters.

e The decoder is also a self-attentive module
that at each time step outputs a single hidden
state s;, conditioned on the sequence of pre-
viously seen embedded target words §; and
the encoder outputs A7 .

J o=
S = Hdec(hl y Y<is edec)
where 64, are decoder parameters.

Hgithub.com/OpenNMT/OpenNMT -t £



e The hidden state s; is projected to the output
vocabulary and normalised with a softmax
operation resulting in a probability distribu-
tion over target words.

p(Yily<i, x) = softmaz(W-s; + b)

4 Data Augmentation

4.1 Back-translation

We follow the back-translation method proposed
by (Sennrich et al., 2016b) in which target mono-
lingual corpora are translated back into the source
language. This synthetic parallel data is then used
in combination with the actual parallel data to fur-
ther train the model. This approach yields state-
of-the-art results even when large parallel data are
available, currently common practice in academia
and industry scenarios (Poncelas et al., 2018).

4.2 Side Constraints

We propose a method to generate synthetic paral-
lel data that uses a set of side constraints. Side
constraints are used to guide the NMT model
to produce distinct word translation alternatives
based on their frequency in the training corpora.
Furthermore, we employ a set of grammatical
constraints (tense, voice and person) which in-
troduce syntactic/semantic variations in transla-
tions. Thus, our method aims at enhancing trans-
lation diversity, a major drawback highlighted in
back-translated data (Edunov et al., 2018). Sim-
ilar to our work, side constraints have already
been used on neural models in a number of dif-
ferent scenarios. To the best of our knowledge,
side constraints were first employed to control po-
liteness in a NMT by (Sennrich et al., 2016a).
Domain-adapted translations using a unique net-
work enhanced with side constraints is presented
in (Kobus et al., 2017).

We consider 4 constraints regarding POS
classes: noun, verb, adjective and adverb. For
each constraint we build 3 clusters containing the
set of words with H (high), M (medium) and L
(low) frequency as computed over the training
data. This is, the set of nouns occurring with high-
est frequency are arranged in the NH class, verbs
with lower frequencies in VL, efc. We set the fre-
quency thresholds to satisfy that the three clusters
of a POS class have approximately the same num-
ber of occurrences in the training corpus.
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Training source sentences are then tagged with
the values seen on the corresponding target sen-
tences of each POS class. Note that when a tar-
get sentence contains different values of a POS
class, i.e.: two nouns one with high (H) frequency
and another with low (L) frequency, or when no
word is found belonging to one class we then use
the value N (None). For instance, given the Rus-
sian sentence: Ilpe3suyeHT npue3kaeT 3aBTpa
(the president arrives tomorrow) we use as side
constraints: VH, NH, AN, RH, since mpues>kaer
is a verb, mpe3ument is a noun and 3aBTpa is
an adverb of high frequency, while adjectives do
not appear in the sentence. Thus, the Japanese-
Russian parallel sentence with corresponding side
constraints illustrated in Table 3 is used in training
to feed the model.

VH NH AN RH B H K#CHinsa & L £ 9

~» lIpesnnenT mpreskaeT 3aBTpa

Table 3: French-German sentence pair with frequency
constraints.

Note that when creating synthetic corpora, side
constraint values are randomly generated to allow
larger diversity of the generated language.

5 Experiments

5.1 Data Preprocessing

Before learning the translation network, data cor-
responding to each language is preprocessed fol-
lowing a similar workflow: word tokenisation +
subword tokenisation. Tokenisation for English
and Russian is performed using the OpenNMT
tokeniser (aggressive mode). Japanese tokenisa-
tion is carried out by the MeCab'? tokeniser. For
subword tokenisation we trained a 30K byte-pair
encoding (Sennrich et al., 2016¢) (BPE) of each
language, using separately English, Russian and
Japanese training data.

5.2 Baseline Transformer

In order to alleviate the data scarcity problem,
we introduce English as a third language in our
baseline system to built a multi-lingual translation
system following the work in (Firat et al., 2016).
We concatenate both directions of all available
Japanese-Russian, Japanese-English and Russian-
English corpora to train our base model. We in-

Zgithub.com/taku910/mecab



clude an additional token to the beginning of each
source sentence to indicate the related target lan-
guage (i.e. @ru@ for Russian). In inference, the
corresponding token (@ru@ or @ja@) is used
to request Russian or Japanese translation. Sim-
ilarly, we consider an additional token to indicate
whether the training sentence pair is in-domain or
out-of-domain (i.e. @in@ for in-domain data).
All JaRuNC corpora and NC English-Russian cor-
pus are considered in-domain data, the rest are
deemed out-of-domain. In inference, translations
are performed appending the @in@ token.

Since BPE vocabularies were separately built
for each language with 30K tokens, we then use a
vocabulary of size 90K tokens for both source and
target sides. Thus, covering all English, Russian
and Japanese training data.

We train our model using the standard Trans-
former base model. We use Lazy Adam opti-
miser with the same learning rate decay schedule
as (Vaswani et al., 2017). Learning rate is updated
every 8 steps. We build our baseline model us-
ing a batch size of 3,072 over 400k steps on one
GPU. The final models result of averaging the last
10 saved checkpoints in training.

Fine-tuning

We build a second network after fine-tuning the
previous baseline network. For fine-tuning we
use all in-domain data. More precisely Japanese-
Russian (JaRuNC), Japanese-English (JaRuNC)
and Russian-English (JaRuNC and NC) datasets in
both translation directions (+FT (JaRuNC, NC)).
Fine-tuning is performed during 80K additional
steps for Japanese—Russian and 50K steps for
Russian—Japanese.

Back-translation

We use the previously fine-tuned model to back-
translate in-domain Russian and Japanese sen-
tences of our datasets (aligned to English). This
is, we back-translate the Japanese side of the
Japanese-English (JaRuNC) corpus to extend the
data available for the Russian—Japanese transla-
tion direction. Equivalently, we backtranslate the
Russian side of the Russian-English (JaRuNC and
NC) corpora to increase the amount of data avail-
able for the Japanese—Russian direction. Thus,
building new synthetic Japanese*-Russian and
Russian*-Japanese corpora. '3 Since our model is
multi-lingual, we don’t need additional networks

BWe use * to denote synthetic data
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to back-translate both Russian and Japanese sen-
tences.

Given that we synthesised a larger number
of Japanese*-Russian sentences than Russian*-
Japanese we further synthesise additional data
following another approach. We use English
in-domain sentences (JaRuNC and NC) to pro-
duce Russian and Japanese translations. Thus,
new Japanese*-Russian* synthetic bitexts be-
come available. Translations are performed using
two distinct uni-directional English—Russian and
English—Japanese models. Following the same
parameterisation used for the base model we
train a new model considering all previous paral-
lel data (+FT (JaRuNC, NC, BT, SYN) ). Notice
that following the same multi-stage strategy used
in (Imankulova et al., 2019) our new model is built
from +FT (JaRuNC, NC) .

We also used our fine-tuned multi-lingual model
to translate English sentences. However, the trans-
lation quality of the multi-lingual model is much
poorer than uni-directional models. Thus, hurting
the performance of the final model.

Side Constraints

As introduced in Section 4.2 we perform exper-
iments synthesising using side constraints. Each
Russian and Japanese source-side training sen-
tence is extended with the side constraints pre-
viously described (corresponding to random fre-
quency values of verbs, adjectives, nouns and ad-
verbs) and are used as input sentences in order
to generate the corresponding Japanese and Rus-
sian hypotheses. The synthesised parallel data is
used together with the previous datasets to learn a
new model (+FT (JaRuNC, NC, BT, SYN, SC)).
Notice again that our new model is built from
+FT (JaRuNC, NC) .

6 Evaluation

All our results are computed following the
BLEU (Papineni et al., 2002) score. Validation
sets are used to select our best performing net-
works, while results shown in Table 5 are com-
puted for the official test sets.

As it can be seen, all our experiments to al-
leviate data scarcity boosted translation perfor-
mance. A light decrease in accuracy is ob-
served when using SC data for Russian—Japanese
translation. The improvement is remarkable for
the Japanese—Russian task for which the BLEU
score is doubled from 7 to more than 14 points.



System Ru-Ja | Ja-Ru

base 9.76 6.95
+FT (JaRuNC, NC) 12.10 | 9.17
+FT (JaRuNC, NC, BT, SYN) 15.89 | 13.78

+FT (JaRuNC, NC, BT, SYN, SC) 15.39 | 14.36

Table 4: BLEU score on JaRuNC testset.

A final experiment is carried out considering
our best performing setting so far. We repeat train-
ing work with a larger batch size of 6,144 during
250K iterations and using 3 GPUs.

batch size | Ru-Ja | Ja-Ru
3,072 15.89 | 14.36
6,144 1641 | -

Table 5: BLEU score using a batch size = 6,144 with
3 GPUs.

Given the tight schedule to submit our trans-
lations, we only run the experiment for the
Russian—Japanese task. Bold figures indicate the
BLEU scores of the best performing systems sub-
mitted for the evaluation.

7 Conclusions

We described SYSTRAN’s submissions to WAT
2019 Russian<+Japanese News Commentary task.
A challenging translation task due to the extremely
low resources available and the distance of the lan-
guage pair. Several data generation experiments
were performed in order to alleviate data scarcity,
one of the major difficulties of the translation task.
Results showed the suitability of the experiments
that boosted translation performance in both trans-
lation directions allowing our systems to rank first
according to automatic evaluations.
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Abstract

This paper describes the UCSYNLP-Lab
submission to WAT 2019 for Myanmar-
English translation tasks in both direction.
We have used the neural machine
translation systems with attention model
and utilized the UCSY-corpus and ALT
corpus. In NMT with attention model, we
use the word segmentation level as well as
syllable segmentation level. Especially, we
made the UCSY-corpus to be cleaned in
WAT 2019. Therefore, the UCSY corpus
for WAT 2019 is not identical to those
used in WAT 2018. Experiments show that
the translation systems can produce the
substantial improvements.

1 Introduction

In recent years, Neural Machine Translation
(NMT) (Bahdanau et al., 2015) as achieved state-
of-the-art performance on various language pairs
(Sennrich et al., 2016) and often outperforming
traditional Statistical Machine Translation (SMT)
techniques. Therefore, a lot of researchers have
been attracted to investigate the machine
translation based on neural methods. This paper
describes the NMT systems of UCSYNLP-Lab
for the WAT 2019 evaluation. We participated in
Myanmar-English and English-Myanmar
translations in both directions.

Although Myanmar sentences are clearly
delimited by a sentence boundary maker but
words or phrases are not always delimited by
spaces. In Myanmar language, words are
composed of one or more syllables and syllables
are composed of characters. And syllables are not
usually separated by white space. Therefore, word
segmentation and syllable segmentation are
essential steps for machine translation systems.
Figure 1 describes the formation of Myanmar
word and Myanmar syllable in one sentence.
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English The doctor gave me this prescription.

Sentence

Myanmar g;ao:eg%:maoq:o%c]ﬁ?som%ogmu

Sentence

Myanmar | Noun Noun Noun | Verb Punctuation
Phrases or | Phrase Phrase Phrase | Phrase

clauses gsa}:&ﬁ:m a)ch$ c](‘r? so:m%o%mo I

Myanmar | % Gso:g;%:m aospc$ c]n% su:n?rﬁm i

Word

Myanmar | & | ezor P@; m| | D; c‘] 0% cot can @ |
Syllables

Figure 1: Formation of Myanmar sentence.

Moreover, Myanmar language is one of the
low resource languages and there are a few
parallel corpus. . It is necessary to be cleaned
these corpus. So, we made the UCSY-corpus to
be cleaned, therefore, the UCSY corpus for WAT
2019 is not identical to those used in WAT 2018.
To enhance the performance of the model, we
tried NMT with attention model with word level
as well as syllable level. We employed NMT with
attention model as our baseline model and built
our translation system based on OpenNMT' open
source toolkit.

The remainder of this paper is organized as
follows: section 2 describes about the dataset.
Section 3 describes the experimental set up and
results are presented in section 4. Finally, we
conclude in section 5.

2 Dataset

This section describes the dataset provided by
WAT 2019 for the translation task. The datasets
for Myanmar-English translation tasks at
WAT2019 consists of parallel corpora from two
different domains, namely, the ALT corpus and
UCSY corpus. The ALT corpus is one part from

! http://github.com/OpenNMT/OpenNMT-py
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the Asian Language Treebank (ALT) project (Riza
et al.,, 2016), consisting of twenty thousand
Myanmar-English parallel sentences from the
Wikinews. The UCSY corpus (Yi Mon Shwe Sin
and Khin Mar Soe, 2018) is constructed by the
NLP Lab, University of Computer Studies,
Yangon (UCSY), Myanmar. The corpus consists
of 200 thousand Myanmar-English parallel
sentences collected from different domains,
including news articles and textbooks.

ALT corpus size is extremely small, so a larger
out-of-domain corpus for the same language pair
also known as the UCSY corpus is provided. The
UCSY corpus and a portion of the ALT corpus are
used as training data, which are around 220,000
lines of sentences and phrases. The development
and test data are from the ALT corpus. Therefore,
the training data for Myanmar-English and
English-Myanmar translation tasks is a mix
domain data collected from different sources.
Table 1 shows data statistics used for the
experiments.

Data File Name Number of
Type Sentences
TRAIN train.ucsy.[mylen] 208,638
train.alt.[myl|en] 17,965
DEV dev.alt.[mylen] 993
TEST tet.alt.[mylen] 1.007

Table 1: Statistics of Datasets.

UCSY corpus was collected from bilingual
sentences from various websites, and it contains
some erroneous sentences, misspelled words,
encoding problems and duplicate sentences.
Therefore, we decided to remove these useless data
after WAT 2018. Therefore, these problems are
corrected manually at WAT2019 task to improve
the quality of Machine Translation by removing
duplicate  sentences, spell checking, and
normalizing different encodings.

3 Experimental Setup

We adopted a neural machine translation (NMT)
with attention mechanism as a baseline system
and we used OpenNMT' (Klein et al., 2017) as
the implementation of the baseline NMT systems.
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3.1 Training Data

The UCSY corpus and a portion of the ALT
corpus are used as training data, which are around
220,000 lines of sentences and phrases. The
development and test data are from the ALT
corpus. Therefore, the training data for Myanmar-
English and English-Myanmar translation tasks is
a mix domain data collected from different
sources. Table 2 shows the data about the training
detail.

Domain | Number of Word Myanmar
Myanmar | English Syllable
tokens
ALT 698,347 436,923 1,138,297
UCSY | 2,966,666 | 2,255,630 | 6,455,588
Total 36,650,13 | 2,692,553 | 6,569,417

Table 2: Training Details Information.

3.2 Tokenization

The collected raw sentences are not segmented
correctly and some do not have almost no
segmentation is essential for the quality
improvement of Machine Translation. We used
UCSYNLP word segmenter(Win Pa Pa and Ni
Lar Thein, 2008) for Myanmar word
segmentation and Myanmar syllable segmenter”
for syllable segmentation.

UCSYNLP word segmenter is implemented a
combined model, bigram and word juncture. This
segmenter works by longest matching and bigram
method with a pre-segmented corpus of 50,000
words collected manually from Myanmar Text
Books, Newspapers, and Journals. The corpus is
in Unicode encoding. After segementing the
Myanmar sentence by UCSYNLP word
segmenter the “ 7 from the result is removed and
replaced with space. Figure 2 shows the process
of UCSYNLP word segmenter. It is not able to
segment when "?" and "%" contains in Myanmar
sentences. Examples are shown in Figure 3 and
Figure 4. These sentences are segmented
manually.

2 https://github.com/ye-kyaw-thu/sylbreak
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Before Segmentation : sﬁs’]ms{aam@awﬁoo']n

After Segmentation B3l mEo @:nogﬂ_ ol

Processing Step : 33lon 28 @a:o‘;.o oln

Figure 2: The process of word level segmentation.

Before Segmentation : 0?050}3: '?c’]e:ﬁdio’]n

After Segmentation : u?oé'mﬁz_ 1

ﬂ_eﬁ_ﬁﬁLn

Figure 3: Sentences that are manually segmented.

. . c < <
Before Segmentation : aqpc:a)omo%mo’]oomn

After Segmentation : Enter English Text

Figure 4: Sentences that are manually segmented.

For Myanmar syllable-based neural machine
translation model, "sylbreak" is used to segment
the Myanmar sentence into syllable level.
Syllable segmentation is an important preprocess
for many natural language processing (NLP) such
as romanization, transliteration and grapheme-to-
phoneme (g2p) conversion. "sylbreak" is a
syllable segmentation tool for Myanmar language
(Burmese) text encoded with Unicode (e.g.
Myanmar3, Padauk). After segmenting the
Myanmar sentence into syllable segmentation, the
"|" from the result is removed and replaced with
space and leading the trim process. Figure 5
shows the process of syllable segmentation for
Myanmar syllable-based NMT model.

. 1 ¢ ¢ ¢ 00¢ [T
Before Segmentation - mm@(\ﬁ(;ﬁp:o,]qp:mmgmm:m:qeﬁquﬂmmu
After Segmentation \mo%\@\ogélgp: Iq;k{p:kn\mé: |agmm\$:|ﬁéw: \ﬁlmu%\u\
Processing Step 0900 @ (\iﬁ Py o méz @ 0% 0 §: 601(3 gee ﬁmoﬁ I

Figure 5: The process of syllable level
segmentation.

3.3 NMT with attention

Our NMT system is built upon NMT with
attention model that links blocks of Long Short-
Term Memory (LSTM) in an RNN. We used open
source OpenNMT. The experiments were run on
Tesla K80 GPU. We trained the word-based NMT
and Myanmar Syllable-based NMT. Based on
different parameter settings, the training time is
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different. Table 3 shows the settings of network
hyper-parameters for NMT models.

The basic architecture of the Encoder-Decoder
model includes two recurrent neural networks
(RNNs). A source recurrent neural network
(RNN) encoder reads the source sentence x =
(x1,..., xi) and encodes it into a sequence of
hidden states h = (hl,..., hi). The target decoder is
a recurrent neural network that generates a
corresponding translation y = (y1,..., yj) based on
the encoded sequence of hidden states h. The
encoder and decoder are join to train to produce
the maximum log-probability of the correct
translation.

In attention based encoder-decoder
architecture, encoder uses a bi-directional
recurrent unit that gets a better performance for
long sentences. Encoder encodes the annotation
of each source word to summarize getting the
preceding word and the following word.
Likewise, the decoder also becomes a GRU and
each word yj is predicted based on a recurrent
hidden state, the previously predicted word yj-1,
and a context vector. Unlike the previously
encoder-decoder approach, the probability is
conditioned on a distinct vector for each target
word. This context vector is obtained from the
weighted sum of the annotations hk, which is
computed through an alignment model jk.
Training is performed using stochastic gradient
descent on a parallel corpus.

Hyper-parameter NMT models
src vocab size 25,087 (Word Level)
tgt vocab size 50,004 (Word Level)

src vocab size
tgt vocab size

25,087(Syllable Level)
50,004 (Syllable Level)

Number of 500
hidden units

Encoder layer 2
Decoder layer 2
Learning rate 1.0
Dropout rate 0.3

Mini-batch size 64

Table 3: Hyper-parameter of NMT models.

4 Experimental Results

Our systems are evaluated on the ALT test set
using the evaluation metrics such as Bilingual
Evaluation Understudy (BLEU) and Rank-based
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Intuitive Bilingual Evaluation Score (RIBES).
Table 4 and Table 5 show the different evaluation
metrics for Myanmar-English and English-
Myanmar translation pairs. We also investigated
how segmentation level affects the MT
performance in all experiments. The experimental
results reveal that word level segmentation can
give better performance for Myanmar to English
NMT with attention model while syllable level
segmentation can give better performance for

English to Myanmar NMT.
BLEU | RIBES
Word 19.64 | 0.707789
Syllable | 15.96 | 0.657564

Table 4: Myanmar to English Translation.

BLEU | RIBES
Word 14.84 | 0.697153
Syllable | 20.86 | 0.698507

Table 5: : English to Myanmar Translation.

In Myanmar to English translation, word-
based NMT model outperforms Myanmar
Syllable-based NMT model in terms of BLEU
score and the RIBES score. For Myanmar to
English NMT system, word level segmentation
NMT system performed much better than syllable
level segmentation NMT system. That is, nearly 4
BLEU scores. However, Myanmar syllable-based
NMT model gets higher score than word-based
NMT in English to Myanmar translation.
Interestingly, there is little difference in scores of
RIBES in Myanmar syllable-based NMT model
for English to Myanmar translation. For English
to Myanmar NMT system, syllable level
segmentation NMT system got the high BLEU
scores that is nearly 6 BLEU scores. Best scores
among those of the experimental results are
submitted in this description.

5 Conclusions

In this system description for WAT2019, we
submitted our NMT systems, which are NMT
with attention. We evaluated our systems on
Myanmar-English and English-Myanmar
translations at WAT 2019. In the future, we will
collect the more parallel sentences to get a large-
sized MT corpus. And we also intend to do more

198

and more experiments with more recent

evolutions of the translation models.
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Abstract

Sentiment ambiguous lexicons refer to words
where their polarity depends strongly on con-
text. As such, when the context is absent, their
translations or their embedded sentence ends
up (incorrectly) being dependent on the train-
ing data. While neural machine translation
(NMT) has achieved great progress in recent
years, most systems aim to produce one single
correct translation for a given source sentence.

We investigate the translation variation in two
sentiment scenarios. We perform experiments
to study the preservation of sentiment during
translation with three different methods that
we propose. We conducted tests with both
sentiment and non-sentiment bearing contexts
to examine the effectiveness of our meth-
ods. We show that NMT can generate both
positive- and negative-valent translations of
a source sentence, based on a given input
sentiment label. Empirical evaluations show
that our valence-sensitive embedding (VSE)
method significantly outperforms a sequence-
to-sequence (seq2seq) baseline, both in terms
of BLEU score and ambiguous word trans-
lation accuracy in test, given non-sentiment
bearing contexts.

1 Introduction

Sentiment-aware translation requires a system to
keep the underlying sentiment of a source sentence
in the translation process. In most cases, this infor-
mation is conveyed by the sentiment lexicon, e.g.
SocialSent (Hamilton et al., 2016). Depending
largely on its domain and context being used, the
source lexical item will evoke a different polarity
of the given text. Preserving the same sentiment
during translation is important for business, espe-
cially for user reviews or customer services related
content translation. Lohar et al. (2017) analyse

*Work done while the author was an intern at I°R.
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Source (without context) He is proud .

Positive Sentiment AR H 2 -

(He is very happy because
of some achievements.)
AR B -

(He is very arrogant.)

He is so proud that
nobody likes him.

fERFE T, I AE A -

Negative Sentiment

Source (with context)

Correct translation

Figure 1: Sentiment-aware Translation. Words in bold
are ambiguous and illustrated with their corresponding
translations in Mandarin Chinese.

the sentiment preservation and translation qual-
ity in user-generated content (UGC) using senti-
ment classification. They show that their approach
can preserve the sentiment with a small deteriora-
tion in translation quality. However, sentiment can
be expressed through other modalities, and con-
text is not always present to infer the sentiment.
Different from (Lohar et al., 2017), we investi-
gate the translation of sentiment ambiguous lex-
ical items with no strong contextual information
but with a given sentiment label. Sentiment am-
biguous lexical items refer to words which their
polarities depend strongly on the context. For ex-
ample in Fig. 1, proud can be translated differently
when the context is absent — Both translations are
correct on their own. However, there is only one
correct translation in the presence of a sentiment-
bearing context.

In this work, we present a sentiment-aware neu-
ral machine translation (NMT) system to generate
translations of source sentences, based on a given
sentiment label. To the best of our knowledge, this
is the first work making use of external knowledge
to produce semantically-correct sentiment content.

Proceedings of the 6th Workshop on Asian Translation, pages 200-206
Hong Kong, China, November 4, 2019. (©2019 Association for Computational Linguistics



2 Related Work

There are several previous attempts of incor-
porating knowledge from other NLP tasks into
NMT. Early work incorporated word sense dis-
ambiguation (WSD) into existing machine trans-
lation pipelines (Chan et al., 2007; Carpuat and
Wu, 2007; Vickrey et al., 2005). Recently, Liu
et al. (2018) demonstrated that existing NMT sys-
tems have significant problems properly translat-
ing ambiguous words. They proposed to use WSD
to enhance the system’s ability to capture contex-
tual knowledge in translation. Their work showed
improvement on sentences with contextual infor-
mation, but this method does not apply to sen-
tences which do not have strong contextual in-
formation. Rios et al. (2017) pass sense embed-
dings as additional input to NMT, extracting lex-
ical chains based on sense embeddings from the
document and integrating it into the NMT model.
Their method improved lexical choice, especially
for rare word senses, but did not improve the
overall translation performance as measured by
BLEU. Pu et al. (2018) incorporate weakly su-
pervised word sense disambiguation into NMT to
improve translation quality and accuracy of am-
biguous words. However, these works focused on
cases where there is only one correct sense for
the source sentences. This differs from our goal,
which is to tackle cases where both sentiments are
correct interpretations of the source sentence.

He et al. (2010) used machine translation to
learn lexical prior knowledge of English senti-
ment lexicons and incorporated the prior knowl-
edge into latent Dirichlet allocation (LDA), where
sentiment labels are considered as topics for sen-
timent analysis. In contrast, our work incorpo-
rates lexical information from sentiment analysis
directly into the NMT process.

Sennrich et al. (2016) attempt to control po-
liteness of the translations via incorporating side
constraints. Similar to our approach, they also
have a two-stage pipeline where they first auto-
matically annotate the T-V distinction of the tar-
get sentences in the training set and then they add
the annotations as special tokens at the end of
the source text. The attentional encoder-decoder
framework is then trained to learn to pay attention
to the side constraints during training. However,
there are several differences between our work and
theirs: 1) instead of politeness, we control the sen-
timent of the translations; 2) instead of annotating
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Original He is so proud that nobody likes him.
AddLabel  (meg) He is so proud that nobody likes him.
InsertLabel He is so ( neg ) proud that nobody likes him.

Table 1: Example of AddLabel and InsertLabel.

the politeness (in our case the sentiment) using lin-
guistic rules, we train a BERT classifier to do auto-
matic sentiment labeling; 3) instead of having only
sentence-level annotation, we have sentiment an-
notation for the specific sentiment ambiguous lex-
icons; 4) instead of always adding the special po-
liteness token at the end of the source sentence, we
explored adding the special tokens at the front as
well as right next to the corresponding sentiment
ambiguous word; 5) we also propose a method —
Valence Sensitive Embedding — to better control
the sentiment of the translations.

3 Sentiment Aware NMT

We propose a two-stage pipeline to incorporate
sentiment analysis into NMT. We first train a sen-
timent classifier to annotate the sentiment of the
source sentences, and then use the sentiment la-
bels in the NMT model training.

We propose three simple methods of incorpo-
rating the sentiment information into the Seq2Seq
model with global attention (Luong et al., 2015).
These methods are only applied on source sen-
tences containing the sentiment-ambiguous lexical
item, as we specifically target ambiguous items.

1. AddLabel. Inspired by (Johnson et al., 2017)
where a token is added at the front of the input se-
quence to indicate target language, we prepend the
sentiment label (either positive or negative) to the
English sentence to indicate the desired sentiment
of the translation.

2. InsertLabel. By adding the sentiment label at
the front of the input sequence, the model must
infer which words are ambiguous and need to be
given different translations under different senti-
ment. To give a stronger hint, we insert the senti-
ment label directly before the ambiguous word.

3. Valence-Sensitive Embedding. We train two
different embedding vectors for every ambiguous
item. The ambiguous lexical item then uses either
the positive or negative embedding, based on the
given sentiment label.

During training, the sentiment labels come from
the automatic annotation of the trained sentiment
classifier. During inference, the user inputs the de-
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Figure 2: VSE for Seq2Seq, when given positive label,
the word proud will use its positive embedding.

sired sentiment label to generate the correspond-
ing translation.

4 Experiments and Results

We use the OpenNMT (Klein et al., 2017) imple-
mentation of the Seq2Seq model, consisting of a
2-layer LSTM with 500 hidden units for both en-
coder and decoder. We use the Adam optimizer
with a learning rate 0.001, batch size 64 and train
for 100K steps. This same setting is used for all
the experiments in this paper.

4.1 Sentiment Analysis

We experiment with English-to-Chinese transla-
tion, although our proposed methods also apply
to other language pairs. For sentiment classifi-
cation in English, we use binary movie review
datasets: SST-2 (Socher et al., 2013) and IMDB
(Maas et al., 2011), as well as the binary Yelp
review dataset (Zhang et al., 2015) to train our
sentiment classifier. The sentiment classifier is
trained by fine-tuning the BERT; 4rgr (Devlin
et al., 2018) model on the combined training set.

The sentiment analysis dataset statistics are
shown in Table 2. We fine-tune BERT 4rc g for
the sentiment classifier with batch size 16, initial
learning rate of 1e-5 and train for 16K steps.

Dataset | train | test
SST-2 | 69K | 1.8K
Yelp | 560K | 38K
IMDB | 25K | 25K

Table 2: Sentiment Analysis Datasets.

The performance of the trained classifier on the
test sets are shown in Table 3. The BERT 4rcE
model achieves close to state-of-the-art results
(Liu et al., 2019; Ruder and Howard, 2018).
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SST-2 [ Yelp | IMDB
BERTapce | 92.5 | 964 | 913
SOTA 95.6 | 97.8 | 954

Table 3: Sentiment Analysis Results.

4.2 Corpus with Sentiment Ambiguous
Words

According to (Ma and Feng, 2010), there are 110
sentiment ambiguous words — such as proud —
commonly used in English. We focus on this list of
110 ambiguous words that have sentiment distinct
translations in Chinese.

We extract sentence pairs from multiple
English—Chinese parallel corpora that contain at
least one ambiguous word in our list. For most
ambiguous words, one of their sentiments is rel-
atively rare. Thus, a large amount of parallel
text is necessary to ensure that there are sufficient
examples for learning the rare sentiment. A to-
tal of 210K English—Chinese sentence pairs con-
taining ambiguous words are extracted from three
publicly available corpora: MultiUN (Eisele and
Chen, 2010), TED (Cettolo et al., 2012) and Al
Challenger.! We annotate the sentiment the En-
glish source sentences of the resultant corpus with
the trained sentiment classifier. This forms the am-
biguous corpus for our sentiment-aware NMT.

4.3 Contextual Test Set

The above ambiguous corpus contains sentence
pairs containing sentiment-bearing context within
the sentences. We create a hold-out test set from
that ambiguous corpus such that the test set has an
equal number of sentences for each sentiment of
each sentiment-ambiguous word. This contextual
test set contains 9.5K sentence pairs, with an aver-
age sentence length of 11.2 words. The contextual
test set aims to validate the sentiment preservation
of our sentiment-aware model, where the presence
of the (sentiment-bearing) context provides suffi-
cient evidence to produce a correct translation.

We combine the rest of the above ambiguous
corpus and the TED corpus (excluding sentences
already in the 9.5K contextual test set) to form the
training set with 392K training sentence pairs in
total. Furthermore, a development set of 3.9K sen-
tence pairs is extracted from this corpus and ex-
cluded from the training.

! Available at: https://challenger.ai/dataset/ectd2018



4.4 Ambiguous Test Set

To examine the effectiveness of our proposed
methods on achieving sentiment-aware transla-
tion, we manually construct an ambiguous test set.
Sentences in this test set do not contain sentiment-
bearing context and can be interpreted in both sen-
timents. We ask two different bilingual annota-
tors to write two different English sentences con-
taining an ambiguous word for every word in our
110-word list. They were asked to write sentences
that can be interpreted with both positive and neg-
ative valence. Sentences that already appeared
in the training or development set as well as re-
peated sentences are removed. We then ask a third
bilingual annotator to check and remove all sen-
tences in the test set if their sentiment can be eas-
ily inferred from the context (i.e., not ambiguous).
After this process, we obtain an ambiguous test
set with 120 sentences, with an average sentence
length of 5.8 words.

4.5 Evaluation Metrics and Results

We employ three metrics to evaluate performance:

1. Sentiment Matching Accuracy. We exam-
ine the effectiveness of the sentiment label being
used by the model by comparing how many gen-
erated translations match the given sentiment la-
bels on the ambiguous test set. We generate two
translations, using positive and negative sentiment
labels, respectively. We then ask three bilingual
annotators to annotate the sentiments of the trans-
lations, taking the simple majority annotation as
the correct label for each sentence. A translation
is considered as a match if the annotated sentiment
is the same as the given sentiment label.

Note that the sentiment annotation only consid-
ers the sentiment of the translations, and not the
translation quality. Some ambiguous words are
missed in the translation and result in neutral sen-
timent in the translation. Such sentences are not
counted in neither the positive nor negative cat-
egory. Also note that the Seq2Seq baseline al-
ways produces a single translation, regardless of
the given sentiment label. For the contextual test
set, we randomly sample 120 sentence pairs and
ask two humans to annotate the sentiment of the
English sources and Chinese translations, respec-
tively. Table 4 counts the number of sentiment an-
notation matches.

2. BLEU. We ask a bilingual translator spe-
cialised in English—Chinese translation to produce
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Model Contextual test set Ambiguous test set
Pos Neg
Seq2Seq 77.5 18.0 50.4
AddLabel 75.8 25.2 62.2
InsertLabel 81.7 26.1 62.2
VSE 80.8 31.5 69.4

Table 4: Sentiment matching translation accuracy.

Ambiguous test set

Model Contextual test set
Pos Neg
Seq2Seq 12.14 31.97 41.47
AddLabel 12.12 37.42 45.51
InsertLabel 11.85 36.49 46.54
VSE 12.00 42.38 56.88

Table 5: BLEU scores.

the reference translations for the ambiguous test
set. There are two sets of reference translations:
one each for both the positive and negative sen-
timent. We evaluate the BLEU score (Papineni
et al., 2001) of the generated translations with cor-
responding reference translations on both the con-
textual and ambiguous test sets to examine how
our methods affect translation quality (cf. Table 5).
We observed that BLEU obtained on the contex-
tual test set is generally much lower than on the
ambiguous test set, as the sentences are longer and
more difficult to translate.

3. Sentiment Word Translation Perfor-
mance. We also evaluate on the word level trans-
lation performance (Precision, Recall, F}) specifi-
cally of the sentiment words in the test sentences.
We use the fast-align (Dyer et al., 2013) library
to obtain the alignment between generated trans-
lations and reference translations, after which we
use the alignments to obtain the reference trans-
lations of the sentiment-ambiguous words. For
the contextual test set, each sentence is associated
with a sentiment label as predicted by the senti-
ment classifier. For the ambiguous test set, each
sentence is tested against both sentiment valences,
and hence has two translations. Results in Table 6.

5 Analysis

We observe several interesting results. The per-
formance of negative sentiment translations is bet-
ter than that of the positive translations on the am-
biguous test set on all three metrics. As stated, al-
though sentiment ambiguous words have two pos-
sible sentiments, one of the sentiments is often
more common and has more examples in the train-
ing set. In our ambiguous test set, the major-
ity of the ambiguous words are more commonly



Model

[ Precision [ Recall [ Fi |

Contextual test set
Seq2Seq 39.1 29.6 | 33.7
AddLabel 39.2 29.8 | 339
InsertLabel 38.6 293 | 333
VSE 39.8 30.0 | 34.2

Ambiguous test set
Seq2Seq-Pos 27.8 242 1259
AddLabel-Pos 30.3 26.6 | 28.3
InsertLabel-Pos 30.6 274 | 289
VSE-Pos 34.8 323 | 335
Seq2Seq-Neg 45.9 39.1 | 422
AddLabel-Neg 49.5 43.0 | 46.0
InsertLabel-Neg 54.2 50.8 | 52.4
VSE-Neg 65.0 60.9 | 629

Table 6: Sentiment word translation performance on
the test sets.

used with a negative valence, and hence the model
may not learn the more rare positive valence well.
This is also reflected in higher negative senti-
ment matching accuracy on the baseline Seq2Seq
model.

By incorporating the sentiment label in source
sentences, AddLabel and InsertLabel outperforms
the Seq2Seq baseline on the ambiguous test set.
This suggests the the model can infer the corre-
sponding sentiment and translation of the ambigu-
ous word based on the given sentiment label. VSE
achieves the overall highest performance across all
metrics on the ambiguous test set. This suggests
that learning different sentiment meanings of the
ambiguous word by two separate embedding vec-
tors is more effective than using a single embed-
ding vector. Even in the contextual test set, VSE’s
slight increase in precision, recall and F indicates
that sentiment label helps translation even in the
presence of context, with little impact on BLEU.
Our results are also in line with (Salameh et al.,
2015), which showed that sentiment from source
sentences can be preserved by NMT. The slight
decrease in BLEU scores when incorporating the
sentiment labels may be caused by the fact that
the trained sentiment classifier is not perfectly ac-
curate and there are examples where the sentiment
labels are wrongly annotated and hence affect the
translation quality, although such cases are rela-
tively rare and the impact is rather small.

We illustrate some example translations, gener-
ated by our methods when given different source
sentiment labels in Table 7, together with baseline
Seq2Seq translations and reference translations.

We also use t-SNE (van der Maaten and Hin-
ton, 2008) to visualize several selected embedding
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vectors of ambiguous words trained with our dou-
ble embedding method. In Figure 3, word vec-
tors of the same word but of opposite sentiments
are indeed far apart, which suggests that the VSE
model is able to learn different meanings of the
same word with different sentiments. It is also
shown that different meanings of the same word
are learned correctly. For example the negative
sense of stubborn is closer to obstinate while its
positive sense is closer to fenacious.

attract
tempt  entice_pos
®  entice_neg &
cl.ever pleased
. proud_pgs
L[]
shrewd_pos proud_neg
L ] L]
running shrewd_neg arrogant
L .
stubborn_neg
® obstinate
stubborn_pos ¢
tenacious
L]

Figure 3: Visualization of word vectors

6 Conclusion

We propose methods for producing translations of
both positive and negative sentiment of a given
source sentence. In our sentiment-aware transla-
tion task, users input a desired sentiment label dur-
ing decoding and obtain the corresponding trans-
lation with the desired sentiment. We show that
our valence-sensitive embedding (VSE) method
is more effective as different embedding vectors
of the ambiguous source word are learned, bet-
ter capturing their different meaning employed in
varying sentiment contexts. Although simple, our
methods achieve significant improvement over a
Seq2Seq baseline as measured by three comple-
mentary evaluation metrics. Our methods can also
be easily integrated into other NMT models such
as Transformer (Vaswani et al., 2017).
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Source

Seq2Seq
Ref-Pos
Ref-Neg
InsertLabel-Pos
InsertLabel-Neg

She is so stubborn.

WARE N - (unwilling to change)
WG T - (resilient)
WREHT « (unwilling to change)
ME AR - (resilient)
MHARMARE - (unwilling to change)

VSE-Pos WAIHER T - (resilient)

VSE-Neg WARBET - (unwilling to change)
Source It is very austere.

Seq2Seq BIEFERF o (simple)

Ref-Pos BAEE AN o (simple)

Ref-Neg L |1

InsertLabel-Pos
InsertLabel-Neg

(having no comforts or luxuries)
IRTETFNET o (simple)
R TRT PR -

(having no comforts or luxuries)

Source He is very proud.
Seq2Seq AR BZE - (happy)
Ref-Pos fWAREZE - (happy)
Ref-Neg MRFH - (arrogant)
AddLabel-Pos | fBfREZE- (happy)
AddLabel-Neg | fARFF#- (arrogant)
InsertLabel-Pos | MR EZE - (happy)
InsertLabel-Neg | fBARFEH - (arrogant)
VSE-Pos fWAREZE - (happy)
VSE-Neg HIARBF - (arrogant)
Source That’s very sensational.
Seq2Seq KRBT - (stimulating)
Ref-Pos RBEW . (impressive)
Ref-Neg REAWTE - (appalling)
AddLabel-Pos REREGLS] - (touching)
AddLabel-Neg | SEERNKEN T -
(causing huge reaction)
VSE-Pos REN . (touching)
VSE-Neg RANBL - (stimulating)
Source It is a deliberate decision.
Seq2Seq XE—NBREARE -
( purpmely to do bad things)
Ref-Pos XM RBRERE -
(after careful considerations)
Ref-Neg — P EERIRE -
(purposely to do bad things)
VSE-Pos X R A RIBAIRE -
(after careful considerations)
VSE-Neg X NBERBIRE -
(purposely to do bad things)
Source They want to frame him .
Seq2Seq M TREBREM - (accuse falsely)
Ref-Pos oA TR BT EEEAD - (reshape)
Ref-Neg HATEFEEM - (accuse falsely)
VSE-Pos flfl AEEHE XAt - (redefine)
VSE-Neg HTAEREEM o (accuse falsely)
Source That s a shrewd move.
Seq2Seq 1_;5 M FEBHRIZEE o (smart)
Ref-Pos LE MEHBIATEN - (smart)
Ref-Neg LZE PEIBMIZEE) o (cunning)
AddLabel-Pos | XS MEMKIZELT . (smart)
AddLabel-Neg KIEHET » (cunning)

Table 7: Sentiment translation examples.

206



Overcoming the Rare Word Problem for Low-Resource Language Pairs
in Neural Machine Translation

Thi-Vinh Ngo
Thai Nguyen University
ntvinh@ictu.edu.vn

Phuong-Thai Nguyen
Vietnam National University
thainp@vnu.edu.vn

Abstract

Among the six challenges of neural machine
translation (NMT) coined by (Koehn and
Knowles, 2017), rare-word problem is consid-
ered the most severe one, especially in trans-
lation of low-resource languages. In this pa-
per, we propose three solutions to address the
rare words in neural machine translation sys-
tems. First, we enhance source context to pre-
dict the target words by connecting directly
the source embeddings to the output of the at-
tention component in NMT. Second, we pro-
pose an algorithm to learn morphology of un-
known words for English in supervised way
in order to minimize the adverse effect of
rare-word problem. Finally, we exploit syn-
onymous relation from the WordNet to over-
come out-of-vocabulary (OOV) problem of
NMT. We evaluate our approaches on two low-
resource language pairs: English-Vietnamese
and Japanese-Vietnamese. In our experiments,
we have achieved significant improvements of
up to roughly +1.0 BLEU points in both lan-
guage pairs.

1 Introduction

NMT systems have achieved better performance
compared to statistical machine translation (SMT)
systems in recent years not only on available
data language pairs (Sennrich et al., 2016a; Cho
et al., 2016), but also on low-resource language
pairs (Nguyen and Chiang, 2017; Cettolo et al.,
2016). Nevertheless, NMT still exists many chal-
lenges which have adverse effects on its effective-
ness (Koehn and Knowles, 2017). One of these
challenges is that NMT has biased tend in translat-
ing high-frequency words, thus words which have
lower frequencies are often translated incorrectly.
This challenge has also been confirmed again
in (Nguyen and Chiang, 2017), and they have pro-
posed two strategies to tackle this problem with
modifications on the model’s output distribution:
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one for normalizing some matrices by fixing them
to constants after several training epochs and an-
other for adding a direct connection from source
embeddings through a simple feed forward neu-
ral network (FFNN). These approaches increase
the size and the training time of their NMT sys-
tems. In this work, we follow their second ap-
proach but simplify the computations by replacing
FFNN with two single operations.

Despite above approaches can improve the pre-
diction of rare words, however, NMT systems of-
ten use limited vocabularies in their sizes, from
30K to 80K most frequent words of the training
data, in order to reduce computational complex-
ity and the sizes of the models (Bahdanau et al.,
2015; Luong et al., 2015b), so the rare-word trans-
lation are still problematic in NMT. Even when
we use a larger vocabulary, this situation still ex-
ists (Jean et al., 2015). A word which has not
seen in the vocabulary of the input text (called un-
known word) are presented by the unk symbol in
NMT systems. Inspired by alignments and phrase
tables in phrase-based machine translation (SMT)
as suggested by (Koehn et al., 2007), (Luong et al.,
2015b) proposed to address OOV words using an
annotated training corpus. They then used a dic-
tionary generated from alignment model or maps
between source and target words to determine the
translations of unks if translations are not found.
(Sennrich et al., 2016b) proposed to reduce un-
known words using Gage’s Byte Pair Encoding
(BPE) algorithm (Gage, 1994), but NMT systems
are less effective for low-resource language pairs
due to the lack of data and also for other lan-
guages that sub-word are not the optimal transla-
tion unit. In this paper, we employ several tech-
niques inspired by the works from NMT and the
traditional SMT mentioned above. Instead of a
loosely unsupervised approach, we suggest a su-
pervised approach to solve this trouble using syn-
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onymous relation of word pairs from WordNet on
Japanese— Vietnamese and English— Vietnamese
systems. To leverage effectiveness of this relation
in English, we transform variants of words in the
source texts to their original forms by separating
their affixes collected by hand.

Our contributes in this work are:

e We release the state-of-the-art for Japanese-
Vietnamese NMT systems.

e We proposed the approach to deal with the
rare word translation by integrating source
embeddings to the attention component of
NMT.

e We present a supervised algorithm to re-
duce the number of unknown words for the
English— Vietnamese translation system.

e We demonstrate the effectiveness of leverag-
ing linguistic information from WordNet to
alleviate the rare-word problem in NMT.

2 Neural Machine Translation

Our NMT system use a bidirectional recurrent
neural network (biRNN) as an encoder and a
single-directional RNN as a decoder with input
feeding of (Luong et al., 2015a) and the atten-
tion mechanism of (Bahdanau et al., 2015). The
Encoder’s biRNN are constructed by two RNNs
with the hidden units in the LSTM cell, one for
forward and the other for backward of the source
sentence x = (1, ..., ¥, ). Every word z; in sen-
tence is first encoded into a continuous represen-
tation Fs(x;), called the source embedding. Then
x is transformed into a fixed-length hidden vec-
tor h; representing the sentence at the time step ¢,
which called the annotation vector, combined by

_)
the states of forward h; and backward (H,

ﬁi = f(Es(xs), ﬁiq)

iz’ = f(Es(xi), %Prl)

The decoder generates the target sentence y =
(y1, .-, Ym), and at the time step j, the predicted
probability of the target word y; is estimated as
follows:

P(yjly<;j, x) o softmax(Wz; + b)

where z; is the output hidden states of the at-
tention mechanism and computed by the previous
output hidden states z;_1, the embedding of pre-
vious target word F(y;—1) and the context c;:

z; = 9(Ei(yj-1),2j-1,¢5)
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The source context c; is the weighted sum of
the encoder’s annotation vectors h;:

Cj = Dz ijhi
where «;; are the alignment weights, denoting the
relevance between the current target word y; and
all source annotation vectors h;.

3 Rare Word translation

In this section, we present the details about our
approaches to overcome the rare word situation.
While the first strategy augments the source con-
text to translate low-frequency words, the remain-
ing strategies reduce the number of OOV words in
the vocabulary.

3.1 Low-frequency Word Translation

The attention mechanism in RNN-based NMT
maps the target word into source context corre-
sponding through the annotation vectors h;. In
the recurrent hidden unit, h; is computed from
the previous state h;_;. Therefore, the informa-
tion flow of the words in the source sentence may
be diminished over time. This leads to the ac-
curacy reduction when translating low-frequency
words, since there is no direct connection between
the target word and the source word. To alleviate
the adverse impact of this problem, (Nguyen and
Chiang, 2017) combined the source embeddings
with the predictive distribution over the output tar-
get word in several following steps:

Firstly, the weighted average vector of the
source embeddings is computed as follows:

l; = tanh Z aj(e)fe

where «;(e) are alignment weights in the attention
component and f, = Es(z), are the embeddings
of the source words.

Then [; is transformed through one-hidden-
layer FFNN with residual connection proposed by
(He et al., 2015):

tj = tanh(Wllj) + lj

Finally, the output distribution over the target word
is calculated by:

P(yjly<j,x) = softmax(Wz; + b+ Wit; + by)

The matrices W;, W; and by are trained together
with other parameters of the NMT model.



This approach improves the performance of the
NMT systems but introduces more computations
as the model size increase due to the additional
parameters W;, W, and b;. We simplify this
method by using the weighted average of source
embeddings directly in the softmax output layer:

P(jly<j, x) = softmax(W (z; +1;) + b)

Our method does not learn any additional parame-
ters. Instead, it requires the source embedding size
to be compatible with the decoder’s hidden states.
With the additional information provided from the
source embeddings, we achieve similar improve-
ments compared to the more expensive method de-
scribed in (Nguyen and Chiang, 2017).

3.2 Reducing Unknown Words

In our previous experiments for
English—Vietnamese, BPE algorithm (Sen-
nrich et al., 2016b) applied to the source side does
not significantly improves the systems despite it
is able to reduce the number of unknown English
words. We speculate that it might be due to the
morphological differences between the source and
the target languages (English and Vietnamese in
this case). The unsupervised way of BPE while
learning sub-words in English thus might be not
explicit enough to provide the morphological
information to the Vietnamese side. In this
work, we would like to attempt a more explicit,
supervised way. We collect 52 popular affixes
(prefixes and suffixes) in English and then apply
the separating affixes algorithm (called SAA) to
reduce the number of unknown words as well
as to force our NMT systems to learn better
morphological mappings between two languages.

The main ideal of our SAA is to separate affixes
of unknown words while ensuring that the rest of
them still exists in the vocabulary. Let the vocab-
ulary V containing K most frequency words from
the training set 71, a set of prefixes P, a set of suf-
fixes S, we call word w'’ is the rest of an unknown
word or rare word w after delimiting its affixes.
We iteratively pick a w from N words (including
unknown words and rare words) of the source text
T2 to consider if w starts with a prefix p in P or
ends with a suffix s in .S, we then determine split-
ting its affixes if w’ in V. A rare word in V" also
can be separated its affixes if its frequency is less
than the given threshold. We set this threshold by
2 in our experiments. Similarly to BPE approach,

we also employ a pair of the special symbol @
for separating affixes from the word. Listing 3.2
shows our SAA algorithm.

Input: T1, T2, P, S, threshold=1
Output: the output text T

v
N
T

get_most_frequency_K_words (T1)
get_words_from_the_source_text(T2)
T2

for each word w in N:
if w not in V or freq(w) <= threshold:
for each prefix p in P:
wl = separate_prefix (p)
if wl != w and wl in V:
T = replace (T, w, wl, p)
break
for each suffix s in S:
w2 = separate_suffix (s)
if w2 !'= wl and w2 in V:
T = replace (T, w2, wl, s)
break
return T

Example: intercepted —> intercept @@ed

impulsively —> impulsive @@ly
overlooks —> over@@ look @@s
disowned —> dis@@ own @@ed

The proposed SAA for separating affixes from words.

3.3 Dealing with OOV using WordNet

WordNet is a lexical database grouping words into
sets which share some semantic relations. Its ver-
sion for English is proposed for the first time by
(Fellbaum, 1998). It becomes a useful resource for
many tasks of natural language processing (Kolte
and Bhirud, 2008; Méndez O., 2013; Gao et al.,
2014). WordNet are available mainly for English
and German, the version for other languages are
being developed including some Asian languages
in such as Japanese, Chinese, Indonesian and Viet-
namese. Several works have employed WordNet
in SMT systems(Khodak et al., 2017; Arcan et al.,
2019) but to our knowledge, none of the work ex-
ploits the benefits of WordNet in order to ease the
rare word problem in NMT. In this work, we pro-
pose the learning synonymous algorithm (called
LSW) from the WordNet of English and Japanese
to handle unknown words in our NMT systems.
In WordNet, synonymous words are organized
in groups which are called synsets. Our aim is
to replace an OOV word by its synonym which
appears in the vocabulary of the translation sys-
tem. From the training set of the source lan-
guage T'1, we extract the vocabulary V in size
of K most frequent words. For each OOV word
from 7T'1, we learn its synonyms which exist in
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the V' from the WordNet W. The synonyms are
then arranged in the descending order of their fre-
quencies to facilitate selection of the n best words
which have the highest frequencies. The output
file C' of the algorithm contains OOV words and
its corresponding synonyms and then it is applied
to the input text 7'2. We also utilize a frequency
threshold for rare words in the same way as in
SAA algorithm. In practice, we set this thresh-
old as 0, meaning no words on V is replaced
by its synonym. If a source sentence has m un-
known words and each of them has n best syn-
onyms, it would generate m™ sentences. Transla-
tion process allow us to select the best hypothe-
sis based on their scores. Because of each word
in the WordNet can belong to many synsets with
different meanings, thus an inappropriate word
can be placed in the current source context. We
will solve this situation in the further works. Our
systems only use 1-best synonym for each OOV
word. Listing 3.3 presents the LSW algorithm.
Input: T1, T2, W,, threshold=1

Output: — C: The list contains

synonymous words for OOV words.

— T: The input of the
translation systems

def learn_synonym ()
V=get_most_frequency_K_words (T1)
N=get_words_from_the_source_text(T2)
C={}
for each word w in N:
if w not in V or freq(w) <= threshold:
I=get_synonyms_from_WordNet(w, W)
for each i in I:
if 1 not in V:

I=1 \ {i} #remove 1 from I
sort_words_by_descend_of_frequency (I)
C=CU{w,I}

return C
n_best=3

apply_to_input_file (C, T2, n_best)

The LSW learns synonymous words from WordNet.

4 Experiments

We evaluate our approaches on the English-
Vietnamese and the Japanese-Vietnamese trans-
lation systems. Translation performance is mea-
sured in BLEU (Kishore Papineni and Zhu, 2012)
by the multi-BLEU scripts from Moses!.

'https://github.com/moses-smt/
mosesdecoder/tree/master/scripts
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4.1 Datasets

We consider two low-resource language pairs:
Japanese-Vietnamese and English-Vietnamese.
For Japanese-Vietnamese, we use the TED data
provided by WIT3 (Cettolo et al., 2012) and com-
piled by (Ngo et al., 2018). The training set in-
cludes 106758 sentence pairs, the validation and
test sets are dev2010 (568 pairs) and £5t2010 (1220
pairs). For English— Vietnamese, we use the
dataset from IWSLT 2015 (Mauro Cettolo and
Federico, 2015) with around 133K sentence pairs
for the training set, 1553 pairs in £st2012 as the
validation and 1268 pairs in £st2013 as the test sets.

For LSW algorithm, we crawled pairs of syn-
onymous words from Japanese-English Word-
Net? and achieved 315850 pairs for English and
1419948 pairs for Japanese.

4.2 Preprocessing

For English and Vietnamese, we tokenized the
texts and then true-cased the tokenized texts using
Moses script. We do not use any word segmenta-
tion tool for Vietnamese. For comparison purpose,
Sennrich’s BPE algorithm is applied for English
texts. Following the same preprocessing steps for
Japanese (JPBPE) in (Ngo et al., 2018), we use
KyTea® (Neubig et al., 2011) to tokenize texts and
then apply BPE on those texts. The number of
BPE merging operators are 50k for both Japanese
and English.

4.3 Systems and Training

We implement our NMT systems using
OpenNMT-py framework* (Klein et al., 2017)
with the same settings as in (Ngo et al., 2018) for
our baseline systems. Our system are built with
two hidden layers in both encoder and decoder,
each layer has 512 hidden units. In the encoder, a
BiLSTM architecture is used for each layer and
in the decoder, each layer are basically an LSTM
layer. The size of embedding layers in both source
and target sides is also 512. Adam optimizer is
used with the initial learning rate of 0.001 and
then we apply learning rate annealing. We train
our systems for 16 epochs with the batch size of
32. Other parameters are the same as the default
settings of OpenNMT-py.

http://compling.hss.ntu.edu.sg/wnja/
*http://www.phontron.com/kytea/
*nttps://github.com/OpenNMT/OpenNMT-py



Japanese— Vietnamese
No. | Systems dev2010 tst2010
(1) | Baseline 791 9.42
(2) | + Source Embedding 7.77 9.96
3) | +LSW 8.37 10.34
(4) | JPBPE+VNBPE at Ngo et al (2018) 7.77 9.04
(5) | JPBPE+VNBPE + BT + Mixsource at Ngo et al (2018) 8.56 9.64
Vietnamese— Japanese
No. | Systems dev2010 tst2010
(1) | Baseline 9.53 (9.53) 10.95 (10.99)
(2) | + Source Embedding 10.51 (10.51) | 11.37 (11.39)
(3) | JPBPE+VNBPE at Ngo et al (2018) 9.74 11.13

Table 1: Results of Japanese-Vietnamese NMT systems

We then modify the baseline architecture with the
alternative proposed in Section 3.1 in comparison
to our baseline systems. All settings are the same
as the baseline systems.

4.4 Results

In this section, we show the effectiveness of
our methods on two low-resource language pairs
and compare them to the other works. The
empirical results are shown in Table 1 for
Japanese-Vietnamese and in Table 3 for English-
Vietnamese. Note that, the Multi-BLEU is only
measured in the Japanese— Vietnamese direction
and the standard BLEU points are written in
brackets.

4.4.1 Japanese-Vietnamese Translation

We conduct two out of the three proposed ap-
proaches for Japanese-Vietnamese translation sys-
tems and the results are given in the Table 1.

Baseline Systems. We find that our transla-
tion systems which use Sennrich’s BPE method
for Japanese texts and do not use word segmen-
tation for Vietnamese texts are neither better or in-
significant differences compare to those systems
used word segmentation in (Ngo et al., 2018).
Particularly, we obtained +0.38 BLEU points be-
tween (1) and (4) in the Japanese— Vietnamese
and -0.18 BLEU points between (1) and (3) in the
Vietnamese—Japanese.

Our Approaches. On the systems trained with
the modified architecture mentioned in the sec-
tion 3.1, we obtained an improvements of +0.54
BLEU points in the Japanese— Vietnamese and
+0.42 BLEU points on the Vietnamese—Japanese
compared to the baseline systems.

Due to the fact that Vietnamese WordNet
is not available, we only exploit WordNet to
tackle unknown words of Japanese texts in our
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Japanese— Vietnamese translation system. After
using Kytea, Japanese texts are applied LSW al-
gorithm to replace OOV words by their synonyms.
We choose 1-best synonym for each OOV word.
Table 2 shows the number of OOV words replaced
by their synonyms. The replaced texts are then
BPEd and trained on the proposed architecture.
The largest improvement is +0.92 between (1) and
(3). We observed an improvement of +0.7 BLEU
points between (3) and (5) without using data aug-
mentation described in (Ngo et al., 2018).

Train | dev2010 | tst2010
Number of words | 1015 36 25

Table 2: The number of Japanese OOV words replaced
by their synonyms.

4.4.2 English-Vietnamese Translation

We examine the effect of all approaches presented
in Section 3 for our English-Vietnamese transla-
tion systems. Table 3 summarizes those results
and the scores from other systems (Nguyen and
Chiang, 2017; Huang et al., 2018).

Baseline systems. After preprocessing data
using Moses scripts, we train the systems of
English<>Vietnamese on our baseline architec-
ture. Our translation system obtained +0.82 BLEU
points compared to (Nguyen and Chiang, 2017) in
the English— Vietnamese and this is lower than
the system of (Huang et al., 2018) with neural
phrase-based translation architecture.

Our approaches. The datasets from the base-
line systems are trained on our modified NMT
architecture. The improvements can be found
as +0.55 BLEU points between (1) and (2)
in the English— Vietnamese and +0.45 BLEU
points (in tst2012) between (1) and (2) in the
Vietnamese—English.



English— Vietnamese

No. | Systems tst2012 tst2013
(1) | Baseline 26.91 (24.39) | 29.86 (27.52)
(2) | + Source Embedding 27.41 (24.92) | 30.41 (28.05)
(3) | + Sennrich’s BPE 26.96 (24.46) | 30.10 (27.84)
@) | +SAA 27.16 (24.67) | 30.60 (28.34)
5) | +LSW 27.46 (24.99) | 30.85 (28.54)
(6) | Nguyen and Chiang (2017) - 26.7
(@) Huang et al (2018) - 28.07
Vietnamese— English
No. | Systems tst2012 tst2013
(1) | Baseline 27.97 (28.52) | 30.07 (29.89)
(2) | + Source Embedding 28.42 (29.04) | 30.12 (29.93)

Table 3: Results of English-Vietnamese NMT systems

For comparison purpose, English texts are split
into sub-words using Sennrich’s BPE methods.
We observe that, the achieved BLEU points are
lower Therefore, we then apply the SAA al-
gorithm on the English texts from (2) in the
English— Vietnamese. The number of applied
words are listed in Table 4. The improvement in
BLEU are +0.74 between (4) and (1).

Train | tst2012 | tst2013
5342 84 93

Number of words

Table 4: The number of rare words in which their af-
fixes are detached from the English texts in the SAA
algorithm.

Similarly to the Japanese— Vietnamese system,
we apply LSW algorithm on the English texts from
(4) while selecting 1-best synonym for each OOV
word. The number of replaced words on English
texts are indicated in the Table 5. Again, we ob-
tained a bigger gain of +0.99 (+1.02) BLEU points
in English— Vietnamese direction. Compared to
the most recent work (Huang et al., 2018), our
system reports an improvement of +0.47 standard
BLEU points on the same dataset.

Train | tst2012 | tst2013
1889 37 41

Number of words

Table 5: The number of English OOV words are re-
placed by their synonyms.

We investigate some examples of translations
generated by the English— Vietnamese systems
with our proposed methods in the Table 6. The
bold texts in red color present correct or approx-
imate translations while the italic texts in gray
color denote incorrect translations. The first ex-
ample, we consider two words: presentation and

the unknown word applauded. The word presen-
tation is predicted correctly as "bai thuyét trinh"
in most cases when we combined source con-
text through embeddings. The unknown word ap-
plauded which has not seen in the vocabulary is
ignored in the first two cases (baseline and source
embedding) but it is roughly translated as "hoan
nghénh" in the SAA because it is separated into
applaud and ed. In the second example, we ob-
serve the translations of the unknown word tryout,
they are mistaken in the first three cases but in the
LSW, it is predicted with a closer meaning as "bai
kiém tra" due to the replacement by its synony-
mous word as fest.

5 Related Works

Addressing unknown words was mentioned early
in the Statistical Machine Translation (SMT) sys-
tems. Some typical studies as: (Habash, 2008)
proposed four techniques to overcome this situ-
ation by extend the morphology and spelling of
words or using a bilingual dictionary or translit-
erating for names. These approaches are diffi-
cult when manipulate to different domains. (Trieu,
2016) trained word embedding models to learn
word similarity from monolingual data and an un-
known word are then replaced by a its similar
word. (Madhyastha and Espafia Bonet, 2017) used
a linear model to learn maps between source and
target spaces base on a small initial bilingual dic-
tionary to find the translations of source words.
However, in NMT, there are not so many works
tackling this problem. (Jean et al., 2015) use a very
large vocabulary to solve unknown words. (Luong
etal., 2015b) generate a dictionary from alignment
data based on annotated corpus to decide the hy-
potheses of unknown words. (Nguyen and Chiang,
2017) have introduced the solutions for dealing
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Source

which presentation have you applauded the most this morning ?

Reference bai thuyét trinh n2o ban vo tay nhidu nhét trong sing nay ?

Baseline diéu nay c6 thé dién ra trong budi sang hom nay ?

+Source Embedding bai thuyét trinh nio c6 thé tao ra budi sing hom nay ?

+SAA bai thuyét trinh nay c6 hoan nghénh budi sang hom nay khong ?

+LSW diéu gi da dién ra véi ban budi sing hom nay ?

Source I started this as a tryout in Esperance , in Western Australia .

Reference t6i da bat ddu nhu mot s thir nghiém tai Esperance , tay Uc .

Baseline t6i bt diu nhu thé nay nhu 1a mét nguwoi dan ong , & phuong Tay Uc .
+Source Embedding t6i da bat ddu didu nay nhu 1a mot nguoi dan dp & ven bién & Tay Uc .
+SAA t6i da bét diu nhu thé nay véi tu cach 1a mot nguoi dan ong trong linh vie nay, & Tay Uc .
+LSW t6i bt du thi nghiém nay nhu mot bai kiém tra & Quang trudng , 6 Tay Uc .

Table 6: Examples of outputs from the English— Vietnamese translation systems with the proposed methods.

with the rare word problem, however, their mod-
els require more parameters, thus, decreasing the
overall efficiency.

In another direction, (Sennrich et al., 2016b)
exploited the BPE algorithm to reduce number
of unknown words in NMT and achieved signif-
icant efficiency on many language pairs. The sec-
ond approach presented in this works follows this
direction when instead of using an unsupervised
method to split rare words and unknown words
into sub-words that are able to translate, we use
a supervised method. Our third approach using
WordNet can be seen as a smoothing way, when
we use the translations of the synonymous words
to approximate the translation of an OOV word.
Another work followed this direction is worth to
mention is (Niehues et al., 2016), when they use
the morphological and semantic information as the
factors of the words to help translating rare words.

6 Conclusion

In this study, we have proposed three difference
strategies to handle rare words in NMT, in which
the combination of methods brings significant im-
provements to the NMT systems on two low-
resource language pairs. In future works, we will
consider selecting some appropriate synonymous
words for the source sentence from n-best synony-
mous words to further improve the performance
of the NMT systems and leverage more unsuper-
vised methods based on monolingual data to ad-
dress rare word problem.
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Abstract

In this work, we present several deep lear-
ning models for the automatic diacritiza-
tion of Arabic text. Our models are built
using two main approaches, viz. Feed-
Forward Neural Network (FFNN) and Re-
current Neural Network (RNN), with se-
veral enhancements such as 100-hot en-
coding, embeddings, Conditional Random
Field (CRF) and Block-Normalized Gra-
dient (BNG). The models are tested on the
only freely available benchmark dataset
and the results show that our models are
either better or on par with other models,
which require language-dependent post-
processing steps, unlike ours. Moreover,
we show that diacritics in Arabic can be
used to enhance the models of NLP tasks
such as Machine Translation (MT) by pro-
posing the Translation over Diacritization
(ToD) approach.

1 Introduction

In Arabic and many other languages, diacritics
are added to the characters of a word (as short
vowels) in order to convey certain information
about the meaning of the word as a whole and its
place within the sentence. Arabic Text Diacritiza-
tion (ATD) is an important problem with various
applications such as text to speech (TTS). At the
same time, this problem is a very challenging one
even to native speakers of Arabic due to the many
subtle issues in determining the correct diacritic
for each character from the list shown in Figure 2
and the lack of practice for many native speakers.
Thus, the need to build automatic Arabic text dia-
critizers is high (Zitouni and Sarikaya, 2009).

The meaning of a sentence is greatly influenced
by the diacritization which is determined by the
context of the sentence as shown in the following
example:
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13

RVl

Buckwalter Transliteration: klm >Hmd ...
Incomplete sentence without diacritization.

5z e 0 &
@was Al -
Buckwalter Transliteration: kal~ama

>aHomadN Sadiyqahu
Translation: Ahmad talked to his friend.

P

w_of

BV o

Buckwalter Transliteration: kalama
>aHomadN Eaduw~ahu
Translation: Ahmad wounded his enemy.

22
Oju\&

The letters “klm” manifests into two diffe-

rent words when given two diffe}rent diacritizati-
ons. As shown in this example, -k “kal~ama” in
the first sentence is the verb ‘talked’ in English,
while <% “kalama” in the second sentence is the

verb ‘wounded’ in English.

To formulate the problem in a formal manner:
Given a sequence of characters representing an
Arabic sentence S, find the correct diacritic class
(from Figure 2) for each Arabic character S; in S.

Despite the problem’s importance, it received li-
mited attention. One of the reasons for this is the
scarcity of freely available resources for this pro-
blem. To address this issue, the Tashkeela Corpus!
(Zerrouki and Balla, 2017) has been released to
the community. Unfortunately, there are many pro-
blems with the use of this corpus for benchmar-
king purposes. A very recent study (Fadel et al.,
2019) discussed in details these issues and pro-
vided a cleaned version of the dataset with pre-
defined split into training, testing and validation
sets. In this work, we use this dataset and provide
yet another extension of it with a larger training
set and a new testing set to circumvent the issue
that some of the existing systems have already be-

"https://sourceforge.net/projects/
tashkeela
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en trained on the entire Tashkeela Corpus.

According to (Fadel et al., 2019), existing ap-
proaches to ATD are split into two groups: tradi-
tional rule-based approaches and machine learning
based approaches. The former was the main ap-
proach by many researchers such as (Zitouni and
Sarikaya, 2009; Pasha et al., 2014; Darwish et al.,
2017) while the latter has started to receive attenti-
on only recently (Belinkov and Glass, 2015; Aban-
dah et al., 2015; Barqawi and Zerrouki, 2017; Mu-
barak et al., 2019). Based on the extensive expe-
riments of (Fadel et al., 2019), deep learning ap-
proaches (aka neural approaches) are superior to
non-neural approaches especially when large trai-
ning data is available. In this work, we present se-
veral neural ATD models and compare their per-
formance with the state of the art (SOTA) approa-
ches to show that our models are either on par with
the SOTA approaches or even better. Finally, we
present a novel way to utilize diactritization in or-
der to enhance the accuracy of Machine Translati-
on (MT) models in what we call Translation over
Diacritization (ToD) approach.

The rest of the paper is organized as follows.
The following section discusses the dataset pro-
posed by (Fadel et al., 2019). Sections 3 and 4
discuss our two main approaches: Feed-Forward
Neural Network (FFNN) and Recurrent Neural
Network (RNN), respectively. Section 5 brielfy
discusses the related work and presents a compa-
rison with the SOTA approaches while Section 6
describes our novel approach to integrate diacri-
tization into translation tasks. The paper is con-
cluding in Section 7 with final remarks and future
directions of this work.

2 Dataset

The dataset of (Fadel et al., 2019) (which is an
adaptation of the Tashkeela Corpus) consists of
about 2.3M words spread over 55K lines. Basic
statistics about this dataset size, content and dia-
critics usage are given in Table 1. Among the re-
sources provided with this dataset are new defi-
nitions of the Diacritic Error Rate (DER), which
is “the percentage of misclassified Arabic charac-
ters regardless of whether the character has 0, 1
or 2 diacritics”, and the Word Error Rate (WER),
which is “the percentage of Arabic words which
have at least one misclassified Arabic character”.?
The redefinition of these measures is to exclu-

’DER/WER are computed with diacritization_stat.py
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Table 1: Statistics about the size, content and diacritics
usage of (Fadel et al., 2019)’s Dataset

Train | Valid | Test

Words Count 2,103K | 102K | 107K

Lines Count 50K 2.5K | 2.5K

Avg Chars/Word 3.97 397 | 397

Avg Words/Line 42.06 | 40.97 | 42.89

0 Diacritics (%) 17.78 | 17.75 | 17.80

1 Diacritic (%) 7717 | 77.19 | 77.22

2 Diacritics (%) 5.03 5.05 | 4.97
Error Diacritics (%) 0 0 0

de counting irrelevant characters such as numbers
and punctuations, which were included in (Zitouni
and Sarikaya, 2009)’s original definitions of DER
and WER. It is worth mentioning that DER/WER
are computed in four different ways in the lite-
rature depending on whether the last character of
each word (referred to as case ending) is counted
or not and whether the characters with no diacriti-
zation are counter or not.

3 The Feed-Forward Neural Network
(FFNN) Approach

This is our first approach and we present three
models based on it. In this approach, we consider
diacritizing each character as an independent pro-
blem. To do so, the model takes a 100-dimensional
vector as an input representing features for a sin-
gle character in the sentence. The first 50 elements
in the vector represent the 50 non-diacritic cha-
racters before the current character and the last 50
elements represent the 50 non-diacritic characters
after it including the current character.

For example, the sentence ul:- g_:,s;;’, the vec-

tor related to the character ‘_’ is as shown in Fi-

gure 1. As the figure shows, there are two cha-
racters before the character ‘>’ and four after

it (including the whitespace). The special token
‘<PAD>’ is used as a filler when there are no
characters to feed. Note that the dataset contains
73 unique characters (without the diacritics) which
are mapped to unique integer values from O to 74
after sorting them based on their unicode represen-
tations including the special padding and unknown
(‘“<UNK>") tokens.

Each example belongs to one of the 15 clas-
ses under consideration, which are shown in Fi-
gure 2. The model outputs probabilities for each



X =[<PAD>, ..., <PAD>, 3,0, <, "', ¢, J, ¢, <PAD>, ..., <PAD>]

Figure 1: Vector representation of a FFNN example.

Class Name Class Shape Class Name Class Shape

No Diacritization Shadda

Fatha Shadda + Fatha

Damma Shadda + Damma

Kasra Shadda + Kasra

Fathatan Shadda + Fathatan

Dammatan Shadda + Dammatan

Kasratan Shadda + Kasratan

Sukun

Figure 2: The 15 classes under consideration.

class. Using a Softmax output unit, the class with
maximum probability is considered as the correct
output. The number of training, validation and tes-
ting examples from converting the dataset into ex-
amples as described earlier are 9,017K, 488K and
488K respectively.

Basic Model. The basic model consists of 17 hid-
den layers of different sizes. The activation functi-
on used in all layers is Rectified Linear Unit (Re-
LU) and the number of trainable parameters is
about 1.5M. For more details see Appendix A. The
model is trained for 300 epochs on an Nvidia Ge-
Force GTX 970M GPU for about 16 hours using
AdaGrad optimization algorithm (Duchi et al.,
2011) with 0.01 learning rate, 512 batch size, and
categorical cross-entropy loss function.

100-Hot Model. In this model, each integer from
the 100-integer inputs is converted into its 1-hot
representation as a 75-dimensional vector. Then,
the 100 vectors are concatenated forming a 7,500-
dimensional vector. Based on empirical explora-
tion, the model is structured to have five hidden
layers with dropout. It has close to 2M traina-
ble parameters. For more details see Appendix A.
The model is trained for 50 epochs on an Nvi-
dia GeForce GTX 970M GPU for about 3 hours
using Adam optimization algorithm (Kingma and
Ba, 2014) with 0.001 learning rate, 0.9 betal,
0.999 beta2, 512 batch size, and categorical cross-
entropy loss function.

Embeddings Model. In this model, the 100-hot
layer is replaced with an embeddings layer to learn
feature vectors for each character through the trai-
ning process. Empirically determined, the model
has five hidden layers with only 728K trainable
parameters. For more details see Appendix A. The
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model is trained with the same configurations as
the 100-hot model and the training time is about
2.5 hours only.

Results and Analysis. Although the idea of dia-
critizing each character independently is counter-
intuitive, the results of the FFNN models on the
test set (shown in Table 2) are very promising
with the embeddings model having an obvious ad-
vantage over the basic and 100-hot models and
performing much better than the best rule-based
diacritization system Mishkal® among the sys-
tems reviewed by (Fadel et al., 2019) (Mishakl
DER: 13.78% vs FFNN Embeddings model DER:
4.06%). However, these models are still imperfect.
More detailed error analysis of these models is
available in Appendix A.

4 The Recurrent Neural Network (RNN)
Approach

Since RNN models usually need huge data to train
on and learn high-level linguistic abstractions, we
prepare an external training dataset following the
guidelines of (Fadel et al., 2019). The extra trai-
ning dataset is extracted from the Classical Ara-
bic (CA) part of the Tashkeela Corpus and the Ho-
ly Quran (HQ). We exclude the lines that alrea-
dy exist in the previously mentioned dataset. Note
that, with the extra training dataset the number of
unique characters goes up to 87 (without the dia-
critics). Table 3 shows the statistics for the extra
training dataset.

The lines in the dataset are split using the follo-
wing 14 punctuations (*.’, ¢, %, 7, 7, 0, °C,
Y, 0,1, {0, ), ‘< and “»”). After that, the li-
nes with length more than 500 characters (without
counting diacritics) are split into lines of length no
more than 500. This step is necessary for the trai-
ning phase to limit memory usage within a single
batch. Note that the splitting procedure is omitted
within the prediction phase, e.g., when calculating
DER/WER on the validation and test sets. Mo-
reover, four special tokens (‘<SOS>’, ‘<EOS>’,
‘<UNK>’ and ‘<PAD>’) are used to prepare
the input data before feeding it to the model.
‘<SOS>’ and ‘<EOS>’ are added to the start and
the end of the sequences, respectively. ‘<UNK>’
is used to represent unknown characters not seen
in the training dataset. Finally, ‘<PAD>’ is appen-
ded to pad the sequences within the same batch.

<
B

*https://tahadz.com/mishkal



Table 2: DER/WER comparison of the different FFNN models on the test set

DER/WER w/ case ending

w/o case ending

w/ case ending \ w/o case ending

Including ‘no diacritic’

Excluding ‘no diacritic’

Basic model 9.33% /25.93%

6.58% / 13.89%

10.85% /25.39% 7.51% /1 13.53%

100-Hot model 6.57% 120.21%

4.83% / 11.14%

7.75% 1 19.83% 5.62% /1 10.93%

5.52% /17.12%

Embeddings model

4.06% /9.38%

6.44% /16.63% 4.67% 19.10%

Table 3: Extra training dataset statistics

Extra Train

Words Count 22.4M
Lines Count 533K
Avg Chars/Word 3.97
Avg Words/Line 42.1
0 Diacritics (%) 17.79

1 Diacritic (%) 77.16
2 Diacritics (%) 5.03

Error Diacritics (%) 0

Four equivalent special tokens are used as an out-
put in the target sequences.

Basic Model. Several model architectures are trai-
ned without the extra training dataset. After some
exploration, the best model architecture is chosen
to experiment with different techniques as descri-
bed in details throughout this section.

The exploration is done to tune different hyper-
parameters and find the structure that gives the
best DER, which, in most cases, leads to bet-
ter WER. Because the neural network size have
a great impact on performance, we primarily ex-
periment with the number of Bidirectional CuD-
NN Long Short-Term Memory (BiCuDNNLSTM)
(Appleyard et al., 2016) layers and their hidden
units. By using either one, two or three layers, the
error significantly decreases going from one layer
to two layers. However, it shows slight improve-
ment (if any) when going from two layers to three
layers while increasing the training time. So, we
decide to use two BICuDNNLSTMs in further ex-
periments as well as 256 hidden units per layer as
using less units will increase the error rate while
using more units does not significantly improve it.
Then, we experiment with the size and depth of
the fully connected feed-forward network. The re-
sults show that the depth is not as important as the
size of each layer. The best results are produced
with the model using two layers with 512 hidden
units each. All experiments are done using Adam
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optimization algorithm, because different optimi-
zers like Stochastic Gradient Descent, Adagrad
and Adadelta do not converge to the optimal mini-
mal fast enough and RMSprop, Nadam and Ada-
max give the same or slightly worse results. The
number of character features to learn in the em-
bedding layer that gives the best results is 25, whe-
re more features leads to little improvement and
more overfitting, and less features makes the trai-
ning harder for the network. This is probably due
to the input vocabulary being limited to 87 diffe-
rent characters. We also experiment with training
the models for more than 50 epochs, but the return
is very little or it makes the learning unstable and
eventually causes exploding gradients leaving the
network with useless predictions, unable to learn
anymore. The best model is structured as shown
in Figure 3.

The training is done twice: with and without the
extra training dataset, in order to explore the im-
pact of the dataset size on the training phase for
the diacritization problem. This has led to reduced
overfitting. A weights averaging technique over
the last few epochs is applied to partially overco-
me the overfitting issue and obtain a better gene-
ralization.

Models in all following experiments are trai-
ned on Google Colab* (Carneiro et al., 2018) en-
vironment for 50 epochs using an Nvidia Tesla
T4 GPU, Adam optimization algorithm with 0.001
learning rate, 0.9 betal, 0.999 beta2, 1077 epsilon,
256 batch size, and categorical cross-entropy loss
function.

Conditional Random Field (CRF) Model. A
CREF classifier is used in this model instead of the
Softmax layer to predict the network output. CRF
is usually more powerful than Softmax in terms of
sequence dependencies in the output layer which
exist in the diacritization problem. It is worth men-
tioning that CRF is considered to be “a best prac-
tice” in sequence labeling problems. However, in
this particular problem, the results show that CRF

4http ://colab.research.google.com
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Figure 3: RNN basic model structure.

performs worse than Softmax in most cases except
for WER results when training without the extra
dataset which indicates that, even with worse DER
results, CRF is able to make more consistent pre-
dictions within the same word.

Block-Normalized Gradient (BNG) Model. In
this model, (Yu et al., 2017)’s BNG method is app-
lied to normalize gradients within each batch. This
can help accelerate the training process. Accor-
ding to (Yu et al., 2017), this method performs bet-
ter in RNN when using optimizers with adaptive
step sizes, such as Adam. It can also lead to soluti-
ons with better generalization. This coincides with
our results.

Discussion and Analysis. The results of the RNN
models on the test set (shown in Table 4) are much
better than the FFNN models by about 67%. To
show the effect of the weights averaging techni-
que, Table 5 reports the DER/WER statistics rela-
ted to the BNG model after averaging its weights
over the last 1, 5, 10, and 20 epochs. Studying the
confusion matrices for all the models suggests that
the Shadda class and the composite classes (i.e.,
Shadda + another diacritic) are harder to learn for
the network compared to other classes. However,
with the extra training dataset, the network is able
to find significantly better results compared to the
results without the extra training dataset, especial-
ly for the Shadda class.

The comparison method for calculating
DER/WER without case ending skips comparing
the diacritization on the end of each word. This

skip improves the best DER to 1.34% (vs 1.69%)
and best WER to 2.91% (vs 5.09%) which is a
26% improvement in DER and 43% improvement
in WER. This is because the diacritic of the last
character of the word usually depends on the
part of speech tag making it harder to diacritize.
However, we note that the actual last character of
the word may come before the end of the word if
the word has some suffix added to it.

Arabic sentence L& s s 4;_l'§ TJj ‘jg é \_;;_Q’

English translation | This is his book | He read his book | It's written in his book

Part of speech tag subject object genitive

Figure 4: Case ending different diacritization with dif-
ferent part of speech tag.

Consider the example shown in Figure 4. The
word ‘4 lS® means ‘his book’ where the last cha-

racter ‘«’ is the suffix representing the pronoun

‘his’, and the letter before it may take three diffe-
rent diacritics depending on its part of speech tag-
ging. More detailed error analysis of these models
available in Appendix B.

Furthermore, an Encoder-Decoder structure
(seq2seq) was built using BiCuDNNLSTMs to en-
code a sequence of characters and generate a se-
quence of diacritics, but the model was not able
to successfully learn the alignment between input-
ted characters and outputted diacritics. Other att-
empts tried encoding the sentences as sequences
of words and generate a sequences of diacritics al-
so terribly failed to learn.

The BNG model performs the best compared to
other models described above. So, it is used for
comparison with other systems in the following
section.

S Comparison with Existing Systems

As mentioned earlier, the efforts on building auto-
matic ATD is limited. A recent study (Fadel et al.,
2019) surveyed existing approaches and tools for
ATD. After discussing the limitations in closed-
source tools, they divided existing approaches to
ATD into two groups: traditional rule-based ap-
proaches (Zitouni and Sarikaya, 2009; Pasha et al.,
2014; Shahrour et al., 2015; Alnefaie and Az-
mi, 2017; Bebah et al., 2014; Azmi and Alma-
jed, 2015; Chennoufi and Mazroui, 2017; Darwish
et al.,, 2017; Fashwan and Alansary, 2017; Al-
gahtani et al., 2019) and machine learning based
approaches (Belinkov and Glass, 2015; Abandah
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Table 4: DER/WER comparison of the different RNN models on the test set

w/ case ending

w/o case ending

w/ case ending \ w/o case ending

DER/WER

Including ‘no diacritic’

Excluding ‘no diacritic’

Without Extra Train Dataset

Basic model 2.68% / 7.91% 2.19% 1 4.79% 3.09% / 7.61% 2.51% I 4.66%
CRF model 2.67% 171.73% 2.19% 1 4.69% 3.08% / 7.46% 2.52% 1 4.60%
BNG model 2.60% /7.69% 2.11% / 4.57% 3.00% /7.39% 2.42% [ 4.44%

With Extra Train Dataset

Basic model

1.72% 1 5.16%

1.37% 1 2.98%

1.99% 1 4.96%

1.59% 12.92%

CRF model

1.84% 15.42%

1.47% 13.17%

2.13% 1 5.22%

1.69% / 3.09%

BNG model

1.69% /5.09%

1.34% /2.91%

1.95% / 4.89 %

1.54% /2.83%

Table 5: DER/WER comparison showing the effect of the weights averaging technique on BNG model

DER/WER Averaged | w/ case ending ‘ w/o case ending | w/ case ending ‘ w/o case ending
Epochs Including ‘no diacritic’ Excluding ‘no diacritic’
Without 1 2.73% / 8.08% 2.21% / 4.80% 3.16% /7.79% 2.54% / 4.68%
extra 5 2.64% 1 7.80% 2.14% 1 4.64% 3.04% / 7.49% 2.46% / 4.52%
train 10 2.60% /7.69 % 211% / 4.57% 3.00%/ 7.39% 2.42% / 4.44%
dataset 20 2.61% /7.73% 2.11% / 4.56% 3.01% / 7.42% 2.42% [ 7.42%
With 1 1.97% / 5.85% 1.61% / 3.55% 2.20% /5.61% 1.82% / 3.45%
extra 1.73% 1 5.20% 1.38% / 3.02% 1.98% / 4.98% 1.58% /2.92%
train 10 1.70% / 5.13% 1.35% / 2.94% 1.96% / 4.92% 1.55% 1 2.85%
dataset 20 1.69% / 5.09% 1.34% /2.91% 1.95% / 4.89% 1.54% /2.83%

et al., 2015, 2017; Barqgawi and Zerrouki, 2017;
Moumen et al., 2018; Mubarak et al., 2019). The
extensive experiments of (Fadel et al., 2019) sho-
wed that neural ATD models are superior to their
competitors especially when large training data is
available. Thus, we limit our attention in this work
to such models.

According to (Fadel et al., 2019), the Shakkala
system (Barqawi and Zerrouki, 2017) performs
the best compared to other existing systems using
the test set and the evaluation metrics proposed in
(Fadel et al., 2019). Considering our best model’s
results mentioned previously, it is clear that
our model outperforms Shakkala on the testing
set after splitting the lines to be at most 315
characters long (Shakkala system limit), which
causes a slight drop in our best model’s results.
However, since Shakkala was also trained on
Tashkeela Corpus, we develop an auxiliary test
set extracted from three books from Al-Shamela

Library? ‘sl alem e g ! C\J”,
e oY K (g kll

o e ot W

‘http://shamela.ws

and

using  the
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same extraction and cleaning method proposed by
(Fadel et al., 2019) while keeping only lines with
more than 80% “diacritics to Arabic characters”
rate. The extracted lines are each split into lines
of lengths no more than 315 characters (without
counting diacritics) which is the input limit of
the Shakkala system. This produces a test set
consisting of 443K words. Table 6 shows the
results comparison with Shakkala.

A comparison with the pre-trained model of
(Belinkov and Glass, 2015) is also done using the
test set and the evaluation metrics of (Fadel et al.,
2019) while splitting the lines into lines of lengt-
hs no more than 125 characters (without counting
diacritics) since any input with length more than
that causes an error in their system. The results
show that (Belinkov and Glass, 2015)’s model per-
forms poorly. However, we note that (Belinkov
and Glass, 2015)’s system was trained and tested
on the Arabic TreeBank (ATB) dataset which con-
sists of text in Modern Standard Arabic (MSA).
So, to make a fair comparison with (Belinkov and
Glass, 2015)’s system, an auxiliary dataset is built
from the MSA part of the Tashkeela Corpus using
the same extraction and cleaning method proposed



Table 6: Comparing the BNG model with (Barqawi and Zerrouki, 2017) in terms of DER/WER on the test set

DER/WER

w/ case ending \ w/o case ending

w/ case ending \ w/o case ending

Including ‘no diacritic’

Excluding ‘no diacritic’

(Fadel et al., 2019) Testing Dataset Results

Our best model

1.78% / 5.38%

1.39% / 3.04%

2.05% /5.17%

1.60% /2.96 %

Barqawi, 2017

3.73% / 11.19%

2.88% 1 6.53%

4.36% /10.89%

3.33% 16.37%

Auxiliary Testing Dataset

Results

Our best model

5.98% /15.72%

521% /1 11.07%

5.54% /13.21%

4.85% 19.02%

Bargawi, 2017

6.41% 1 17.52%

5.12% /10.91%

6.82% /15.92%

5.32% 1 9.65%

Table 7: Comparing the BNG model with (Belinkov and Glass,

2015) in terms of DER/WER on the test set

DER/WER

w/ case ending \ w/o case ending

w/ case ending \ w/o case ending

Including ‘no diacritic’

Excluding ‘no diacritic’

Classical Arabic Testing Dataset Results

Our best model

1.99% / 6.10%

1.48% / 3.25%

2.30% / 5.88%

1.70% / 3.17 %

Belinkov, 2015

31.26% / 75.29%

29.66% / 59.46%

35.78% 1 714.37%

33.67% 1 57.66%

Modern Standard Arabic Testing Dataset Results

Our best model

8.05% /23.56%

6.85% /16.12%

8.29% /21.10%

7.16% /14.41%

Belinkov, 2015

31.77% 1 75.02%

29.21% 1 59.40%

37.13% 1 73.93%

33.82% / 58.03%

by (Fadel et al., 2019) keeping only lines with mo-
re than 80% “diacritics to Arabic characters” rate.
This test set consists of 111K words. The results
are reported in Table 7. In addition to the poor
results of (Belinkov and Glass, 2015)’s system,
its output has a large number of special charac-
ters inserted randomly. These characters are remo-
ved manually to make the evaluation of the system
possible.

Finally, we compare our model with (Abandah
et al., 2015)’s model which, to our best knowled-
ge, is the most recent deep-learning work announ-
cing the best results so far. To do so, we employ
a similar comparison method to (Chennoufi and
Mazroui, 2017)’s by using the 10 books from the
Tashkeela Corpus and the HQ that were excluded
from (Abandah et al., 2015)’s test set. The sen-
tences used for testing our best model are all sen-
tences that are not included in the training dataset
of (Fadel et al., 2019) or extra training dataset on
which our model is trained. To make the compa-
rison fair, we use the same evaluation metric as
(Abandah et al., 2015), which is (Zitouni and Sa-
rikaya, 2009)’s. Moreover, the characters with no
diacritics in the original text are skipped similarly
to (Abandah et al., 2015). The results are shown
in Table 8. It is worth mentioning that the results
of (Abandah et al., 2015) include post-processing
techniques, which improved DER by 23.8% as re-
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ported in (Abandah et al., 2015). It can be easily
shown that, without this step, our model’s results
are actually superior.

All codes related to the diacritization work are
publicly available on GitHub,® and are also imple-
mented into a web application’ for testing purpo-
ses.

6 Translation over Diacritization (ToD)

Word’s diacritics can carry various types of in-
formation about the word itself, like its part of
speech tag, the semantic meaning and the pronun-
ciation. Intuitively, providing such extra features
in NLP tasks has the potential to improve the re-
sults of any system. In this section, we show how
we benefit from the integration of diacritics into
Arabic-English (Ar-En) Neural Machine Transla-
tion (NMT) creating what we call Translation over
Diacritization (ToD).

Dataset Extraction and Preparation. Due to
the lack of free standardized benchmark data-
sets for Ar-En MT, we create a mid-size da-
taset using the following corpora: GlobalVoices
v2017q3, MultiUN v1, News-Commentary v11,
Tatoeba v2, TED2013 v1.1, Ubuntu v14.10, Wi-
kipedia v1.0 (Tiedemann, 2012) downloaded from

®https://github.com/AliOsm/shakkelha
"https://shakkelha.herokuapp.com



Table 8: Comparing the BNG model with (Abandah et al., 2015) in terms of DER/WER on the test set

DER WER
w/ case ending | w/o case ending | w/ case ending | w/o case ending
Our best model 2.18% 1.76% 4.44% 2.66%
Abandah, 2015 2.09% 1.28% 5.82% 3.54%

Table 9: Vocab size for all sequences types before and
after BPE step

Language Vocab Size
Before BPE | After BPE
English 113K 31K
Original Arabic 224K 32K
Diacritized Arabic 402K 186K
Diacritics Forms 41K 15K

the OPUS?® project. The dataset contains 1M Ar-
En sentence pairs split into 990K pairs for training
and 10K pairs for testing. The extracted 1M pairs
follow these conventions: (i) The maximum length
for each sentence in the pair is 50 tokens, (ii) Ara-
bic sentences contain Arabic letters only, (iii) Eng-
lish sentences contain English letters only, and (iv)
the sentences do not contain any URLSs.

The Arabic sentences in the training and testing
datasets are diacritized using the best BNG model.
After that, Byte Pair Encoding (BPE)® (Sennrich
et al., 2015) is applied separately on both English
and original (undiacritized) Arabic sequences to
segment the words into subwords. This step over-
comes the Out Of Vocabulary (OOV) problem and
reduces the vocabulary size. Then, diacritics are
added to Arabic subwords to create the diacritized
version. Table 9 shows the number of tokens be-
fore and after BPE step for English, Original Ara-
bic and Diacritized Arabic as well as the Diacritics
forms when removing the Arabic characters.

Model Structure The model used in the experi-
ments is a basic Encoder-Decoder sequence to se-
quence (seq2seq) model that consists of a BiCuD-
NNLSTM layer for encoding and a CuDNNLSTM
layer for decoding with 512 units each (256 per
direction for the encoder) while applying additi-
ve attention (Bahdanau et al., 2014) on the out-
puts of the encoder. As for the embeddings layer, a
single randomly initialized embeddings layer with
vector size 64 is used to represent the subwords

$http://opus.nlpl.eu
‘https://github.com/rsennrich/
subword-nmt
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when training without diacritics. Another layer
with the same configuration is used to represent
subwords’ diacritics, which is concatenated with
the subwords embeddings when training with dia-
critics. The model structure shown in Figure 5.

[ Encoder [ ] Attention |
[ ] Decoder [___] Prediction Ali

Softmax {I:E‘ |

<EQS>

-

Context
Vector

Attention
Weights

256 Units
CuDNNLSTM
Layer

T

64D Randomly
Initialized
Subwords
Embeddings

This component is added
when training the model
using the diacritized
Arabic sentences.

These embeddings are
concatenated with the
subwords embeddings.

64D Randomly
Initialized
Subwords’
Diacritics

Embeddings

Figure 5: ToD model structure.

Results and Discussion To explore the effect of
the Arabic diacritization on the NMT task, we ex-
periment with training both with and without dia-
critics. The models are trained for 50 epochs using
an Nvidia Titan Xp GPU, Adam optimization al-
gorithm with 0.001 learning rate, 0.9 betal, 0.999
beta2, 10~7 epsilon and 256 batch size.

The structure for training the model with dia-
critics may vary. We experiment with two varia-
tions where the first one uses the diacritized ver-
sion of the sequences, while the other one uses
the original sequences and the diacritics sequences
in parallel. When merging diacritics with their se-
quences, we get more variations of each word de-
pending on its different forms of diacritization,
therefore expanding the vocabulary size. On the



other hand, when separating diacritics from their
sequences, the vocab size stays the same, and dia-
critics are added separately as extra input.

The results in Table 10 show that training the
model with diacritization compared to without
diacritization improves marginally by 0.31 BLEU
score!? when using the ‘with diacritics (merged)’
data and improves even more when using the ‘with
diacritics (separated)’ data by 1.33 BLEU score.
Moreover, the training time and model size in-
creases by about 20.6% and 41.4%, respectively,
for using the ‘with diacritics (merged)’ data, whi-
le they only increase by about 3.4% and 4.5%,
respectively, for using the ‘with diacritics (sepa-
rated)’ data. By observing Figure 6, which re-
ports the BLEU score on all three models every
5 epochs, it is clear that, although the ‘with diacri-
tics (merged)’ model converges better at the start
of the training, it starts diverging after 15 epochs,
which might be due to the huge vocab size and the
training data size.

By analysing Figure 6, we find that BLUE sco-
re converges faster when training with diacritics
(merged) compared to the other two approaches.
However, it starts diverging later on due to voca-
bulary sparsity. As for with diacritics (separated),
the BLUE score has higher convergence compared
to without diacritics while also maintaining stabi-
lity compared to with diacritics (merged). This is
because separating diacritics solves the vocabulary
sparsity issue while also providing the information
needed to disambiguate homonym words.

We note that, concurrently to our work, another
work on utilizing diacritization for MT has recent-
ly appeared. (Algahtani et al., 2019) used diacri-
tics with text in three downstream tasks, namely
Semantic Text Similarity (STS), NMT and Part of
Speech (POS) tagging, to boost the performance
of their systems. They applied different techniques
to disambiguate homonym words through diacriti-
zation. They achieved 27.1 and 27.3 BLUE sco-
res without and with diacritics, respectively, using
their best disambiguation technique. This is a ve-
ry small improvement of 0.74% compared to our
noticeable improvement of 4.03%. Moreover, our
approach is simpler and it does not require to drop
any diacritical information.

All codes related to the ToD work are publicly
available on GitHub'!.

OBLEU scores are computed with multi-bleu.perl

Uhttps://github.com/AliOsm/
translation-over-diacritization

223

Table 10: Translation over Diacritization (ToD) results
on the test set

Model Tra.lnlng Mgdel Best BLEU
Time Size Score
Without | 29 Hours | 285MB 33.01
Merged | 35 Hours | 403MB 33.32
Separated | 30 Hours | 298MB 34.34
36
341
321
301
L 23
S 261
Y 54
o 221
3 201
18 —e— With Diacritics (Separate)
16 4 —+— With Diacritics (Merged)
14 —a— Without Diacritics
12

5 10 15 20 25 30 35 40 45 50
Epoch

Figure 6: Testing dataset BLEU score while training.

7 Conclusion

In this work, we explored the ATD problem. Our
models, which follow two main approaches: FF-
NN and RNN, proved to be very effective as they
performed on par with or better than SOTA ap-
proaches. In the future, we plan on investigating
the sequence to sequence models such as RNN
Seq2seq, Conv Seq2seq and Transformer. In ano-
ther contribution of this work, we showed that dia-
critics can be integrated into other systems to at-
tain enhanced versions in NLP tasks. We used MT
as a case study and showed how our idea of ToD
improved the results of the SOTA NMT system.
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