RWS

Moravia

Machine Translation Hype
Crash-Tested by Translation Students

WWW.rws.com/moravia

Since 2016 | have been treating the last four weeks of my

Translation Technology course as a testing laboratory...
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So what to test next?

4

l TA U s About Events Data Membership

the language data network

DQF Business Intelligence Bulletin Q1-2019

In this periodical report, TAUS analyzes the most interesting trends in the DOF API data. Once you
start measuring and analyzing the more granular metrics behind your translation workflow, new
patterns and correlations emerge and provide you with new perspectives on your production
workflows. In this new edition of the DQF Business Intelligence (BI) Bulletin, we step aside from
the quarterly trends and instead focus on differences in productivity between translation memory
and machine translation,

DOWNLOAD BULLETIN
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Wh at iS th e | d ea leferenc'es Between the Languages Are
Substantial

L]
m e m 0 ry I S n o The trends in MT productivity have a quite stable pattern over time, as the trend reports show.

But that does not mean that machine translation is equally productive across different
I languages. There are considerable differences between languages when it comes to the
t ra n S a average time that is needed 1o edit a machine translation for every 100 characters of the source
text. Again we took the same sample, and filtered on a few of the bigger target languages that
used MT and had English as the source language

As shown in figure 10, it appears that the MT productivity in the Western-European languages is
twice or almost three times as high as in the Asian languages

Brazilian Portuguese and Spanish being the MT champions in DQF, how do MT and T™M

- TAUS DQF Bl Bulletin - O7 2079/. Mar: compare in these languages? MT here is on par with fuzzy matches between 75 and 85%, and it
shows that the sweet spot for switching to machine translation might move up to the higher
TM match rates.

Classroom Laboratory

1. At what point does MTPE require the same amount of editing as a
"fuzzy" TM match on average?

2. Which requires more editing overall:
a full text of MT generated segments OR
a full text of "fuzzy” TM matches in the 89%-69% range ("low fuzzies")?

1. When editing the content, which takes less time:
“fuzzy” TM edits OR MTPE?

2. Is there a matching correlation between edit-distance and time spent
fixing segments for “low fuzzies” and MTPE?
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Experiment A

When should we ditch TM and take
an MT generated segment instead?

WWW.rws.com/moravia

For every language...

8 students; en-US > 3 target language groups
2 , zh-CN, zh-TW)

There art ource segments in total split
equally into "Set A" and "Set B”

All are full sentences from older (2015 or earlier)

Apple i0S documentation (pulled from PDFs) Set B
with an average length of 15 wds - 161 wds Set A

- 11 sentences;

For TM, pre-populate with fuzzy matches in the avg. 15 wds long

MT

o]

For MT, pre-populate with Google Translate =g Set A

generated sentences el - 165 wds Set B
U - 11 sentences;

- 2 p willl @ . avg. 15 wds long
O_ne >t9dent per /angua/ge will complete Set A Fuzzies TM
with a "f match TM” and Set B as MTPE; the
ent will do the reverse. Then they will
switch.
Edit distance will be measured for every segment
Students can be unpredictable on
occasion, so the official Apple translations were
added as a “control group” to minimize this risk
9
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At what point does MTPE require the same amount of

editing as a fuzzy TM match on average?

ESP AVERAGE EDIT DISTANCE OF MTPE (W/ CONTROL)
AGE ED ANCE OF MTPE (W/ CONTROL) P AVERAGE EDNT DETANCE OF MTPE

> Organize segments by original
TM match categories

> Calculate location of point
based on average edit- oso
distance for total sampled

. 050
s
segments by language ;| 1 ? .
: .
> Do this both for fuzzy TM - P | . i
edited & MTPE segments ? @ - O . | ' l .
*
> Plot the trendlines for both | * owo
> Find intersection B G % MK G ses B 0 SN Mok Tk 7an e 2ex 7ow w o o e

2% 13% 7
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5 8 5 3 5 2 3 |5
gra oint

10

At what point does MTPE require the same amount of

editing as a fuzzy TM match on average?

Chinese (China)

.

Spanish (LatAm)

Fuzzy TM edits and

MTPE met at around a
~85% match level

Chinese (Taiwan)

-
4

12
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Which requires more editing overall:
MT generated segments O
; o ANDYOUCALL

“fuzzy” TM matches in the

Spanish (LatAm) Chinese (China)
M ™™ Edits [l MTPE W ™™ Edits [l MTPE
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0.00 0.00 0.00"= 0:00 0.00

13

Experiment B

What's the relation between edit-
distance and actual time spent in a
TM vs. MT scenario?

WWW.rws.com/moravia
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Why this test?

Our “knee jerk” reaction when seeing less edit distance is...

4

Less editing

17

SDL'k BLDQ Topics ~  About ~ SDL Trados Blog Q.

Machine Translation

Edit Distance: Not 8 Miracle Cure

by lzabella lizuka
March 13, 2019 - read time: 10 min

ith the current rapid developments in Neural Machine Translation (NMT), discussions on its market impact
W are gathering pace particularly around post-editing. While some suggest that paying by the hour — rather

than the traditional per-word rate — is the way to go, others feel that translators should only be paid for
actual changes to the MT output. This second option is usually operationalized by using what’s known as an edit
distance metric.

Edit distance metrics have also been suggested as a means to replace or support BLEU (bilingual evaluation
understudy), which is an algorithm for evaluating the quality of text that has been machine-translated from one
natural language to another and is used for assessing MT quality - thus support MT engine development. These
discussions are not hecessarily new; however, edit distances have not become mainstream as of yet. Why? The
apparent ease of this solution does in fact hide a lot of complications. Let’s take a closer look.

What is edit distance?

There are various ways to measure edit distance, with Levenshtein distance and TER(p) among the best-known. In
essence, all edit distance metrics work on the same principle: they measure the minimal number of edits necessary
1o change one string (in this case, the MT output) into another string (in this case, the final translation). An edit can

Proceedings of the 14th Conference of the Association for Machine Translation in the Americas Page 230
October 6 - 9, 2020, Volume 2: MT User Track 7



payment should

- Edit Distance: Not a Miracle Cure; March ]

Can edit distance be used to measure post-editing effort?

Another way to utilize edit distance is as an indication of post-edit effort. The reasoning is that fewer edits indicate
less effort on the post-editor’s part —and hence the payment should be less, so as to only pay for work completed.
This is not entirely true though, which becomes clear when the translation and post-editing tasks are broken down
into their parts:

context

Check term list and style guide

Do research and/or ask query

Think about best approach

Typing dit

Run QA on full job

My one advantage in

=

Classroom Hom
BIG BROTHER

IS WATCHING YOU

measuring for time...

10/13/2020
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Every student has a stopwatch
(i.e., phone) so easy to accommodate

Begin stopwatch at start of translation
with each set

Pause timer and call instructor over
when...
All segments confirmed

All terminology checks against the term
database were cleared out (or personally
verified as a “non-error”)

All other automated quality checks that
could be cleared out were completed
(capitalization, punctuation, number
mismatches, etc).

If issue was spotted, unpause the Start 00:00 00:00
timer and call instructor over again
when fixed.
Instructqr writes down time of eten
completion
there is no “control group” for
this experiment
e é
ISIWHOOSGCU %
—
16 min 48 sec n
16:08
15 min 36 sec
When edltlng N16O 14 min 24 sec o

wds / 11 sentences of
content, which takes
less time:
“fuzzy” TM edits
(89%-69%)
or MTPE?

7 min 12 sec 5:46

12 min 00 sec

10min 48 sec

9 min 36 sec

—————0 628

6 min 00 sec

—e—ESP1 —8—ESP2 ESP3
ind
4 min 48 sec ——7H51 ZHS2 7153 4:30
—e—7HT1 ZHT2

3 min 36 sec
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More editing?
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When asked “why" they spent more time on MTPE than TM edits...

“TM was easier because the sections to change are clearly marked so |
only needed to cut out minor sections.”

“spent a lot of time looking up the proper terms for Taiwan since the MT
kept giving Chinese for mainland China, but in traditional characters.”

24
Is there a matching correlation between edit-distance and
time spent fixing segments for both “low fuzzies” and MTPE?
TM Edits MTPE
16:48 16:48 045
. 0.40
14:24 14:24 0 1 gl
180 170 ;2 .. 035
12:00 12:00 [ 2 S .-
------ 030
B2 W et
936 936 ‘Aoi S .
712 7:12 _....-,-’)".. i i o
S 2 é 0.15
4:48 4:48 =
. I3 0.10
£ Lo 224 I 005
:§ 0:00 0:00 % (’\'ﬁ_“ 0.00
.1 m—‘- >
— TER . M Edittime esese Linear (TM Edit time) R o MTEdittime eeoee Linear (MT Edit time)
No matter the level of editing, the time spent ..whereas with MT, time spent does goes up
is fairly constant. Conclusion: It's faster to with increasing edit-distance.
figure out what to edit with TM fuzzies.
26
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Subjective Experiments

What's the “experience”
when working with MT?

WWW.rws.com/moravia

What did you prefer?
PE of wholly generated raw MT output OR
a trained "adaptive” MT system where you had control over the output

Nearly 50/50 in a show of hands every year since 2016

(/’5' \ ...those who prefer “adaptive MT" are nearly always
- Romance language speakers r

10/13/2020
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I've mixed the reference translations in with raw MT from 4 major engines.

Which do you think is human?

Students are given homework the week before to provide multiple sentences of
human-made content (bilingual) that they believe will be “tough” for MT.

Poor Tam Fool, yonder behind the wagon, [ETiSa0RE 0, SHEEEE, it AIROSE e, AERsEE, BiE TRNSEEE (TamFool) SERE AENEREA ESEEE. MRS BEZETRN NISSRTSHEERE
mumbling his bene with the honest family which Nﬁﬁéﬂmﬁﬁ‘mﬁm BEXCABSISMRENEINERE 0 SEanFEHEeE SR SSERNRE, SEatiEE. FE—RENSEE, EEERANs
FRAE IR R,

lives by his tumbling. == R =

The young lady's countenance, which had before | REIEZ S H T TRREENES bﬁfﬁﬁxﬂzﬁgﬂﬁg WiEeE R SUSEINES, LEIESEEE SR FUSSSEO IR SRS et Ra T aTs
worn an almost ivid lock of hatred, sssumeda (5%, {RFEA T 0, TEENHNRSE, ERBNE i THME BRT SURENASE NEER. REEHT SUIETR EREENNREE. EEHTRE,
smile that perhaps was scarcely more agreeable. S Tesaath. BRI, BT ASEEE. EEIrEES AR,

The world is a looking-glass, and gives back to  ISEHAE—MSRF, SEANALIDE EEHASERENRE, IESC HRAEESRT TECkRIOBE SEEREERRR TEESEA SR EECwEs TEESEA
|every man the reflection of his own face. |EERECART. B HRSEESEEA. SHEEA. FIEFLE SIS EEA. ECARAIRS.

|A very stout, puffy man, in buckskins, and Hessian ({PEFSFfERTiET, (B PEFEMIHT, —EERE, SENEA, FE5 B ESEHE, SENA, oS N EEEEE, FENEA, T SHEEEE, SA, FEERE
boots, with severalimmense neckeloths that rose | ESTepisee A pTE, HTERIIS . BHN, BEETSISTOAE ZHUT. BREEANES BTEE ERNT. 2T CICHSTRTE DT, BEEARENEET
lalmost to his nose. I=. m. FHEIEISTF. -1 HEFF.

X X Fall 2019 = 15t time students in a language group (Spanish) chose
MT generated output over the human reference text

29

I'm looking for your ideas...
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