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Abstract

There is vast untapped potential in relation
to the use of social media for monitoring
the spread of infectious diseases around
the world. Much previous research has
focussed on English only, but the Arabic
twitter universe has been comparatively
much less studied. Motivated by impor-
tant issues related to levels of trust, qual-
ity and reliability of the information on-
line, here we consider the variety of infor-
mation sources. As a first step, we find
that numerous accounts disseminate infor-
mation via Arabic social media, and we
group them into five types of sources: aca-
demic, media, government, health profes-
sional, and public. We perform two ex-
periments. First, native speakers judge
whether they can manually classify tweets
into these five groups, and then we re-
peat the experiment using various Ma-
chine Learning (ML) classifiers. We find
that inter-annotator agreement is 0.84 for
this task, and ML classifiers are able to
correctly identify the type of source of a
tweet with 77.2% accuracy without knowl-
edge of the user and their bio or profile, but
with 99.9% accuracy when provided with
this information.

Keywords: Arabic, Infectious diseases,
Machine Learning, Natural Language Pro-
cessing, Twitter.

1 Introduction

People participate in the social web to express
their opinions and provide information, which also
gives researchers the opportunity to analyse those
opinions across larger scale populations than is
otherwise possible. One aim of this process is

to summarise general opinions regarding interna-
tional, national, or local events or themes in the
huge amount of data available on the Internet.
Twitter1, one of the most popular tools for mi-
croblogging in real time, is used by people and
organisations alike to share information on differ-
ent topics, and these can include emergency and/or
vital public health information. Due to its popular-
ity as a communication platform, it can be difficult
to distinguish reliable information from popular
opinions or rumours and this is especially prob-
lematic in emergency or health-related scenarios.

In this paper, we consider that it is important
to assist reliability and trust judgements by taking
into account the source of the information along-
side the content of tweets. Hence, via the Twitter
API we collected 1,266 tweets containing infor-
mation about infectious diseases which we cate-
gorised into five types of sources: academic, me-
dia, government, health professional, and public.
First, in order to validate the suitability of the
groupings, two Arabic native speakers performed
an independent manual labelling of each tweet into
one of the types. The resulting inter-coder reliabil-
ity was 0.84. Second, in order to see whether the
grouping can be replicated on a much larger scale,
we applied several ML models including Logis-
tic Regression, Random Forest Classifier, Multi-
nomial Naı̈ve Bayes Classifier, and Linear Support
Vector classifier. We evaluated the results using
10 fold cross validation for each model. The lin-
guistic features we used to train the systems were
selected via the best features based on univariate
statistical test. The results show that the ML algo-
rithms correctly classified tweets with up to 77.2%
accuracy. We also prove that the bio of the tweet
source is an important key that can be used in clas-
sification.

1http://twitter.com/



The rest of paper is organized as follows. Sec-
tion 2 covers related background work. Section 3
describes the data collection methods. Section 4
presents the manual coding and Inter-rater relia-
bility. Section 5 focuses on the ML models. Sec-
tion 6 discusses and visualizes the results. Sec-
tion 7 contains our conclusions and suggests future
work.

2 Related work

There has been a growing interest in Arabic lan-
guage processing on social media data and Twit-
ter in particular, but only a small part of this re-
search is related to health and medicine topics as
we show in this section. In contrast, a growing
number of studies have analysed tweets for the
public health information they contain in English
and other languages such as Chinese and German
(Charles-Smith et al., 2015). We summarise this
research in what follows.

Arabic related research: Very few papers have
described the use of Arabic tweets for studies
around health and medicine topics. Khalid and
others (2015) evaluated the correctness of health
information on twitter based on its medical accu-
racy. They found that 51.2% of tweets contained
false information. The study showed the need for
policies on using the social media for health care
information. The study of (Alayba et al., 2017)
used twitter for sentiment analysis of health ser-
vices. They collected unbalanced twitter data and
annotated it using three annotators by selecting the
most frequent tags in each case. They used ML
and deep neural networks techniques in their ex-
periment and achieved 91% accuracy using sup-
port vector machines. A survey performed by (Al-
sobayel, 2016) concluded that twitter is the most
frequently used by health care professionals in
Saudi Arabia for the aim of professional develop-
ment.

English related research: In contrast to Ara-
bic, there is a much larger body of work util-
ising twitter in English for research on health
and medicine related topics. The previous stud-
ies of Paul and Dredze (2011), Aramaki et al.
(2011), Breland et al. (2017), and Sinnnenberg
(2017) have proved that twitter contains valu-
able information on public health. These stud-
ies show the power of Natural Language Process-
ing (NLP) techniques for learning new informa-
tion from twitter for public health research and to

support health informatics hypotheses. The Epi-
demic Sentiment Monitoring System (ESMOS) is
an example of tools that visualise Twitter users’
concerns towards specific health conditions de-
veloped by Ji, Chun, and Geller (2013) in order
to reduce the time of identifying peaks and on-
going monitoring of diseases required by public
health officials. They also displayed a knowledge-
based approach that utilises a medical ontology,
an open source Disease Ontology developed by
(Arze et al., 2011), to identify the occurrence of
illnesses and to analyse the etymological expres-
sions that provide subjective expressions and po-
larity of emotions, sentiments, conclusions, indi-
vidual states of mind, etc. with an opinion clas-
sifier (Ji et al., 2016). In (Yepes et al., 2015), pi-
lot results were demonstrated in relation to future
directions to investigate when using Twitter infor-
mation for public health. Other research (Charles-
Smith et al., 2015; Paul et al., 2016) has analysed
social media articles in supporting public health
in order to show the effectiveness of this strat-
egy. These papers recommend a combination of
social media with other techniques to measure dis-
ease surveillance and spread. The goal of the
study in (Sivasankari et al., 2017) was to produce
a real time system for the prediction and detec-
tion of the spread of an epidemic by identifying
disease tweets by graphical location. Good ac-
curacy and quite diverse expressions were uncov-
ered targetting health-related subjects (Doan et al.,
2018). Although the results depend only on four
months of Twitter data, the paper develops a useful
approach to extracting cause-effect relationships
from tweets. Other researchers have combined
Twitter data with Google Trends data for tracking
the spread of infectious diseases (Hong and Sin-
nott, 2018). A study by Ahmed and others (2018)
analysed the twitter data from infectious disease
outbreaks. The study developed new insights into
how users respond during infectious disease out-
breaks and reflects on users’ response in associ-
ation with the sociological concept of the moral
panic. They also suggest to examine the tweets in
other languages.

Although the above studies use a variety of dif-
ferent approaches in NLP for showing how twitter
data can be used for public health applications in-
cluding monitoring the spread of some diseases,
they only consider the information content and do
not attempt to study the trust or reliability of the



sources of information. While social media users
share information about disease outbreaks, symp-
toms, drug interactions, diet success, and other
health behaviors (Paul et al., 2016; Yepes et al.,
2015), more than half of the tweets may contain
false information (Alnemer et al., 2015). Hence,
there is a clear requirement to filter this informa-
tion in some way, and hopefully to study the ways
in which we can reduce the noise of false infor-
mation and to find tweets with more reliable in-
formation of a higher quality. A key first step to
do this is to consider the source of the information
since this helps the reader to determine how reli-
able the information is, for example by comparing
a tweet on a specific topic by a health professional
versus something similar via a member of the gen-
eral public. Most previous research has focussed
on the content of the tweets and not on the source
of the information, hence we take a new approach
in this paper to combine the two elements together.

3 Data collection

First, we collected 10,000 Arabic tweets via the
Twitter API between December 2018 and Febru-
ary 2019. We defined the keywords related to in-
fectious diseases. These keywords were gener-
ated by translating an English Disease Ontology,
a medical Ontology, developed by Schirmal et al
(2011) since we were unable to locate a suitable
Arabic equivalent. Using the Disease Ontology al-
lows us to find all terms related to infectious dis-
eases with a set of synonyms (Ji et al., 2016). The
Twitter API does not allow us to retrieve enough
historical tweets unless we know the user ID in
advance. Therefore, we followed two strategies in
collecting tweets:

• collect tweets containing words from the key-
word list.

• from a suitable user account (discovered us-
ing the first step), collect all historical tweets,
and filter them depending on the keyword list.

Next, we filtered the tweets manually by remov-
ing advertisements, spam, and retweets. After
that, we devised Python scripts to clean the tweets
by removing URLs, mentions, hashtags, num-
bers, emojis, repeating characters and non-Arabic
words. We also automatically normalised the Ara-
bic tweets and tokenised them. The first author of
the paper first classified each of the tweets manu-
ally into one of the five groups described in Sec-

tion 3.1. Second, we asked another Arabic native
speaker to independently classify the tweets into
the same five groups in order to calculate inter-
coder reliability as described in Section 4.2.

3.1 Tweet categorisation
Based on our initial manual reading of the tweets,
we decided on five types of users to classify the
tweets into, taking into account the various levels
of trust that might be associated with each type.
For each category listed below there is a small de-
scription with examples illustrated in Table 1.

Academic: the tweet is written by academic re-
searchers in higher education. To illustrate,
this could be a researcher who carries out
studies about infectious diseases.

Media: the tweet is written for newspapers or
magazines whether they are general media or
health specific ones. In most cases it contains
news about infectious diseases.

Government: the tweet is written by a user
account that represents the government in
some official capacity such as the ministry
of health. It may include news, admonition,
warning, or general information related to in-
fectious diseases.

Health professionals: the tweet is written by doc-
tors, nurses, or other health service practi-
tioners. In other words, any person who is
employed or trained in the health domain and
writes the tweet on any information related to
infectious diseases.

Public: the tweet is written by members of the
general public. It may include information
on infectious diseases, feeling sick, or giving
advice to someone. Also, it may be written
in many dialects since the people come from
many Arab countries.

Table 2 shows the number of tweets in each cat-
egory after filtering and preprocessing. The total
number of tweets is 1,266 with only 56 tweets in
the media category and 436 tweets in the public
one. The reason for this is that there are few me-
dia accounts that tweet about infectious diseases
whilst many members of the public tweet on the
topic. In the other categories (academic, govern-
ment, and health professionals), there are a rela-
tively well balanced number of tweets which are
239, 258, and 277, respectively.



Category Tweet in Arabic Translated tweet to English

Academic

���r� T�§d� Tyml� T�C¤

H�rh�� x¤ry� �¤Ant�¤

¢}A� Tykynyl�¯� ¢��ry���¤

�`R YS�¤ �AfV±� Yl�

. T�Anm��

A recent scientific paper reviews
the Herpes virus and its clinical ef-
fects on children and patients with
immunosuppression.

Media
A�¤Cwk�� «¤d� 	bs� £A�¤ ¢�A�

. XyK� Hym� ¨�

A case of death due to infection of
the corona in Khamis Mushayt.

Government
¨� �z�wlf�¯� �Aq� r�wt§

. ¢y�¤±� ¢y�O�� ¢§A�r�� z��r�
The flu vaccine is available in pri-
mary health care centers.

Health Profes-
sional

 Ð°� ��rW� �m`ts� ¯

, ��AF {§r� ¢y}w� ��

¢y�CA���  Ð¯� �A�Aht�� �®`�

�®� �� �lt�§ ©rytkb��

. ©rWf�� 
Aht�¯�

Do not use ear drops from a
previous patient recommendation.
Treatment of bacterial external ear
infections is different from treat-
ment for fungal infections.

Public
r��� �®`� ¢by�`�� ¢bK`��

Y¡¤ £d��¤ ¢bK� Y� |r� ��

. �yb��z��

The wonderful herb to treat more
than one disease in one herb is gin-
ger.

Table 1: Examples of tweets in each category

Category No. of tweets No. of words
academic 239 3,696
media 56 601
government 258 3,602
health professional 277 6,123
public 436 4,963
total 1,266 18,985

Table 2: Number of tweets and words in each category

4 Manual Coding and Inter-coder
Reliability

4.1 Annotation Process
The process starts with labeling the tweets by two
Arabic native speakers, including the first author
of the paper, who were provided with the guide-
lines detailed above. The classification depends
first on the text in the tweet itself. If the tweet has
an ambiguous classification, the annotator may
need to look at the bio, a description written by
the twitter user, of the user tweet.

4.2 Inter-coder Reliability
We used the Kappa Statistic to test the robustness
of the classification scheme (Artstein and Poesio,
2008). The result shows that Cohen’s Kappa score
is 0.84 which indicates strong agreement between
the two manual coders. Figure 1 shows the confu-
sion matrix between the two annotators. The most

disparate results between the two coders is be-
tween the academic and health professionals cate-
gories and this accounts for 10.9% out of the 16%
total. This is caused by the similarity between the
language of the two groups and the lack of explicit
information in the bio to determine which category
the tweet fits into.

Figure 1: Heat map of confusion matrix between
the two annotators.

5 Machine Learning Models

In our study, we used Python Scikit-learn 0.20.2
(Pedregosa et al., 2011) software and applied four
ML models: Logistic Regression, Random Forest,
Multinomial Naı̈ve Bayes and LSVC: Linear Sup-



Tweet in Arabic Translated tweet to English Category

x¤ry� �y`W� @��� Ty}wt��

. �§r�Asml� TbO���

Recommend vaccination of the
measles virus to travelers.

Health profes-
sional, gov-
ernment, or
academic.

z��r� £d� An�tt�� : ¢`y�r��

�A��rWR¯�¤ YRrm� ¢y�AR�

���r� ¨� An`Fw�¤ A¡ry�¤

AnqlV�¤ A}wO�¤ £�rm�� ¢�}

z��rm�� º� � xAyq� ��rJ¥�

. ���rm�� ARC¤ ¢y�O��

Alrabiaa: We have opened several
additional centers for patients and
disorders and others and expanded
in women’s health programs, es-
pecially we have launched indica-
tors to measure the performance of
health centers and the satisfaction
of references.

Media or govern-
ment.

�y§ w`F ºAbV� ¢�®�� ���


Aht�A� dbk�� �§z�� ¢�®� �Kk§

. ¢§ ¤d�� £d¶�z��

A study by three Saudi doctors re-
veals the relationship of the liver
enzyme to Appendicitis.

Media or aca-
demic

Table 3: Examples of tweets with ambiguous categorisation

port Vector Classification. We used 10-fold cross
validation to determine accuracy, splitting the en-
tire sample into 90% training and 10% testing for
each fold.

5.1 Machine Learning Features
A word frequency approach was used to extract
the features from the processed training data after
converting them to a matrix of token counts. We
designed several features to be used in all four al-
gorithms in order to obtain the best accuracy.

5.1.1 Feature selection
We used various techniques to select the best fea-
tures automatically (Pedregosa et al., 2011):

• all features: counting unigrams, bigrams and
trigrams and ignoring terms that have a doc-
ument frequency strictly lower than two.

• selecting the best features: Based on a uni-
variate statistical test, keep 60% of the fea-
tures that have the highest scores.

• selecting from a model: Random Forest Clas-
sifier is used to remove unimportant features.

• Using Stanford POST (Part Of Speech Tags)
(Manning et al., 2014): Arabic POST is used
to annotate the tweet with part-of-speech
tags.

5.1.2 Balancing the data
Since the number of tweets is unbalanced across
the types, we used two different techniques

to re-sample them: under-sampling and over-
sampling. We used RUS (Random Undersam-
pling) for under-sampling and ROS (Random
Oversampling) for over-sampling. RUS works
by removing samples randomly from the majority
classes while ROS generates more examples for
the minority classes, which has less training data
(Burnaev et al., 2015).

5.1.3 Using user bio as a feature
To further resolve the close ambiguity of some
types such as academic and health professional,
or government and media, we used the bio of the
tweet user to provide further features in combi-
nation with the tweet text itself. Then we re-
peated the experiment, including preprocessing,
feature extraction and selection, and applied ma-
chine learning algorithms, with the new text. Ta-
ble 3 shows an example of tweets that may be
classified into different classes. The first exam-
ple, which is written by a health professional, can
be classified as government because it seems to
be providing advice from the government or as an
academic as a result from their research.

6 Results and Discussion

Choosing the most frequent class (public) repre-
sents 34.4% of the data set, so this represents a
simple baseline for our results. Table 4 shows the
accuracy, F1-score, Recall, and Precision of the
ML models on our training dataset. The Logic Re-
gression classifier and Multinomial Naı̈ve Bayes



achieved the highest accuracy (76.0%) with higher
recall (0.76) compared to the other algorithms. To
evaluate the automatic classification, we compared
the algorithms with different sets of features. Fig-
ure 2 illustrates the results we achieved running
the four ML algorithms with different set of fea-
tures. The highest accuracy (77.2%) is achieved
by the Logic Regression classifier with a selection
of the best features based on a univariate statisti-
cal test features. It also provided the best score on
Random Forest and Linear Support Vector classifi-
cations (68.2% and 76.1%, respectively) while se-
lecting all the features reached 76.2% in multino-
mial NB classifiers. Selecting a model to remove
unimportant features did not provide any better re-
sults via the four algorithms and POST features
had the worst results.

ML A% F R P
LR 76.0 0.74 0.76 0.74
RF 65.1 0.66 0.68 0.71
MNB 76.0 0.75 0.76 0.75
LSVC 74.1 0.73 0.74 0.75

Table 4: Training results using all features
ML: Machine Learning Model, A%: Accuracy, F: F1-Score,
R: Recall, P: Precision
LR: Logistic Regression, RF: Random Forest, MNB: Multi-
nomial Naı̈ve Bayes, LSVC: Linear Support Vector Classifi-
cation

Figure 2: Effect of different features on classifica-
tion.
LR: Logistic Regression, RF: Random Forest, MNB: Multi-
nomial Naı̈ve Bayes, LSVC: Linear Support Vector Classifi-
cation

We also compared the normal data, which is the
original unbalanced data, with the over and un-
der sampled data to show the effect of re-sampling
on the classification accuracy, and the results are

ML all fea-
tures

selecting
the best
features

selecting
from a
model

LR 76% 79% 77%
RF 62% 72% 72%
MNB 72% 78% 75%
LSVC 73% 78% 76%

Table 5: Effect of over-sampling data on classification.

ML all fea-
tures

selecting
the best
features

selecting
from a
model

LR 73% 70% 66%
RF 53% 56% 49%
MNB 68% 67% 61%
LSVC 63% 61% 67%

Table 6: Effect of under-sampling data on classifica-
tion.

shown in Table 5 and Table 6. We can see that
there is a small enhancement of accuracy using
an over-sampling method especially when select-
ing the best features and selecting features from
a model in all four classifiers. On the other
hand, under-sampling the data achieves lower ac-
curacy than normal data due to losing some data
in the re-sampling process. Figure 3, Figure 4,
and Figure 5 show the comparison between nor-
mal data, over-sampling, and under-sampling in
all features, selecting the best features and select-
ing features from a model respectively. We can
see that when applying all features, the normal
data has the best result in all models expect Logic
Regression which has the best result when us-
ing over-sampling data with accuracy 77.1% (Fig-
ure 3). However, over-sampling data with select-
ing the best features raises the accuracy between
2% to 4% above normal data in all models (Fig-
ure 4). It reaches 79.1% in the Logic Regres-
sion classifier and 78.2% in the Multinomial Naı̈ve
Bayes and Linear Support Vector Classification
models. Moreover, the accuracy is highest when
over-sampling data with selecting features from a
model in all classifiers for instance, Random For-
est classifier which increase from 65.1% to 72.2%
(Figure 5).

Table 7 represents the accuracy of each model
after combining the bio of the tweet user with the
tweet text. In many of the results, the accuracy



Figure 3: Effect of re-sampling data with all fea-
tures on classification.

Figure 4: Effect of re-sampling data with selecting
the best features on classification.

improves to 99.9% which shows that the user bio
has a very important role to play for classification.
For instance, example number 2 in Table 3 can be
classified as government after reading the bio of
the twitter user which is:
( �yq�� ¨� T�O�� C�E¤ T§¦C ��mt�

 rfl� �A§wtsm�� Yl� ��AK�� Ah�whfm� T�O��

d�As� Yl� �m`�� �� �mt�m��¤ rF±�¤

.�hnkm§ Am� T}A��� �A�Ayt�¯� ©¤Ð ¤ �ynsm��

) which means in English: “The vision of the Min-
istry of Health is to achieve comprehensive health
at the individual, family and community levels
while working to help the elderly and those with
special needs”. There are some words in the ex-
ample bio such as ministry which can help in the
classification process. The very high accuracy of
the classification can be explained as a result of the
limited number of twitter accounts in the study.
We performed an analysis using the Logic Re-
gression classifier with a set of the best features
based on univariate statistical test features in the
heat map in Figure 6. The matrix shows 12 tweets

Figure 5: Effect of re-sampling data with selecting
from a model on classification.

ML Tweet text
only

Tweet text
with bio

LR 77.2% 99.9%
RF 68.2% 99.9%
MNB 76.2% 99.6%
LSVC 76.1% 99.9%

Table 7: Effect of using bio of tweet user as feature on
classification.

from the academic category are confused with the
government category. In Figure 7 representing the
worst accuracy (65.1%) resulting from Random
Forest with all features, we assess the degree of
confusion between categories. The highest confu-
sion across all categories is between the academic
and government types.
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Figure 6: Heat map of confusion matrix of the
Logic Regression classifier with selecting the best
features based on univariate statistical test fea-
tures.
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Figure 7: Heat map of confusion matrix of the
Random Forest classifier with all features.

7 Conclusion and Future work

In general, social media can be useful as a source
of health information. Many government organi-
sations, academic experts, professions, and media
outlets in the field of health and medicine release
useful health information needed by the public.
However, in emergency situations and fast mov-
ing scenarios, it is important to understand the ve-
racity of information released in social media, in
order to avoid acting on false information. There-
fore, we study not only the content of tweets but
also the source of the information in order to work
towards determining the quality and reliability of
public information. We use the bio of the twitter
user which contains key information in order to
discover reliable accounts that can be trusted.

Here, we introduce a new Arabic social me-
dia dataset for analysing tweets related to infec-
tious diseases. The dataset of Arabic tweets has
been manually classified into five categories: aca-
demic, media, government, health professional,
and public, with good inter-rater reliability. We
then used ML algorithms to replicate the manual
classification. The results showed high accuracy
on the classification task, and show that we are
able to classify tweets into the five categories with
favourable accuracy on the tweet content itself,
and highly accurately using the bio information
from the user. The dataset, including tweet ID,
manually assigned categories, and other resources
used in this paper are released freely for academic
research purposes2.

Our future work includes using more NLP tech-
niques and linguistic features such as word embed-
dings, combining Arabic dialect analysis into the

2https://doi.org/10.17635/lancaster/researchdata/303

process of classification, and utilising an Arabic
medical ontology to be the source of the disease
information. Moreover, we will analyse the tweets
to support investigation of the spread geographi-
cally and over time of infectious diseases in Arab
countries.
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