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Introduction

NeuralGen is the first workshop on Methods for Optimizing and Evaluating Neural Language Generation,
being held at NAACL 2019 in Minneapolis, Minnesota. The goal of this workshop is to discuss new
frontiers for language generation that address some of the recurring problems in existing techniques
(eg. bland, repetitive language). More specifically, this workshop is aimed at sharing novel modeling
techniques that go beyond maximum likelihood training, new techniques for robust evaluation and
interpretation of model output, and strategies for generalization of generation systems.

We are pleased to have received 42 submissions, covering a wide range of topics related to modeling,
evaluation and analysis of novel generation systems. 17 of the submissions have been accepted into
the final program (approximately 40% acceptance rate). The workshop schedule includes 11 archival
papers and 17 poster presentations. We are also thankful to have seven invited speakers: Kyunghyun
Cho, He He, Graham Neubig, Yejin Choi, Alexander Rush, Tatsunori Hashimoto, and Hal Daumé III.
The workshop also includes a panel discussion from the speakers and spotlight talks for a selection of
accepted papers.

We would like to thank our invited speakers, authors, and reviewers for contributing to our program.
Additionally, we would like to express gratitude to our sponsors, who have been generous in supporting
the workshop.

Antoine Bosselut, Asli Celikyilmaz, Srinivasan Iyer, Marjan Ghazvininejad, Urvashi Khandelwal,
Hannah Rashkin, Thomas Wolf
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Abstract
In this paper, we extend the persona-based
sequence-to-sequence (Seq2Seq) neural net-
work conversation model to a multi-turn di-
alogue scenario by modifying the state-of-
the-art hredGAN architecture to simultane-
ously capture utterance attributes such as
speaker identity, dialogue topic, speaker sen-
timents and so on. The proposed system,
phredGAN has a persona-based HRED gen-
erator (PHRED) and a conditional discrimi-
nator. We also explore two approaches to
accomplish the conditional discriminator: (1)
phredGANa, a system that passes the at-
tribute representation as an additional input
into a traditional adversarial discriminator, and
(2) phredGANd, a dual discriminator system
which in addition to the adversarial discrimi-
nator, collaboratively predicts the attribute(s)
that generated the input utterance. To demon-
strate the superior performance of phredGAN
over the persona Seq2Seq model, we exper-
iment with two conversational datasets, the
Ubuntu Dialogue Corpus (UDC) and TV se-
ries transcripts from the Big Bang Theory and
Friends. Performance comparison is made
with respect to a variety of quantitative mea-
sures as well as crowd-sourced human evalu-
ation. We also explore the trade-offs from us-
ing either variant of phredGAN on datasets
with many but weak attribute modalities (such
as with Big Bang Theory and Friends) and
ones with few but strong attribute modali-
ties (customer-agent interactions in Ubuntu
dataset).

1 Introduction

Recent advances in machine learning especially
with deep neural networks has lead to tremendous
progress in natural language processing and dia-
logue modeling research (Sutskever et al., 2014;
Vinyals and Le, 2015; Serban et al., 2016). Nev-
ertheless, developing a good conversation model

capable of fluent interaction between a human and
a machine is still in its infancy stage. Most exist-
ing work relies on limited dialogue history to pro-
duce response with the assumption that the model
parameters will capture all the modalities within a
dataset. However, this is not true as dialogue cor-
pora tend to be strongly multi-modal and practical
neural network models find it difficult to disam-
biguate characteristics such as speaker personality,
location and sub-topic in the data.

Most work in this domain has primarily fo-
cused on optimizing dialogue consistency. For
example, Serban et al. (2016, 2017b,a) and Xing
et al. (2017) introduced a Hierarchical Recurrent
Encoder-Decoder (HRED) network architecture
that combines a series of recurrent neural networks
to capture long-term context state within a dia-
logue. However, the HRED system suffers from
lack of diversity and does not have any guaran-
tee on the generator output since the output condi-
tional probability is not calibrated. Olabiyi et al.
(2018) tackles these problems by training a modi-
fied HRED generator alongside an adversarial dis-
criminator in order to increase diversity and pro-
vide a strong and calibrated guarantee to the gen-
erator’s output. While the hredGAN system im-
proves upon response quality, it does not cap-
ture speaker and other attributes modality within
a dataset and fails to generate persona specific re-
sponses in datasets with multiple modalities.

On the other hand, there has been some re-
cent work on introducing persona into dialogue
models. For example, Li et al. (2016b) inte-
grates attribute embeddings into a single turn
(Seq2Seq) generative dialogue model. In this
work, Li et al. consider persona models, one with
Speaker-only representation and the other with
Speaker and Addressee representations (Speaker-
Addressee model), both of which capture certain
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speaker identity and interactions. Nguyen et al.
(2018) continue along the same line of thought
by considering a Seq2Seq dialogue model with
Responder-only representation. In both of these
cases, the attribute representation is learned dur-
ing the system training. Zhang et al. (2018) pro-
posed a slightly different approach. Here, the at-
tributes are a set of sentences describing the profile
of the speaker. In this case, the attributes represen-
tation is not learned. The system however learns
how to attend to different parts of the attributes
during training. Still, the above persona-based
models have limited dialogue history (single turn);
suffer from exposure bias worsening the trade-off
between personalization and conversation quality
and cannot generate multiple responses given a di-
alogue context. This is evident in the relatively
short and generic responses produced by these sys-
tems, even though they generally capture the per-
sona of the speaker.

In order to overcome these limitations,
we propose two variants of an adversarially
trained persona conversational generative sys-
tem, phredGAN , namely phredGANa and
phredGANd. Both systems aim to maintain the
response quality of hredGAN and still capture
speaker and other attribute modalities within the
conversation. In fact, both systems use the same
generator architecture (PHRED generator), i.e.,
an hredGAN generator (Olabiyi et al., 2018)
with additional utterance attribute representation
at its encoder and decoder inputs as depicted
in Figure 1. Conditioning on external attributes
can be seen as another input modality as is the
utterance into the underlying system. The attribute
representation is an embedding that is learned
together with the rest of model parameters similar
to Li et al. (2016b). Injecting attributes into a
multi-turn dialogue system allows the model
to generate responses conditioned on particular
attribute(s) across conversation turns. Since the
attributes are discrete, it also allows for exploring
different what-if scenarios of model responses.
The difference between the two systems is in
the discriminator architecture based on how the
attribute is treated.

We train and sample both variants of
phredGAN similar to the procedure for
hredGAN (Olabiyi et al., 2018). To demon-
strate model capability, we train on a customer
service related data such as the Ubuntu Dialogue

Corpus (UDC) that is strongly bimodal between
question poser and answerer, and transcripts from
a multi-modal TV series The Big Bang Theory
and Friends with quantitative and qualitative
analysis. We examine the trade-offs between
using either system in bi-modal or multi-modal
datasets, and demonstrate system superiority over
state-of-the-art persona conversational models in
terms of human evaluation of dialogue response
quality as well as automatic evaluations with
perplexity, BLEU, ROUGE and distinct n-gram
scores.

2 Model Architecture

In this section, we briefly introduce the state-of-
the-art hredGAN model and subsequently show
how we derive the two persona versions by com-
bining it with the distributed representation of the
dialogue speaker and utterance attributes, or with
an attribute discrimination layer at the end of the
model pipeline.

2.1 hredGAN : Adversarial Learning
Framework

Problem Formulation: The hredGAN (Olabiyi
et al., 2018) formulates multi-turn dialogue re-
sponse generation as: given a dialogue history of
sequence of utterances, xi =

(
x1, x2, · · · , xi

)
,

where each utterance xi =
(
x1i , x

2
i , · · · , xMi

i

)

contains a variable-length sequence of Mi word
tokens such that xij ∈ V for vocabulary V ,
the dialogue model produces an output yi =(
y1i , y

2
i , · · · , yTi

i

)
, where Ti is the number of gen-

erated tokens. The framework uses conditional
GAN structure to learn a mapping from an ob-
served dialogue history to a sequence of output
tokens. The generator, G, is trained to produce
sequences that cannot be distinguished from the
ground truth by an adversarially trained discrimi-
nator, D akin to a two-player min-max optimiza-
tion problem. The generator is also trained to min-
imize the cross-entropy loss LMLE(G) between
the ground truth xi+1, and the generator output yi.
The following objective summarizes both goals:

G∗, D∗ = argmin
G

max
D

(
λGLcGAN (G,D)+

λMLMLE(G)
)
.
(1)

where λG and λM are training hyperparamters and
LcGAN (G,D) and LMLE(G) are defined in Eqs.
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Figure 1: The PHRED generator with local attention - The attributes c, allows the generator to condition its
response on the utterance attributes such as speaker identity, subtopics and so on.

(5) and (7) of Olabiyi et al. (2018) respectively.
Please note that the generator G and discriminator
D share the same encoder and embedding repre-
sentation of the word tokens.

2.2 phredGAN : Persona Adversarial
Learning Framework

The proposed architecture of phredGAN is very
similar to that of hredGAN (Olabiyi et al., 2018).
The only difference is that the dialogue history is
now xi =

(
(x1, c1), (x2, c2), · · · , (xi, ci)

)
where

ci is additional input that represents the speaker
and/or utterance attributes. Please note that ci can
either be a sequence of tokens or single token such
that cij ∈ V c for vocabulary V c. Also, at the
ith turn, ci and ci+1 are the source/input attribute
and target/output attribute to the generator respec-
tively. The embedding for attribute tokens is also
learned similar to that of word tokens.

Both versions of phredGAN shares the same
generator architecture (PHRED) but different dis-
criminators. Below is the highlight of how they
are derived from the hredGAN architecture.

Encoder: The context RNN, cRNN takes the
source attribute ci as an additional input by con-
catenating its representation with the output of
eRNN as in Figure 1. If the attribute ci is a se-
quence of tokens, then an attention (using the out-
put of eRNN ) over the source attribute represen-
tations is concatenated with the output of eRNN .
This output is used by the generator to create a
context state for a turn i.

Generator: The generator decoder RNN,

dRNN takes the target attribute ci+1 as an ad-
ditional input as in Fig. 1. If the attribute ci+1

is a sequence of tokens, then an attention (using
the output of dRNN ) over the attribute represen-
tations is concatenated with the rest of the decoder
inputs. This forces the generator to draw a con-
nection between the generated responses and the
utterance attributes such as speaker identity.

Noise Injection: As in Olabiyi et al. (2018), we
also explore different noise injection methods.

Objective: For phredGAN , the optimization
objective in eq. (1) can be updated as:

G∗, D∗
adv, D

∗
att = argmin

G

(

max
Dadv

λGadv
LadvcGAN (G,Dadv)

+min
Datt

λGattLattc (G,Datt)

+ λMLMLE(G)
)
. (2)

where LadvcGAN (G,Dadv) and Lattc (G,Datt) are the
traditional adversarial and attribute prediction loss
respectively and dependent on the architectural
variation. It is worth to point out that while the
former is adversarial, the later is collaborative in
nature. The MLE loss is common and can be ex-
pressed as:

LMLE(G) = Exi+1 [−log PG

(
xi+1|xi, ci+1, zi

)
].

(3)
where zi the noise sample and depends on the
choice of either utterance-level or word-level noise
input into the generator (Olabiyi et al., 2018).
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2.3 phredGANa: Attributes as a
Discriminator Input

phredGANa shares the same discriminator archi-
tecture as the hredGAN but with additional in-
put, ci+1. Since it does not use attribute prediction,
λGatt = 0.

The adversarial loss, LadvcGAN (G,D) can then be
expressed as:

LadvcGAN (G,Dadv) =

Exi,ci+1,xi+1 [logDadv(xi, ci+1, xi+1)]+

Exi,ci+1,zi [1− logDadv(xi, ci+1, G(xi, ci+1, zi))]
(4)

The addition of speaker or utterance attributes al-
lows the dialogue model to exhibit personality
traits given consistent responses across style, gen-
der, location, and so on.

2.4 phredGANd: Attributes as a
Discriminator Target

phredGANd does not take the attribute represen-
tation at its input but rather uses the attributes as
the target of an additional discriminator Datt. The
adversarial and the attribute prediction losses can
be respectively expressed as:

LadvcGAN (G,Dadv) = Exi,xi+1 [logDadv(xi, xi+1)]

+Exi,zi [1− logDadv(xi, G(xi, ci+1, zi))]
(5)

Lattc (G,Datt) = Eci+1 [− logDatt(ci+1|xi, xi+1)]

+Eci+1 [− logDatt(ci+1|xi, G(xi, ci+1, zi))]
(6)

Attribute Discriminator: In addition to the ex-
isting word-level adversarial discriminator Dadv

from hredGAN , we add an attribute discrimina-
tor, Datt, that discriminates on an utterance level
to capture attribute modalities since attributes are
assigned at utterance level. The discriminator uses
a unidirectional RNN (DattRNN ) that maps the in-
put utterance to the particular attribute(s) that gen-
erated it. The attributes can be seen as hidden
states that inform or shape the generator outputs.
The attribute discriminator can be expressed as:

Datt(ci+1|xi, χ) = DattRNN (hi, E(χ)) (7)

where E(.) is the word embedding lookup
(Olabiyi et al., 2018), χ = xi+1 for groundtruth
and χ = yi for the generator output.

Figure 2: The phredGANd dual discriminator -
Left: Dadv is a word-level discriminator used by both
phredGANa and phredGANd to judge normal dia-
logue coherency as in hredGAN . Right: Datt, an
utterance-level attribute discriminator is used only in
phredGANd to predict the likelihood a given utterance
was generated from a particular attribute.

3 Model Training and Inference

3.1 Model Training

We train both the generator and the discrimi-
nator (with shared encoder) of both variants of
phredGAN using the training procedure in Al-
gorithm 1 (Olabiyi et al., 2018). For both vari-
ants, λGadv

= λM = 1, and for phredGANa and
phredGANd, λGatt = 0 and λGatt = 1 respec-
tively. Since the encoder, word embedding and at-
tribute embedding are shared, we are able to train
the system end-to-end with back-propagation.

Encoder: The encoder RNN, eRNN , is bidi-
rectional while cRRN is unidirectional. All RNN
units are 3-layer GRU cell with hidden state size of
512. We use word vocabulary size, V = 50, 000
with word embedding size of 512. The number
of attributes, V c is dataset dependent but we use
an attribute embedding size of 512. In this study,
we only use one attribute per utterance so there is
no need to use an attention mechanism to combine
the attribute embeddings.

Generator: The generator decoder RNN,
dRNN is also a 3-layer GRU cell with hidden
state size of 512. The aRNN outputs are con-
nected to the dRNN input using an additive at-
tention mechanism (Bahdanau et al., 2015).

Adversarial Discriminator: The word-level
discriminator RNN, DRNN is a bidirectional
RNN, each 3-layer GRU cell with hidden state
size of 512. The output of both the forward and
the backward cells for each word are concate-
nated and passed to a fully-connected layer with
binary output. The output is the probability that
the word is from the ground truth given the past
and future words of the sequence, and in the case
of phredGANa, the responding speaker’s embed-

4



Algorithm 1 Adversarial Learning of
phredGAN
Require: A generatorG with parameters θG.
Require: An adversarial discriminatorDadv with parameters θDadv .
Require: An attribute discriminatorDatt with parameters θDatt .
Require: Training hyperparameters, isTarget, λGatt , λGadv , and λM .

for number of training iterations do
Initialize cRNN to zero state, h0

Sample a mini-batch of conversations, x = {xi, ci}Ni=1, xi =(
(x1, c1), (x2, c2), · · · , (xi, ci)

)
with N utterances. Each utter-

ance mini batch i containsMi word tokens.
for i = 1 toN − 1 do

Update the context state.
hi = cRNN(eRNN(E(xi)),hi−1, ci)
Compute the generator output similar to Eq. (11) in (Olabiyi et al.,
2018).
PθG

(
yi|, zi,xi, ci+1

)
=

{
PθG

(
yji |x

1:j−1
i+1 , zji ,xi, ci+1

)}Mi+1
j=1

Sample a corresponding mini batch of utterance yi.
yi ∼ PθG

(
yi|, zi,xi, ci+1

)

end for
Compute the adversarial discriminator accuracy Daccadv over N − 1 ut-
terances {yi}N−1

i=1 and {xi+1}N−1
i=1

ifDaccadv < acc
Dth
adv

then
if isTarget then

Update phredGANd’s θDadv and θDatt .∑
i
[∇θDadv logDadv(hi, xi+1) + ∇θDadv log

(
1 −

Dadv(hi, yi)
)
+∇θDatt − logDatt(ci+1|hi, xi+1)]

else
Update phredGANa’s θDadv with gradient of the discrimi-
nator loss.∑
i
[∇θDadv logDadv(hi, ci+1, xi+1) +

∇θDadv log
(
1−Dadv(hi, ci+1, yi)

)
]

end if
end if
ifDadvacc < accGth then

Update θG with the generator’s MLE loss only.∑
i
[∇θG− logPθG

(
yi|, zi,xi, ci+1

)
]

else
Update θG with attribute, adversarial and MLE losses.∑
i
[λGatt∇θG− logDatt(ci+1|hi, yi) +

λGadv∇θG logDadv(hi, ci+1, yi) +

λM∇θG− logPθG
(
yi|, zi,xi, ci+1

)
]

end if
end for

ding.
Attribute Discriminator: The attribute dis-

criminator RNN, DattRNN is a unidirectional
RNN with a 3-layer GRU cell, each of hidden state
size 512. A softmax layer is then applied to project
the final hidden state to a prespecified number of
attributes, Vc. The output is the probability distri-
bution over the attributes.

Others: All parameters are initialized with
Xavier uniform random initialization (Glorot and
Bengio, 2010). Due to the large word vocabulary
size, we use sampled softmax loss (Jean et al.,
2015) for MLE loss to expedite the training pro-
cess. However, we use full softmax for model
evaluation. For both systems, parameters updates
are conditioned on the word-level discriminator
accuracy performance as in Olabiyi et al. (2018)
with accDth

adv
= 0.99 and accGth

= 0.75. The
model is trained end-to-end using the stochastic

gradient descent algorithm. Finally, the model
is implemented, trained, and evaluated using the
TensorFlow deep learning framework.

3.2 Model Inference

We use an inference strategy similar to the ap-
proach in Olabiyi et al. (2018).

For the modified noise sample, we perform a
linear search for α with sample size L = 1
based on the average word-level discriminator
loss, −logDadv(G(.)) (Olabiyi et al., 2018) using
trained models run in autoregressive mode to re-
flect performance in actual deployment. The op-
timum α value is then used for all inferences and
evaluations. During inference, we condition the
dialogue response generation on the encoder out-
puts, noise samples, word embedding and the at-
tribute embedding of the intended responder. With
multiple noise samples, L = 64, we rank the
generator outputs by the discriminator which is
also conditioned on encoder outputs, and the in-
tended responder’s attribute embedding. The final
response is the response ranked highest by the dis-
criminator. For phredGANd, we average the con-
fidences produced by Dadv and Datt.

4 Experiments and Results

In this section, we explore the performance of
PHRED, phredGANa and phredGANd on two
conversational datasets and compare their perfor-
mances to non-adversarial persona Seq2seq mod-
els (Li et al., 2016b) as well as to the adversarial
hredGAN (Olabiyi et al., 2018) with no explicit
persona.

4.1 Datasets

TV Series Transcripts dataset (Serban et al.,
2016). We train all models on transcripts from two
popular TV drama series, Big Bang Theory and
Friends. Following a similar preprocessing setup
in Li et al. (2016b), we collect utterances from the
top 12 speakers from both series to construct a cor-
pus of 5,008 lines of multi-turn dialogue. We split
the corpus into training, development, and test set
with a 94%, 3%, and 3% proportions, respectively,
and pair each set with a corresponding attribute file
that maps speaker IDs to utterances in the com-
bined dataset.

Due to the small size of the combined tran-
scripts dataset, we first train the models on the
larger Movie Triplets Corpus (MTC) by Banchs
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(2012) which consists of 240,000 dialogue triples.
We pre-train the models on this dataset to initial-
ize the model parameters to avoid overfitting on a
relatively small persona TV series dataset. After
pre-training on MTC, we reinitialize the attribute
embeddings in the generator from a uniform dis-
tribution following a Xavier initialization (Glorot
and Bengio, 2010) for training on the combined
person TV series dataset.

Ubuntu Dialogue Corpus (UDC) dataset (Ser-
ban et al., 2017b). We train the models on 1.85
million conversations of multi-turn dialogue from
the Ubuntu community hub, with an average of 5
utterances per conversation. We assign two types
of speaker IDs to utterances in this dataset: ques-
tioner and helper. We follow a similar training,
development, and test split as the UDC dataset in
Olabiyi et al. (2018), with 90%, 5%, and 5% pro-
portions, respectively, and pair each set with a cor-
responding attribute file that maps speaker IDs to
utterances in the combined dataset

While the overwhelming majority of utterances
in UDC follow two speaker types, the dataset does
include utterances that do not classify under either
a questioner or helper speaker type. In order to
remain consistent, we assume that there are only
two speaker types within this dataset and that the
first utterance of every dialogue is from a ques-
tioner. This simplifying assumption does intro-
duce a degree of noise into each persona model’s
ability to construct attribute embeddings. How-
ever, our experiment results demonstrate that both
phredGANa and phredGANd are still able to
differentiate between the larger two speaker types
in the dataset.

4.2 Evaluation Metrics

We use similar evaluation metrics as in Olabiyi
et al. (2018) including perplexity, BLEU (Papineni
et al., 2002), ROUGE (Lin, 2014), distinct n-gram
(Li et al., 2016a) and normalized average sequence
length (NASL) scores. For human evaluation, we
follow a similar setup as Li et al. (2016a), em-
ploying crowd-sourced judges to evaluate a ran-
dom selection of 200 samples. We present both
the multi-turn context and the generated responses
from the models to 3 judges and asked them to
rank the general response quality in terms of rele-
vance, informativeness, and persona. For N mod-
els, the model with the lowest quality is assigned
a score 0 and the highest is assigned a score N-

1. Ties are not allowed. The scores are normal-
ized between 0 and 1 and averaged over the total
number of samples and judges. For each model,
we also estimate the per sample score variance be-
tween judges and then average over the number
of samples, i.e., sum of variances divided by the
square of number of samples (assuming sample in-
dependence). The square root of result is reported
as the standard error of the human judgement for
the model.

4.3 Baseline
We compare the non-adversarial persona HRED
model, PHRED with the adversarially trained
ones, i.e. hredGAN , phredGANa and
phredGANd, to demonstrate the impact of adver-
sarial training. Please note that no noise was added
to the PHRED model.

We also compare the persona models to Li
et al.’s work (Li et al., 2016b) which uses a
Seq2Seq framework in conjunction with learnable
persona embeddings. Their work explores two
persona models in order to incorporate vector rep-
resentations of speaker interaction and speaker at-
tributes into the decoder of their Seq2Seq models
i.e., Speaker model (SM) and Speaker-Addressee
model (SAM). All reported results are based on
our implementation of their models in Li et al.
(2016b).

4.4 Hyperparameter Search
For both phredGANa and phredGANd, we de-
termine the noise injection method and the op-
timum noise variance α that allows for the best
performance on both datasets. We find that
phredGANd performs optimally with word-level
noise injection on both Ubuntu and TV tran-
scripts, while phredGANa performs the best
with utterance-level noise injection on TV tran-
scripts and word-level injection on UDC. For all
phredGAN models, we perform a linear search
for optimal noise variance values between 1 and
30 at an increment of 1, with a sample size of
L = 1. For phredGANd, we obtain an optimal
α of 4 and 6 for the UDC and TV Transcripts re-
spectively. For phredGANa, we obtain an opti-
mal value of 2 and 5 for the combined TV series
dataset and the much larger UDC respectively.

4.5 Results
We will now present our assessment of perfor-
mance comparisons of phredGAN against the
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Table 1: phredGAN vs. Li et al. (2016b) on BBT Friends TV Transcripts.

Model Teacher Forcing Autoregression Human
Perplexity BLEU ROUGE-2 DISTINCT-1/2 NASL Evaluation

TV Series
SM 22.13 1.76 % 22.4 % 2.50%/18.95% 0.786 0.5566 ± 0.0328
SAM 23.06 1.86 % 20.52 % 2.56%/18.91% 0.689 0.5375 ± 0.0464
hredGAN 28.15 2.14 % 6.81 % 1.85 %/6.93 % 1.135 0.5078 ± 0.0382
phred 30.94 2.41 % 14.03 % 0.66 %/2.54 % 1.216 0.3663 ± 0.0883
phredGANa 25.10 3.07 % 30.47 % 2.19 %/19.02 % 1.218 0.6127 ± 0.0498
phredGANd 28.19 2.76 % 14.68 % 0.70 %/4.76 % 1.163 0.4284 ± 0.0337

Table 2: phredGAN vs. Li et al. (2016b) on UDC.

Model Teacher Forcing Autoregression Human
Perplexity BLEU-2/4 ROUGE-2 DISTINCT-1/2 NASL Evaluation

UDC
SM 28.32 0.437%/∼ 0% 9.19 % 1.61%/5.79% 0.506 0.4170 ± 0.0396
SAM 26.12 0.490%/∼ 0% 10.23 % 1.85%/6.85% 0.512 0.4629 ± 0.0171
hredGAN 48.18 2.16%/∼ 0% 11.68 % 5.16%/18.21% 1.098 0.5876 ± 0.0532
phred 34.67 0.16%/∼ 0% 7.41% 0.56%/1.44% 0.397 0.4399 ± 0.0445
phredGANa 31.25 1.94%/∼ 0% 19.15% 1.05%/5.28% 1.520 0.4920 ± 0.0167
phredGANd 28.74 2.02%/0.10% 16.82% 1.38%/5.77% 1.387 0.5817 ± 0.0615

baselines, PHRED, hredGAN and Li et al.’s per-
sona Seq2Seq models.

4.6 Quantitative Analysis

We first report the performance on TV series tran-
scripts in table 1. The performance of both SM
and SAM models in Li et al. (2016b) compared
to the hredGAN shows a strong baseline and in-
dicates that the effect of persona is more impor-
tant than that of multi-turn and adversarial training
for datasets with weak multiple persona. How-
ever, once the persona information is added to
the hredGAN , the resulting phredGAN shows
a significant improvement over the SM and SAM
baselines with phredGANa performing best. We
also observe that PHRED performs worse than the
baseline S(A)M models on a number of metrics
but we attribute this to the effect of persona on
a limited dataset that results into less informative
responses. This behavior was also reported in Li
et al. (2016b) where the persona models produce
less informative responses than the non-personal
Seq2seq models but it seems to be even worse in
multi-turn context. However, unlike the Speaker-
Addressee and PHRED models that suffer from
lower response quality due to persona condition-
ing, we note that conditioning the generator and
discriminator of phredGAN on speaker embed-
dings does not compromise the systems ability to

produce diverse responses. This problem might
have been alleviated by the adversarial training
that encourages the generator model to produce
longer, more informative, and diverse responses
that have high persona relevance even with a lim-
ited dataset.

We also compare the models performances on
the UDC. The evaluation result is summarized
in table 2. While the deleterious effect of per-
sona conditioning on response diversity is still
worse with PHRED than with S(A)M models, we
note that hredGAN performs much better than
the S(A)M models. This is because, the exter-
nal persona only provides just a little more infor-
mation than is already available from the UDC
utterances. Therefore, performance on UDC is
mostly driven by longer dialogue context and ad-
versarial training. We also note an improvement
of phredGAN variants over the hredGAN in a
variety of evaluation metrics including perplexity,
ROUGE with the exception of distinct n-grams.
This is expected as phredGAN should be gener-
ally less diverse than hredGAN since each per-
sona attribute of phredGAN covers only a lim-
ited region of the data distribution. This, how-
ever, leads to better response quality with persona,
something not achievable with hredGAN . Also,
the much better ROUGE(F1) score indicates that
phredGAN is able to strike a better balance be-
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tween diversity and precision while still capturing
the characteristics of the speaker attribute modal-
ity in the UDC dataset. Within the phredGAN
variants, phredGANd seems to perform better.
This is not surprising as speaker classification is
much easier on UDC than on TV series. The at-
tribute discriminator, Datt is able to provide more
informative feedback on UDC than on TV series
where it is more difficult to accurately predict the
speaker. Therefore, we recommend phredGANa

for datasets with weak attribute distinction and
phredGANd for strong attribute distinction.

4.7 Qualitative Analysis1

In addition to the quantitative analysis above, we
report the results of the human evaluation in the
last column of Tables 1 and 2 for the TV Series and
UDC datasets respectively. The human evaluation
scores largely agrees with the automatic evalua-
tions on the TV Series with phredGANa clearly
giving the best performance. However, on the
UDC, both hredGAN and phredGANd performs
similarly which indicates that there is a trade off
between diversity and persona by each model. We
believe this is due to the strong persona informa-
tion that already exists in the UDC utterances.

An additional qualitative assessment of these re-
sults are in Table 3 with responses from several
characters in the TV series dataset and the two
characters in UDC.

We see that for TV drama series, phredGAN
responses are comparatively more informative
than that of the Speaker-Addressee model of Li
et al. (2016b). For example, all the characters in
the TV series respond the same to the dialogue
context. Similar behavior is reported in Li et al.
(2016b) where for the Speaker-Addressee model,
nearly all the characters in the TV series respond
with “Of course I love you.” to the dialogue con-
text, “Do you love me?” despite the fact that some
of the responders sometimes have unfriendly rela-
tionship with the addressee. Many of the novel sit-
uations explored by phredGAN are unachievable
with the Speaker-Addressee model due to lack of
informative responses. For example, by condition-
ing as Sheldon from The Big Bang Theory and
asking “Do you like me?”, our model responds
with annoyance if conditioned as Penny (“No, you
don’t understand. You’re an idiot”), brevity with

1Tables 3, 4 and 5 referenced in this section are in the
appendix.

Leonard (“Yes?”) and sarcasm with Raj (“Well ,
you know , we could be a little more than my
friend’s friends.”) The wide range of responses in-
dicate our model’s ability to construct distinct at-
tribute embeddings for each character even from a
limited dataset. The other interesting responses in
Table 3 indicate phredGAN ’s ability to infer not
only the context of the conversation but important
character information about the addressee.

We also see similar results with our model’s out-
put on UDC in Table 4. We demonstrate that by
conditioning as either a helper or questioner from
the UDC dataset, phredGAN models are able to
respond differently to input utterances as well as
stay close to the context of the conversation. For
the purpose of completeness, we also show some
samples from PHRED generator on both UDC and
TV series dataset in Table 5.

5 Conclusion and Future Work

In this paper, we improve upon state-of-the-
art persona-based response generation models
by exploring two persona conversational models:
phredGANa which passes the attribute represen-
tation as an additional input into a traditional ad-
versarial discriminator, and phredGANd a dual
discriminator system which in addition to the ad-
versarial discriminator from hredGAN , collab-
oratively predicts the attribute(s) that are intrin-
sic to the input utterance. Both systems demon-
strate quantitative improvements upon state-of-
the-art persona conversational systems such as the
work from Li et al. (2016b) with respect to both
quantitative automatic and qualitative human mea-
sures.

Our analysis also demonstrates how both
variants of phredGAN perform differently on
datasets with weak and strong modality. One
of our future direction is to take advantage of
phredGANd’s ability to predict utterance at-
tribute such as speaker identity from just the ut-
terance. We believe its performance can be im-
proved even with weak modality by further con-
ditioning adversarial updates on both the attribute
and adversarial discriminator accuracies. Overall,
this paper demonstrates clear benefits from adver-
sarial training of persona generative dialogue sys-
tem and leaves the door open for more interesting
work in this domain.
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A Appendix

Table 3: hredGAN vs phredGAN vs Li et al. (2016b)
on TV Transcripts

Model Speaker Response

Big Bang Theory TV Series
Context 0 Sheldon Do you like me?
phredGANa Leonard Yes ?
phredGANd Leonard You can ’ t do that ? !
phredGANa Penny No , you don ’ t understand . You ’ re an idiot .
phredGANd Penny You ’ re right . . .
phredGANa Howard Well , I don ’ t know what to say . This is the part

I ’ ve ever seen .
phredGANd Howard You ’ re right , you ’ re just gonna go with this

guy .
phredGANa Raj Well , you know , we could be a little more than

my friends ’ s friends .
phredGANd Raj You know , I can ’ t can ’ t do I can ’ go , I can ’

t do that . . .
SM L/P/H/R2 Yeah , I ’ m sure . Oh , but I can ’ t believe it . I ’

m not gonna be in here
SAM L/P/H/R I ’ m not going to be a good time .
hredGAN NA Okay , I ’ m gonna go see my friend .
Context 0 Howard We can’t go home.
Context 1 Leonard Alright, I’ll be right back.
phredGANa Howard Okay , well , before you and Penny get out and

get married with Penny just get married.
phredGANd Howard You ’ ll see , I ’ ll just go .
SM Howard Okay .
SAM Howard Okay , well , you ’ re really good at this .
hredGAN NA Okay , I ’ m gonna go see my old .

Context 0 Amy Spent a lot of my childhood throwing coins into
wishing wells hoping for friends.

Context 1 Penny Whoa, whoa, give me a second to catch up here.
Hold on.

Context 2 Amy That’d be my boyfriend. Happier playing his
dopey Star Trek game with his friends than hang-
ing out with me.

phredGANa Penny You know , when you ’ re being so nice about
Sheldon and I want to take him to like his own
girlfriend

phredGANd Penny You , I ’ m sorry , I didn ’ t have it . d be back in
the bathroom . .

SM Penny I ’ m sorry , I ’ m sorry . I ’ m just saying that
you ’ re going to have to answer to

SAM Penny It ’ s not gonna happen .
hredGAN NA Okay , I ’ m gonna go see my new .

Context 0 Sheldon I recently read that during World War Two,
Joseph Stalin had a research program to create
supersoldiers by having women impregnated by
gorillas.

phredGANa Howard You ’ re right . I don ’ t know what you ’ re
talking about , Sheldon .

phredGANd Howard You ’ re kidding . .
SM Howard Well , my last was a little . I was just trying to be

a good time .
SAM Howard That would be great .
hredGAN NA Okay , I ’ m gonna go see my new friend , and

then we ’ ll go .

Friends TV Series
Context 0 Rachel Do you like me?
phredGANa Joey Yeah .
phredGANd Joey You ’ re right . . . .
phredGANa Ross Well , no , no , no . I mean , I just , I don ’ t know

. . .
phredGANd Ross You ’ want to know sex . .
phredGANa Monica Well , I do . And I ’ m not gonna tell you another

guy .
phredGANd Monica You ’ re a , you ’ re really good . . . .
phredGANa Chandler No , I do not . You are a mean little man . .
phredGANd Chandler You ’ re right , I can ’ t do that .
SM J/R/M/C 3 Yeah , I ’ m sure . Oh , but I can ’ t believe it . I ’

m not gonna be in here
SAM J/R/M/C I ’ m not going to be a good time .
hredGAN NA Okay , I ’ m gonna go see my friend .

2Actors: Leonard/Penny/Howard/Raj
3Actors: Joey/Ross/Monica/Chandler

Table 4: hredGAN vs phredGAN vs Li et al. (2016b)
on UDC

Model Speaker Response

UDC
Context 0 asker all i need some quick amarok help. i cant hear my

music
Context 1 helper is amarok muted?
Context 2 asker no
phredGANa helper use the UNK drivers , and then run the UNK com-

mand to get the UNK
phredGANd helper ok , so you re not using the right driver for the

network card , you re using the UNK ?
phred helper you can try to install the UNK package
SM helper ok , thanks
SAM helper ok , thanks
hredGAN helper I have no idea why it would be a bit of a bit.

Context 0 asker anyone had problems with the kernel update from
today? giving me a kernel panic

Context 1 helper you can select previous kernels at the bootloader
(grub) menu on booth.

phredGANa asker it says that it is not installed . . .
phredGANd asker ok , so i ll have to reinstall the new kernel , i ll try

that.
phred asker you can try to install the drivers from the live cd
SM asker I ’ m not sure what you mean . . .
SAM asker I ’ m not sure how to do that . . .
hredGAN asker I ’ m not sure how to do that , but I can ’ t boot from

a CD . . .

Context 0 asker how do I install Ubuntu?
phredGANa helper use the alternate cd , it should be in the repos , its a

good place to get the source of the kernel
phredGANd helper ok , so you have to reinstall the kernel from the CD

, and you can t install the iso to the CD
phred helper yes
SM helper you can use the command line
SAM helper what is your question ?
hredGAN helper you can use the UNK to install the UNK

Table 5: Sample of PHRED outputs on UDC and TV
Series

Source Speaker Utterance

Big Bang Theory and Friends TV Series
Context 0 Howard Okay, you have to understand something, we’re in a hospital right

now.
Response 0 Penny Oh , I ’ m sorry . I was just trying to be a girl .

Context 0 Sheldon Did I? Well, that can’t be right. No one’s ever done that before.
Except me, because I just did it. Sheldon and his brain, yeah

Response 0 Leonard I ’ m sorry . I just don ’ t want to be a man who ’ s going to be my
girlfriend .

Context 0 Leonard She’s gotten really hooked on Age of Conan, she’s playing non-
stop.

Response 0 Raj Oh , I ’ m sorry . I ’ m sorry . I ’ m sorry . I ’ m sorry . I ’ m

UDC
Context 0 asker all i need some quick amarok help. i cant hear my music
Context 1 helper is amarok muted?
Context 2 asker no
Response 0 helper you can try to install the UNK package

Context 0 asker anyone had problems with the kernel update from today? giving
me a kernel panic

Context 1 helper you can select previous kernels at the bootloader (grub) menu on
booth.

Response 0 asker you can try to install the drivers from the live cd

Context 0 asker how do I install Ubuntu?
Response 0 helper yes
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Abstract
In open-domain dialogue systems, genera-
tive approaches have attracted much attention
for response1 generation. However, existing
methods are heavily plagued by generating
safe responses and unnatural responses. To al-
leviate these two problems, we propose a novel
framework named Dual Adversarial Learn-
ing (DAL) for high-quality response genera-
tion. DAL innovatively utilizes the duality
between query generation and response gen-
eration to avoid safe responses and increase
the diversity of the generated responses. Ad-
ditionally, DAL uses adversarial learning to
mimic human judges and guides the system
to generate natural responses. Experimental
results demonstrate that DAL effectively im-
proves both diversity and overall quality of the
generated responses. DAL outperforms state-
of-the-art methods regarding automatic met-
rics and human evaluations.

1 Introduction

In recent years, open-domain dialogue systems are
gaining much attention owing to their great po-
tential in applications such as educational robots,
emotional companion, and chitchat. The existing
approaches for open-domain dialogue systems can
be divided into two categories: retrieval-based ap-
proaches (Hu et al., 2014; Ji et al., 2014) and gen-
erative approaches (Ritter et al., 2011; Shang et al.,
2015). The retrieval-based approaches are based
on conventional information retrieval techniques
and strongly rely on the underlying corpus (Wang
et al., 2013; Lu and Li, 2013). Since the capabil-
ity of retrieval-based approaches is strongly lim-
ited by corpus, generative approaches are attract-
ing more attention in the field of open-domain di-
alogue research. The de facto backbone of gener-
ative approaches is the Seq2Seq model (Bahdanau

1We use query and response to denote the first and second
utterances in a single-turn dialogue.

et al., 2014) , which is essentially an encoder-
decoder neural network architecture. Despite their
success, Seq2Seq model and its variants (Sordoni
et al., 2015; Vinyals and Le, 2015) are heavily
plagued by safe responses (generic and dull re-
sponses such as “I don’t know” or “Me too”) and
unnatural responses (such as “I want to go, but I
don’t want to go”).

In this paper, we propose a novel frame-
work named Dual Adversarial Learning (DAL)
to alleviate the aforementioned two problems.
DAL consists of two generative adversarial net-
works (GANs): one for query generation and the
other for response generation. The response gen-
eration model is used to transfer from the query
domain Q to the response domain R, while the
query generation model is for transformation from
R to Q. Here we consider the response gener-
ation task and the query generation task as dual
tasks. The generators of these two GANs are con-
nected through the duality constraint. As such, in
DAL, there are two kinds of signals that jointly in-
struct the optimization of generators: (1) the dual
signal from the duality constraint between these
two generators; (2) the adversarial signal from
the discriminators. The dual signal is utilized to
model the mutual relation between query genera-
tion and response generation. We use an instance
to better illustrate this mutual relation: for a given
query “Where to have dinner?”, compared with
a safe response “I dont know”, a more diverse
and specific response “The Indian cuisine around
the corner is great” usually has a higher probabil-
ity of being transformed back to the given query.
DAL takes full advantage of this intuition via dual
learning, which avoids generating safe responses
and improves the diversity of the generated re-
sponses. Additionally, in order to make the gen-
erated responses as natural as possible, the adver-
sarial signal in DAL mimics human judges to alle-
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viate unnatural responses. We compare DAL with
state-of-the-art methods through extensive exper-
iments, and DAL demonstrates superior perfor-
mance regarding automatic metrics, human eval-
uations, and efficiency.

There are crucial differences between our
dual approach and Maximum Mutual Informa-
tion (MMI) (Li et al., 2016) though both utilize
the reverse dependency to improve the diversity
of the generated responses. Due to the challeng-
ing mutual information objective, the distribution
p(r|q) is same as that in vanilla Seq2Seq in MMI.
More specifically, p(r|q) in MMI is trained only
by maximum likelihood estimation (MLE) objec-
tive at training time (we use p(r|q) to denote the
probability distribution of predicting the response
r given the query q). The mutual information in
MMI is utilized only at inference time, and the
inference process is not only time-consuming but
also inaccurate in MMI. However, p(r|q) in our
dual approach is trained by not only the maxi-
mum likelihood estimation objective but also the
diversity objective (duality constraint) at training
time. Since the dual approach directly incorpo-
rates the reverse dependency information at the
training time, it can avoid the time-consuming in-
ference plaguing MMI. Additionally, the dual ap-
proach does not need to maintain a large size op-
tional response set for the time-consuming rerank-
ing strategy in MMI-bidi (one variant of MMI).
The dual approach shows its efficiency superiority
over MMI in real-life applications, which is shown
in our efficiency experiment.

Our dual approach is quite different from the re-
inforcement learning based structure having two
Seq2Seq models in (Zhang et al., 2018) 2 . In
(Zhang et al., 2018), G1, which generates a re-
sponse r̂ given a query q, uses the conditional
probability P2(q|r̂) calculated by G2 as the co-
herence measure to guide G1 in the reinforce-
ment learning process. Similarly, G2, which gen-
erates a query q̂ given a response r, uses the con-
ditional probability P1(r|q̂) calculated by G1 as
the coherence measure to guide G2 in the rein-
forcing learning process. However, in our work,
we utilize the joint probability p(q, r) to connect
these two Seq2Seq models and thus avoid unstable
and time-consuming reinforcement learning in the
dual approach. Besides, our DAL framework is

2Our dual approach is finished independently with this
work in addition to the crucial difference. We did not notice
this paper until our work is done.

strongly different from previous structures that are
composed of two GANs, such as CycleGAN (Zhu
et al., 2017), DiscoGAN (Kim et al., 2017) and
DualGAN (Yi et al., 2017). Those works can only
be utilized on the image translation task and two
generators are connected by cycle consistency, i.e.,
for each image x in domain X , the image transla-
tion cycle is supposed to bring x to the original
image: x → G1(x) → G2(G1(x)) ≈ x . How-
ever, cycle consistency is difficult to be applied
into the text generation task. In our paper, we
use the joint distribution of query-response pairs
rather than cycle consistency to enforce the dual-
ity between these two dual generators.

The contributions of this paper are as follows:
• To the best of our knowledge, this is the first
work that adopts the duality to avoid safe re-
sponses for dialogue generation. It sheds light on
the utility of query generation in improving the
performance of response generation.
• DAL is a novel framework that integrates dual
learning and adversarial learning, which comple-
mentary and jointly contributes to generating both
diverse and natural responses.

The rest of this paper is organized as follows.
The related work is firstly reviewed. The DAL
framework is introduced in Section 3 and the train-
ing of DAL is described in Section 4. Experimen-
tal results are shown in Section 5, followed by the
conclusion of this paper in Section 6.

2 Related Work

Dual Learning Many machine learning tasks
have emerged in dual forms, such as dual neural
machine translation (dual-NMT) (He et al.,
2016), image classification and conditional image
generation (van den Oord et al., 2016). Dual
learning (He et al., 2016) is proposed on the
assumption that the dual correlation could be used
to improve both the primal task and its dual task:
the primal task aims to map from input space X
to output space Y , whereas the dual task takes
samples from space Y and maps to space X .
Tang et al. (2017) implemented a dual framework
for the question answering system. Their model
regards the answer selection (given a question
and its several candidate answers, select the most
satisfying answer to answer the question) and the
question generation as dual tasks, which increases
the performance of both.
Adversarial Learning Adversarial learn-
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Figure 1: Dual Adversarial Learning.

ing (Goodfellow et al., 2014), or Generative
Adversarial Networks (GAN), has proven to be a
promising approach for generation task. A GAN
usually contains two neural networks: a generator
G and a discriminator D. G generates samples
while D is trained to distinguish generated
samples from true samples. By regarding the
sequence generation as an action-taking problem
in reinforcement learning, Li et al. (2017) pro-
posed to apply GAN to dialogue generation, in
which the output of the discriminator is used as
the reward for the generator’s optimization.
Work on the Safe Response Problem There
is some existing work on the safe response prob-
lem. The first kind of approach is to introduce
specific keywords (Mou et al., 2016) or topic
information (Xing et al., 2017) into the generated
responses. These methods help to increase the
dialogue coherence (Peng et al., 2019) by key-
words introduction. However, these methods shift
the difficulty from diverse response generation to
keyword or topic prediction, which are also chal-
lenging tasks. The second kind of approach takes
the reverse dependency (the query generation task
given the responses) into consideration. Li et al.
(2016) considered the reverse dependency and
proposed Maximum Mutual Information (MMI)
method, which is empirically plagued by un-
grammatical responses (MMI-antiLM) and huge
decoding space (MMI-bidi).

3 DAL Framework

In this section, we firstly given an overview of
DAL framework and then elaborate the discrim-
inators and the generations. We also present the
reason why duality promotes diversity.

3.1 Overview
The architecture of DAL is presented in Fig-
ure 1(a). The real query and response are denoted

by q and r, whereas the generated query and re-
sponse are denoted as q̂ and r̂. DAL consists of
two GANs (one for query generation and the other
for response generation). Generators are denoted
by Gθqr and Gθrq and the corresponding discrim-
inators are denoted as Dφqr and Dφrq . The input
of Gθqr is a real query q and the output is the gen-
erated response r̂. Similarly, for Gθrq , the input
is a real response r and the output is the gener-
ated query q̂. For Dφqr , the input is the ficto-
facto query-response pair 〈q, r̂〉, and the output
Rqr is estimated probability of the query-response
pair being human-generated, which is estimated
by Dφqr . Analogously, the input of Dφrq is the
ficto-facto pair 〈q̂, r〉, and the output Rrq is the es-
timated probability of the input pair being human-
generated. Gθqr and Gθrq are connected by the
duality constraint derived from the joint probabil-
ity P (q, r). The adversarial signal from discrimi-
nators, Rqr, Rrq, are passed to the corresponding
generators as the reward through policy gradient.

3.2 Discriminator
The discriminator mimics a human judge and
guides the generator to generate natural utterances.
The architecture of the discriminator is shown
in Figure 1(b). Gated Recurrent Unit (GRU)
based (Bahdanau et al., 2014) neural networks are
used to obtain the query embedding vq and the
response embedding vr. The concatenation vec-
tor vq ⊕ vr is used as the abstract representation
of the query-response pair. vq ⊕ vr is further
passed through two fully-connected layers. The
output of the last fully-connected layer is the esti-
mated probability of the query-response pair being
human-generated. The objective of the discrimi-
nator is formalized as follows:

min
φ
− E〈q,r〉∼pdata [log (Dφ(〈q, r〉))]

− E〈q,r〉∼Gθ [log (1−Dφ(〈q, r〉))]
(1)
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(b) Queries and responses with duality constraint.

Figure 2: An example to illustrate why duality promotes diversity.

where pdata denotes the real-world query-response
distribution. For the response generation task, Dφ

is Dφqr and Gθ is Gθqr , while for the query gener-
ation task, Dφ is Dφrq and Gθ is Gθrq .

3.3 Dual Generators
Both generators adopt the Seq2Seq structure, in
which GRU is used as the basic unit. The con-
straint between the dual tasks (query generation
and response generation) can be represented with
the joint probability P (q, r):

P (q, r) = Pq(q)P (r|q; θqr) = Pr(r)P (q|r; θrq) (2)

where Pq(q) and Pr(r) are language models pre-
trained on the query corpus and the response
corpus. In this paper, we use smoothed bi-
gram language models for both Pq(q) and Pr(r).
P (r|q; θqr) and P (q|r; θrq) are the dual genera-
tors. Both P (r|q; θqr) and P (q|r; θrq) can be ob-
tained through the markov chain rule:
{
P (r|q; θqr) =

∏|r|
t=1 P (rt|r0:t−1, q; θqr)

P (q|r; θrq) =
∏|q|
t=1 P (qt|q0:t−1, r; θrq)

where P (rt|r0:t−1, q; θqr) and P (qt|q0:t−1, r; θrq)
are formulations of decoders in Seq2Seq models.

3.4 Duality Promotes Diversity
To better illustrate why duality increases the di-
versity of the generated responses, we show some
query-response pair examples in Figure 2(a). In
Figure 2(a), each directional arrow starts from a
query while ends at its corresponding response.
It can be observed that: (1) Safe response r1 :
“I don’t know” connects to many queries, i.e.,
{q1, q2, q3, · · · }. (2) More diverse and specific re-
sponse r2 : “The Indian cuisine around the corner
is great”, nevertheless, exactly corresponds to only
one query q3 : “Where to have dinner?”. 3

3There may exist several other queries that can be replied
using “The Indian cuisine around the corner is great”. But

In the training process of Gθrq , the in-
crease of logP (q3|r2; θrq), denoted by
∆ logP (q3|r2; θrq) 4, is much bigger than
the increase of logP (q3|r1; θrq), denoted by
∆ logP (q3|r1; θrq). Formally,

∆ logP (q3|r2; θrq)� ∆ logP (q3|r1; θrq)

The reason behind this phenomenon is as fol-
lows. The safe response r1 relates with
queries {q1, q2, q3, · · · }. When Gθrq is pro-
vided with 〈q1, r1〉 or 〈q2, r1〉, Gθrq is opti-
mized to increase the log conditional probabil-
ity logP (q1|r1; θrq) or logP (q2|r1; θrq), it is in-
evitable that logP (q3|r1, θrq) will decrease to a
certain extent, since these log conditional proba-
bilities share the same parameters θrq. The same
principle applies to logP (q2|r1, θrq) whenGθrq is
provided with 〈q1, r1〉 or 〈q3, r1〉. However, the
diverse response r2 is uniquely connected to the
query q3, in that case, Gθrq takes all efforts to in-
crease logP (q3|r2, θrq).

With the duality constraint in Eq. 2, we obtain:

P (q|r; θrq)
P (r|q; θqr)

=
Pq(q)

Pr(r)
= k(q, r). (3)

Since both Pq(q) and Pr(r) are obtained from
the pre-trained language models, both of them
are constant for any query-response pair 〈q, r〉.
k(q, r) =

Pq(q)
Pr(r)

is also constant for any 〈q, r〉.
Take the log formulation of Eq. 3, we can obtain:

logP (q|r; θrq)− logP (r|q; θqr) = log k(q, r).

From above equation, we observe that the increase
of logP (q|r; θrq), denoted as ∆ logP (q|r; θrq),

this number is much smaller than those that can be replied
using “I don’t know”. For simplicity, we only show only one
query here for the response “The Indian cuisine around the
corner is great”. This would not affect the following analysis.

4The reason why the probability is in log formulation is
that the probability which the maximum likelihood objective
optimize is in log formulation rather than origin formulation
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and the increase of logP (r|q; θqr), denoted by
∆ logP (r|q; θqr), is supposed to be equal for any
query-response pair 〈q, r〉, since log k(q, r) is con-
stant during the training process. Therefore,

∆ logP (q3|r2; θrq)� ∆ logP (q3|r1; θrq)

in turn makes

∆ logP (r2|q3; θqr)� ∆ logP (r1|q3; θqr).

When Gθqr finishes its training process, we obtain
P (r2|q3; θqr)� P (r1|q3; θqr). This indicates that
it is more likely for Gθqr to assign higher proba-
bility to the diverse response given the query.

We use Figure 2(b) to visually explain this intu-
ition. We suppose that both queries and responses
“possess” their own spatial space. The coordinates
of the ellipse and the rectangle represent the lo-
cations of the query q and the response r in the
spatial space. The distance between q and r rep-
resents the probability of transforming between q
and r, namely P (q|r) and P (r|q). The shorter the
distance, the larger the probability. When Gθqr
and Gθrq are provided with a query-response pair
〈q, r〉, the training objectives of Gθqr and Gθrq are
to increase the probability P (r|q) and P (q|r), i.e.,
to shorten the distance between q and r. Since the
safe response r1 corresponds to {q1, q2, q3, · · · },
the position of this safe response is determined by
all involved queries. Because each of these in-
volved queries attempts to “drag” r1 close to itself,
the safe response r1 “chooses” to keep a distance
with each of them to balance the involved queries.
However, the diverse response r2 corresponds to
exactly one query q3. r2 “selects” to stay as close
to q3 as possible. As it can be seen from the fig-
ure, the distance between q3 and r2 is much shorter
than the distance between q3 and r1, i.e., P (r2|q3)
is much larger than P (r1|q3). In other words, with
the duality constraint, Gθqr tends to generate di-
verse responses rather than safe responses.

4 Training of DAL

Duality Constraint for Diversity Direct en-
forcement of the constraint in Eq. 2 is intractable.
The duality constraint in Eq. 2 can be relaxed into
a regularization term (Tang et al., 2017):

Υ = [logPr(r) + logP (q|r; θrq)
− logPq(q)− logP (r|q; θqr)]2

. (4)

We minimize Υ to enforce the duality constraint
in order to generate more diverse responses.

Adversarial Signal for Naturalness The de-
coding phase in the Seq2Seq model involves
sampling discrete words. This discrete sam-
pling makes the optimization of the gener-
ator based upon the discriminator’s guidance
non-differentiable. To circumvent the non-
differentiable obstacle, we optimize each gener-
ator through reinforcement learning. The policy
gradient is applied to pass the discriminator’s ad-
versarial signal to the generator. The discrimi-
nator Dφ gives a score J(θ) based on its judg-
ment of how likely the generated 〈q, r〉 is human-
generated:

J(θ) = E〈x,y〉∈Gθ [Dφ(〈x, y〉)].

For response generation, J(θ) is J(θqr), Gθ is
Gθqr , Dφ is Dφqr , x is the real query and y is the
generated response. Analogously, in query gener-
ation, J(θ) is J(θrq), Gθ is Gθrq , Dφ is Dφrq , x
is the real response and y is the generated query.
J(θ) is used as the reward for the optimization
of Gθ. With the likelihood ration trick (Williams,
1992; Sutton et al., 2000), the gradient of J(θ) can
be approximated as:

∇θJ(θ) ' [Dφ(〈x, y〉)− b] · ∇θ log(p(y|x; θ)),

where b is used to reduce the variance of the esti-
mation while keeping the estimation unbiased, and
p(y|x; θ) is the probability distribution defined by
the generator Gθ.
Combined Gradient In DAL, the gradient for
updating each generator is the weighted com-
bination of ∇θJ(θ) (for natural responses) and
∇θΥ (for avoidance of safe responses):
{
∇θqrGθqr = ∇θqrΥ− λqr · ∇θqrJ(θqr)

∇θrqGθrq = ∇θrqΥ− λrq · ∇θrqJ(θrq)
. (5)

Teacher Forcing When the generator is trained
with only the adversarial signals from the discrim-
inator and the duality constraint, the training pro-
cess of the generator easily collapses. This is be-
cause the discriminator sometimes is remarkably
better than the corresponding generator in cer-
tain training batches. The discriminator can eas-
ily discriminate all the generated utterances from
real ones. The generator realizes that it gen-
erates low-quality samples but cannot figure out
the good standard. To stabilize the training pro-
cess, after each update with the combined gra-
dient ∇θqrGθqr or ∇θrqGθrq , the generators are

15



provided with real query-response pairs and are
strengthened with maximum likelihood training,
which is also known as Teacher Forcing (Li et al.,
2017; Lamb et al., 2016). The training procedure

Algorithm 1 Training of DAL.

Input: Pre-trained language models: Pq(q) on
query corpus and Pr(r) on response corpus.

Output: Gθqr and Gθrq
1: Randomly initialize Gθqr ,Gθrq , Dφqr , Dφrq .
2: Pre-train Gθqr and Gθrq using MLE.
3: Pre-train Dφqr and Dφrq by Eq. 1.
4: while models have not converged do
5: for i = 1, · · · , d do
6: Update Dφqr and Dφrq by Eq. 1.
7: end for
8: for j = 1, · · · , g do
9: Sample 〈q, r〉 from real-world data.

10: Update Gθqr by∇θqrGθqr in Eq. 5.
11: Teacher Forcing: update Gθqrwith 〈q, r〉
12: Update Gθrq by∇θrqGθrq in Eq. 5.
13: Teacher Forcing: update Gθrq with 〈q, r〉
14: end for
15: end while

of DAL is presented in Algorithm 1. Firstly, we
use maximum likelihood estimation to pre-train
Gθqr and Gθrq . Analogously, Dφqr and Dφrq are
also pre-trained according to Eq. 1. After the
pre-training phase, each generator is optimized by
both duality constraint and adversarial signal, fol-
lowed with the regularization of Teacher Forcing.
The corresponding discriminators are simultane-
ously optimized.

5 Experiments

5.1 Experimental Settings

Baselines In order to verify the performance
of DAL, we compare the following methods:
Seq2Seq: the standard Seq2Seq model (Sutskever
et al., 2014). MMI-anti: the mutual infor-
mation method (Li et al., 2016), which uses
an anti-language model in inference. MMI-
bidi: the mutual information method (Li et al.,
2016), which first generates a N-best response
set with p(r|q) and then reranks this response
set with p(q|r) in inference. Adver-REIN: the
adversarial method adopting REINFORCE algo-
rithm (Li et al., 2017). GAN-AEL: the adver-
sarial method with an approximate embedding
layer to solve the non-differentiable problem (Xu

et al., 2017). DAL-Dual (ours): DAL trained
only with maximum likelihood (Teacher Forcing)
and duality constraint (∇θqrΥ or ∇θrqΥ). DAL-
DuAd (ours): DAL-Dual with adversarial learn-
ing (Algorithm 1).

Both DAL-Dual and DAL-DuAd are methods
proposed by us: the former incorporates the dual
signal only, while the later combines the dual sig-
nal and the adversarial signal. In DAL-Dual, the
guidance of each generator can be formulated as

∇θGθ = ∇θMLE + λdual · ∇θΥ,

where ∇θMLE is the guidance from teacher forc-
ing and∇θΥ is the guidance from the duality con-
straint. In DAL-DuAd, the guidance of each gen-
erator can be formulated as

∇θGθ = ∇θMLE +λdual ·∇θΥ +λgan ·∇θJ(θ),

where∇θJ(θ) is the adversarial signal.
Experimental Settings A Sina Weibo
dataset (Zhou et al., 2017) is employed to
train the models. We treat each query-response
pair as a single-turn conversation. Attention
mechanism (Luong et al., 2015) is applied in
all the methods to enhance the performance.
All the methods are implemented based on the
open source tools Pytorch(Paszke et al., 2017)
and OpenNMT (Klein et al., 2017). 1,000,565
query-response pairs are employed as the training
data, 3,000 pairs as the validation data. The test
data is another unique 10,000 query-response
pairs. The length of all the dialogue utterances
in the training corpus ranges from 5 to 50.
Batch size is set to 64. The vocabulary size
is set to 50,000. The dimension of word em-
bedding is set to 500. All the methods adopt
a beam size of 5 in the decoding phase. The
maximum length of the target sequence is set to
50. Gradient clipping strategy is adopted when
the norm exceeds a threshold of 5. There are
2 fully-connected layers (1000*500, 500*1) in
the discriminator structure of DAL-DuAd. The
vanilla Seq2Seq, MMI-anti and MMI-bidi use
SGD as the optimizer, whose initial learning rate
is 1.0. Adver-REIN, GAN-AEL, DAL-Dual, and
DAL-DuAd use Adam (Kingma and Ba, 2014)
as the optimizer, whose initial learning rate is
0.001, β1 = 0.9, and β2 = 0.999. Both Adam and
SGD used in all the methods adopt a decay rate of
0.5 after the 8th epoch. The dropout (Srivastava
et al., 2014) probability is set to 0.5. λdual is set
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to 0.025 for both Gθqr and Gθrq . λdual is set to
0.025 and λgan is set to 1 for both Gθqr and Gθrq .
In Algorithm 1, d is set to 1 and g is set to 5. In
MMI-bidi, the size of the N-best list is set to 5. In
MMI-anti, γ is set to 0.15 and λ is set to 0.3.

5.2 Experimental Results

We firstly evaluate DAL on the task of generating
of diverse responses. Then we resort to human an-
notators to evaluate the overall quality of the gen-
erated responses. Finally, we present several cases
generated by all the involved method.
Response Diversity DISTINCT is a well-
recognized metric to evaluate the diversity of the
generated responses (Li et al., 2016; Xing et al.,
2017). In our experiment, we employ DISTINCT-
1 and DISTINCT-2, which calculate distinct uni-
grams and bigrams in the generated responses re-
spectively. Table 1 presents the results of the five
methods.

Method DISTINCT-1 DISTINCT-2
Seq2Seq 0.031 0.137
MMI-anti 0.033 0.141
MMI-bidi 0.034 0.143

Adver-REIN 0.036 0.145
GAN-AEL 0.038 0.149

DAL-Dual (ours) 0.052 0.209
DAL-DuAd (ours) 0.049 0.201

Table 1: Results of diversity evaluation.

From Table 1, we have the following ob-
servations: (1) Both MMI-anti and MMI-bidi
slightly improve the performance as compared
with Seq2Seq. MMI-bidi heavily relies on the di-
versity of the N-best response set generated by
p(r|q). When N is not large enough to include
some infrequently-occurring responses into the
optional set, this set may lack diversity, and thus
the ultimate response obtained with the reranking
strategy also lacks diversity. However, when N is
large, some responses having low coherence with
the given query will be included in the optional set,
and such responses may be selected as the final re-
sponse, which hurts the performance of MMI-bidi.
Therefore, the selection of N is an arduous task.
MMI-anti also heavily relies on the anti-language
model to obtain diverse responses. (2) Compared
with Seq2Seq, our DAL-Dual improves diversity
by 67.7% measured by DISTINCT-1 and 52.6%
measured by DISTINCT-2, which reveals the ef-
fectiveness of the dual approach in improving di-
versity. (3) As expected, compared with Adver-
Rein and GAN-AEL, our DAL-DuAd further im-

proves the diversity of the generated responses.
This observation proves our assumption that, with
the guidance of discriminators Dφqr and Dφrq , the
generator Gθrq is able to influence the generator
Gθqr to produce more diverse responses. We do
notice that DAL-Dual achieves slightly better per-
formance than DAL-DuAd on diversity. The rea-
son is that sometimes adversarial methods tend to
generate some short but quality responses such as
“Let’s go!” for given queries such as “We can have
dinner together tonight. ” or “There is an exhi-
bition at the National Museum.”. However, this
short but natural response would harm diversity.
Response Quality Since the word overlap-
based metrics such as BLEU (Papineni et al.,
2002) and embedding-based metrics are inappro-
priate for response quality evaluation due to their
low correlation with human judgment (Liu et al.,
2016; Mou et al., 2016), we resort to human anno-
tators to evaluate the overall quality of the gener-
ated responses. We employ 3 annotators to eval-
uate the quality of 200 responses generated from
each of the aforementioned methods. 2: the re-
sponse is natural, relevant and informative. 1: the
response is appropriate for the given query but
may not be very informative. 0: the response is
completely irrelevant, incoherent or contains syn-
tactic errors. The final score for each response is
the average of the scores from all the annotators.
The human evaluation results are listed in Table 2.

Method Human rating Kappa
Seq2Seq 0.470 0.56
MMI-anti 0.568 0.46
MMI-bidi 0.523 0.60

Adver-REIN 0.767 0.49
GAN-AEL 0.758 0.52

DAL-Dual (ours) 0.730 0.47
DAL-DuAd (ours) 0.778 0.50

Table 2: Results of human elevation: response quality.

The agreement among annotators is calculated
with Fleiss’ kappa (Fleiss, 1971). The agreement
ratio is in a range from 0.4 to 0.6, showing moder-
ate agreement. Based on the results, we have the
following observations: (1) DAL-DuAd achieves
the highest quality score, indicating that our DAL-
DuAd has the ability to produce coherent and in-
formative responses. (2) Adver-REIN and GAN-
AEL also obtain fairly good pointwise scores. This
is because the adversarial learning mechanism ef-
fectively guides the generated responses to be
close to the human-generated responses. (3) Com-
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Chinese English (translated)

First
case

Query 我无聊的把鼠标垫的内容一字不落的看完了 I feel so bored that I read all the words printed on
the mouse pad.

Seq2Seq 不要这样嘛！ Come on!
MMI-anti 哈哈哈哈哈哈! Haha Haha Haha!
MMI-bidi 不错不错！ Good, good!
Adver-REIN 没事没事！ It’s nothing!
GAN-AEL 哈哈。。。 Haha ...
DAL-Dual 你太可爱了！ You are so cute!
DAL-DuAd 我也是这么想的. I also catch such an idea.

Second
case

Query 昨天刚看了《等风来》, 想去下尼泊尔, 这个神奇的国度. I watched the movie Up in the Wind yesterday. It
inspires me to visit Nepal, such an amazing country.

Seq2Seq 我也想去, 可是没去过. I want to go, but I haven’t.
MMI-anti 不错啊! Good!
MMI-bidi 真的假的？？？ Seriously???
Adver-REIN 我也想去, 可是没去过. I want to go, but I haven’t.
GAN-AEL 也我就怕语言问题. Also I am concern about the language.
DAL-Dual 真的很神奇！ It’s really amazing!
DAL-DuAd 好神奇的国度! What an amazing country!

Figure 3: Case study.

pared with Seq2Seq, MMI-anti and MMI-bidi, our
DAL-Dual obtains relatively satisfactory perfor-
mance on overall quality. It shows that the dual
signal can also improve the overall quality.
Case Study We present several cases in Fig-
ure 3. For the first case involving the content
on the mouse pad, most of the baselines gener-
ate generic responses such as“Come on!”, “Haha!”
or “It’s nothing!”. On the contrary, our DAL-
Dual and DAL-DuAd method produce much more
diverse and informative responses, such as “You
are so cute!” and “I also catch such an idea.”.
These two entertaining responses are also topi-
cally coherent and logically consistent with the
given query. In the second cases, our methods are
also capable of capturing the topic amazing coun-
try shown in the query, and well generate the di-
verse and coherent responses following the topic
of the query, such as “What an amazing country!”
or “It is really amazing!”. In contrast, the base-
lines still tend to provide safe responses lacking
diversity to different queries.

5.3 Comparison of Efficiency

Efficiency is a crucial factor for real-life appli-
cations such as online chatbots. We conduct an
experiment to evaluate the efficiency of all the
methods under study. The efficiency experiment
is conducted ten times on one Tesla K40m GPU
whose memory is 11471M. The average time con-
sumed by each method to generate the responses
for 1000 queries is reported in Figure 4. MMI-
bidi-5, MMI-bidi-10 and MMI-bidi-20 denote the
MMI-bidi method with the N-best size of 5, 10
and 20 respectively. We can see that MMI-anti
and GAN-AEL are the most time-consuming in all
the baselines. Besides, we note that MMI-bidi
method with the reranking strategy, even with a
relatively small N-best size of 5, consumes much

longer time than our methods, which severely lim-
its MMI-bidi’s application in practice. However,
Seq2Seq, Adver-REIN, DAL-Dual and DAL-DuAd
have very similar efficiency performance. Com-
pared with Seq2Seq and Adver-REIN, DAL-Dual
and DAL-DuAd achieve much better performance
on diversity and overall quality. Therefore, DAL
is more suitable for real-life applications.
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Figure 4: Time consumed by different methods.

6 Conclusion

We propose a novel framework named DAL to al-
leviate two prominent problems (safe responses
and unnatural responses) plaguing dialogue gen-
eration. The dual learning proposed in this paper
is the first effort to utilize the reverse dependency
between queries and responses to reduce the prob-
ability of safe response generation and improve
the diversity of the generated responses. Adver-
sarial learning makes the generated responses as
natural to human-generated ones as possible. DAL
seamlessly integrates dual learning and adversarial
learning, which are complementary to each other.
Experimental results show that DAL achieves bet-
ter performance than the state-of-the-art methods
in terms of diversity, overall quality and efficiency.
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Abstract

Until recently, summarization evaluations
compared systems that produce summaries of
the same target length. Neural approaches to
summarization however have done away with
length requirements. Here we present detailed
experiments demonstrating that summaries of
different length produced by the same sys-
tem have a clear non-linear pattern of quality
as measured by ROUGE F1 scores: initially
steeply improving with summary length, then
starting to gradually decline. Neural models
produce summaries of different length, pos-
sibly confounding improvements of summa-
rization techniques with potentially spurious
learning of optimal summary length. We pro-
pose a new evaluation method where ROUGE
scores are normalized by those of a ran-
dom system producing summaries of the same
length. We reanalyze a number of recently re-
ported results and show that some negative re-
sults are in fact reports of system improvement
once differences in length are taken into ac-
count. Finally, we present a small-scale hu-
man evaluation showing a similar trend of per-
ceived quality increase with summary length,
calling for the need of similar normalization in
reporting human scores.

1 Introduction

Algorithms for text summarization of news de-
veloped between 2000 and 2015, were evaluated
with a requirement to produce a summary of a
pre-specified length.1 This practice likely fol-
lowed the DUC shared task, which called for sum-
maries of length fixed in words or bytes (Over

1Here is a list of the most cited ‘summarization’ papers of
that period according to Google Scholar (Erkan and Radev,
2004; Radev et al., 2004; Gong and Liu, 2001; Conroy and
O’leary, 2001; Lin and Hovy, 2000; Mihalcea, 2004; Gold-
stein et al., 2000). All of them present evaluations in which
alternative systems produce summaries of the same length,
with two of the papers fixing the number of sentences rather
than number of words.

et al., 2007) or influential work advocating for
fixed summary length around 85-90 words (Gold-
stein et al., 1999).

With the advent of neural methods, however, the
practice of fixing required summary length was
summarily abandoned. There are some excep-
tions (Ma and Nakagawa, 2013; Kikuchi et al.,
2016; Liu et al., 2018), but starting with (Rush
et al., 2015), systems produce summaries of vari-
able length. This trend is not necessarily bad.
Prior work has shown that people prefer sum-
maries of different length depending on the infor-
mation they search for (Kaisser et al., 2008) and
that variable length summaries were more effec-
tive in task-based evaluations (Mani et al., 1999).

There are, at the same time, reasons for con-
cern. The confounding effect of output length has
been widely acknowledged for example in earlier
work on sentence compression (McDonald, 2006;
Clarke and Lapata, 2007); for this task a meaning-
ful evaluation should explicitly take output length
into account (Napoles et al., 2011). For summa-
rization in general, prior to 2015, researchers re-
ported ROUGE recall as standard evaluation. Best
practices for using ROUGE call for truncating
the summaries to the desired length (Hong et al.,
2014) 2. (Nallapati et al., 2016) suggested using
ROUGE F1 instead of recall, with the following
justification “full-length recall favors longer sum-
maries, so it may not be fair to use this metric
to compare two systems that differ in summary
lengths. Full-length F1 solves this problem since
it can penalize longer summaries.”. The rest of the
neural summarization literature adopted F1 evalu-
ation without further discussion.

In this paper we study how ROUGE F1 scores

2As a matter of fact, the established practice was to re-
quire human references of different lengths in order to evalu-
ate system outputs of the respective length, a practice that has
recently been shown unnecessary (Shapira et al., 2018).
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Figure 1: ROUGE recall, precision and F1 scores for lead, random, textrank and Pointer-Generator on the
CNN/DailyMail test set.

change with summary length, finding that in the
ranges of typical lengths for neural systems it in
fact does not penalize longer summaries. We pro-
pose an alternative evaluation that appropriately
normalizes ROUGE scores and reinterpret several
recent results to show that not taking into account
differences in length may have favored misleading
conclusions. We also present a pilot analysis of
summary length in human evaluation.

2 ROUGE and Summary Length

First we examine the behavior of four systems and
their respective ROUGE-1 scores (overlap of un-
igrams between the summary and the reference),
on the CNN/DailyMail test set (Nallapati et al.,
2016). ROUGE F1 scores have a non-linear pat-
tern with respect to summary length. The graphs
for ROUGE-2 (bigram) have the same shape as
can be seen from the second row of graphs. Of the
four systems, three non-neural baselines are eval-
uated for lengths between 50 and 300, with a step
of 20. Both sentence and word tokenization are
performed using nltk (Bird et al., 2009) and words
are lowercased. The four systems are as follows:
Lead Extracts full sentences from the beginning
of the article with a total number of tokens no
more than the desired length. Many papers on neu-
ral abstractive methods produce summaries with
ROUGE scores worse than this baseline, usually

comparing with the version of extracting the first
three sentences of the article.
Random Randomly and non-repetitively selects
full sentences with a total number of tokens that
is no more than the desired length.
TextRank Sentences are scored by their centrality
in the graph with sentences as the nodes (Erkan
and Radev, 2004; Mihalcea, 2004). We use the
Gensim.summarization package (Barrios et al.,
2016) to produce these summaries.
Pointer-gen: We use the pre-trained Pointer-
Generator model of (See et al., 2017) to get out-
puts with varying lengths by restricting both min-
imum and maximum decoding steps.3 The largest
values for min and max decoding step are set to
130 and 150 respectively due to limited comput-
ing resources.

Figure 1 shows that ROUGE recall keeps in-
creasing as the summary becomes longer, while
precision decreases. For recall, it is clear that
even the random system produces better scoring
summaries if it is allowed longer length. For all
four systems, ROUGE F1 curves first rise steeply,
then decline gradually. For summaries longer than
100 words, none of the systems produces a bet-
ter score than corresponding system with shorter

3 https://github.com/abisee/pointer-generator, we used the
Tensorflow 1.0 version pre-trained pointer-generator model.
The pre-trained model performs slightly worse than what was
reported in their paper.
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summaries. For the range of less than 100 words
however, where most of the current systems fall
as we will soon see, the trend is unclear since
curves overlap and cross. In that range, differ-
ences in length may be responsible for differences
in ROUGE scores.

It is possible that such behavior is related to the
fact that ROUGE uses word overlap for compari-
son. Given the current trends of using text repre-
sentations and similarity, we also check the shape
of curves when representing the lead baseline and
reference summary in semantic space using differ-
ent methods. A higher cosine similarity between
the two representations indicates a better baseline
summary.

We represent summary and reference in embed-
ding space using five methods: (1,2) two univer-
sal sentence encoders (Cer et al., 2018); (3) the
Infersent (Conneau et al., 2017) model; (4) av-
erage and (5) max over each dimension of every
word in the input with word2vec word embeddings
(Mikolov et al., 2013).

Figure 2 shows the change in similarity be-
tween the lead baseline and the reference sum-
mary. For all representations, for summary lengths
below 100 words, the similarity increases with
length. After 100 words, the similarities plateau
or slightly decrease for one representation. This
indicates that when the number of words is not ex-
plicitly tracked, length is still a confounding factor
and may affect the evaluations that are based on
embedding similarities.

3 Normalizing ROUGE

In the data we saw so far, it is clear that difference
in length may account for difference in system
performance, while in some pairs of system, one
is better than the other irrespective of the length
of their summaries, as with the lead and random
systems. Therefore, it is of interest to adopt a
method that normalizes ROUGE scores for sum-
mary length and then re-examine prior literature
to see if any of the conclusions change once sum-
mary length is taken into account. 4

Simply dividing by summary length is unwar-
ranted given the non-linear shape of the F1 curve.
Instead, we choose to normalize the F1 score of a

4We could penalize summaries that are shorter or longer
than the reference, similar to the brevity penalty in BLEU
(Papineni et al., 2002). Such an approach however assumes
that the reference summary length is ideal and deviations
from that are clearly undesirable, a fairly strong assumption.

system by that of a random system which produces
same average output length. The output length of
a random baseline is easily controllable and any
system is expected to be at least as good in con-
tent selection as the random baseline.
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Figure 2: Cosine similarities between summaries gen-
erated by lead systems and reference in embedding
space on the CNN/DailyMail test set.

The new score also has a useful intuitive in-
terpretation. The score minus one is the per-
centage of a system improving upon a random
system which has same average summary length.
In general, it is easier for a system that pro-
duces shorter summaries to improve a lot upon
a random baseline which has equally short sum-
maries , and more difficult for systems that pro-
duce long summaries. The normalized ROUGE
score can thus distinguish a poor system which
achieves higher ROUGE scores because of gener-
ating longer texts from a system which has good
summarization techniques but tends to generate
shorter summaries. In addition, the random sys-
tem is independent of the systems to be evaluated,
thus the normalizing values can be computed be-
forehand.

4 Evaluation on CNN/DailyMail Test Set

We re-test 16 systems on the CNN/DailyMail test
set:
(1) Pointer-Generator (See et al., 2017) and its
variants: a baseline sequence-to-sequence at-
tentional model (baseline), a Pointer-Generator
model with soft switch between generating from
vocabulary and copying from input (pointer-gen)
and the same Pointer-Generator with coverage loss
(pointer-cov) for preventing repetitive generation.
There are three other content-selection variants
proposed in (Gehrmann et al., 2018) which are
also based on Pointer-Generator: (i) aligning ref-
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erence with source article (mask-hi, mask-lo) (ii)
training tagger and summarizer at the same time
(multitask), and (iii) a differentiable model with
a soft mask predicted by selection probabilities
(DiffMask).
(2) Abstractive system with bottom-up attention
(bottom-up) (Gehrmann et al., 2018) and the same
model using Transformer (BU trans) (Vaswani
et al., 2017).
(3) Neural latent extractive model (latent ext)
and the same model with compression over the
extracted sentences (latent cmpr) (Zhang et al.,
2018). This setting is important to study, be-
cause compression naturally produces a shorter
summary and a meaningful analysis of the effect
is needed.
(4) TextRank system used in previous section,
with maximum summary length set to 50 and 70.
(5) Lead-3 related systems: the first 3 sentences
of each article (lead3); compressed first 3 sen-
tences of each article which has length of corre-
sponding pointer-gen (lead-pointer) and pointer-
cov (lead-cov) output, similar to (3). The compres-
sion model we used is a Pointer-Generator trained
on 1160401 aligned sentence/reference pairs ex-
tracted from CNN/DailyMail training data and
Annotated Gigaword (AGIGA) (Napoles et al.,
2012). We extract the pairs from CNN/DailyMail
when every token from the summary sentence can
be found in the article sentence. The pairs are ex-
tracted from AGIGA when over 70% tokens of a
lead sentence are also in the headline. The min-
imum and maximum decoding step are set to be
equal so that the output lengths are fixed. Specif-
ically, let ci be the length of a summary produced
by pointer-gen, li be the length of lead 3 sentences
for the same article and l

(j)
i be the length of jth

sentence (j ≤ 3). The jth lead sentence is forced
to have output length of l(j)i ci/li tokens. The av-
erage number of tokens are not exactly the same
since the size after scaling may be off by at most 1
token.

The random scores are the average over n acti-
vations of random systems introduced in §2 (n =
10 in our setting). The instability of random sys-
tems can be mitigated by setting n to be large
enough. Besides, the average over large amounts
of test articles can also weaken this issue since
we focus on system-level comparison instead of
input-level. Given a system output length, we use
linear interpolation of the two closest points to

System Len. Sys. F1 Rand. F1 Norm.
latent cmpr 43 0.362[+2] 0.245[+0] 1.473[+13]

baseline 48 0.311[−1] 0.257[+0] 1.209[−1]

textrank 50 50 0.345[−1] 0.259[+0] 1.331[+1]

mask lo 51 0.371[+2] 0.263[+0] 1.410[+9]

BU trans 53 0.410[+10] 0.266[+0] 1.541[+11]

bottom up 55 0.412[+10] 0.272[+0] 1.517[+9]

pointer-gen 56 0.362[−3] 0.273[+0] 1.327[−4]

lead-pointer 56 0.377[+0] 0.273[+0] 1.381[+2]

mask hi 58 0.377[+0] 0.276[+0] 1.366[−2]

DiffMask 58 0.380[+0] 0.277[+0] 1.373[−1]

lead-cov 61 0.383[+0] 0.279[+0] 1.369[−3]

pointer-cov 62 0.392[+0] 0.280[+0] 1.403[+0]

multitask 63 0.376[−6] 0.281[+0] 1.341[−8]

textrank 70 71 0.363[−9] 0.288[+0] 1.259[−12]

latent ext 82 0.409[−1] 0.296[+0] 1.384[−4]

lead3 85 0.401[−3] 0.296[+0] 1.351[−10]

Rank change - 48 0 90
Spearman - 0.500 1.000 0.205
Pearson - 0.491 0.949 0.194

Table 1: System performance on the CNN/DailyMail
test set, including average summary length, system
ROUGE-1 F1 score, ROUGE-1 F1 for the random sys-
tem with same average length. Systems are ordered
by length. Values in the last three columns are sub-
scripted by the difference in rank when sorted by cor-
responding item as compared to when sorted by length.
In the bottom of the table, we show the sum of ab-
solute rank change, Spearman and Pearson correlation
between corresponding values and length.

estimate the ROUGE score of a random system
which has the same average output length.5

Table 1 shows the average length of summaries
produced by each system, the system ROUGE-1
F1 score, the corresponding ROUGE-1 F1 score of
a random system with the same average summary
length, and the proposed normalized ROUGE-1
evaluation score. The bottom of the table gives
the sum of absolute system rank change with re-
spect to the ordering by summary length and cor-
relations between corresponding values with sum-
mary length.

All systems produce summaries in the 43–
85 word range, where we already established
that ROUGE F1 increases steeply with summary
length. Another important observation is that the
scores of random systems follow exactly the or-
dering by length; here summary length alone is re-
sponsible for the over 5 ROUGE point improve-
ment. Next to notice is that the normalization

5We also explored another kind of random baseline where
the last sentence is truncated to get a summary of fixed length.
The effect of that normalization is the same as to that pre-
sented here. Detailed results can be found in our supplemen-
tary material.
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leads to about double the difference in rank change
with respect to length than regular ROUGE F1.
Hence, these scores give information about sum-
mary quality that is less related to summary length.

Now we get to revisit some of the conclusions
drawn solely from ROUGE scores, without taking
summary length into account. Many of the neural
abstractive systems produce outputs with scores
worse than the lead3 baseline. However this base-
line results in the longest summaries. Moreover,
after normalization, it becomes clear that lead3 is
in fact considerably worse than pointer-cov. As
presented in Fig. 1, the TextRank system with
summary length of 70 has better ROUGE scores
than the same system with summary length of 50.
Once these are normalized, however, the system
with shorter summaries appears to be more effec-
tive (6 points better in normalized score). Finally,
we compare the two pairs of extractive systems
as well as their versions in which the extracted
sentences are compressed. The compressed sum-
maries are about 40 words shorter for the systems
in (3) and 30 words shorter in (5). Plain ROUGE
scores decidedly indicate that compression wors-
ens system performance. When normalized how-
ever, latent cmpr emerges as the third most ef-
fective system, immediately follow the bottom-
up systems (Gehrmann et al., 2018). This is not
the case for the simplistic compression variant
in lead3, which produces shorter summaries but
barely changes its rank in the normalized score
ranking.

Finally, we compare the systems that reported
outperforming the lead3 baseline. The latent ext
system results in summaries very similar in length
to lead3. Given previous analysis, one might
think the ROUGE improvement is due to summary
length. However, the normalized score shows that
this is not the case and that the latent ext is indeed
better than lead3. Even more impressive is the
analysis of the bottom-up system, which has better
ROUGE scores than lead even though it produces
shorter summaries. It keeps its first place position
even after normalization.

Overall, the analyses we present provide com-
pelling evidence for the importance of summary
length on system evaluation. Relying only on
ROUGE would at times confound improvement in
content selection with the learned ability to gener-
ate longer summaries.

Dim. Question
IN How well does the summary capture

the key points of the article?
RL Are the details provided by the summary

consistent with details in the article?
VE How efficient do you think the summary

conveys the main point of the article?
UC How much unnecessary content

do you think the summary contains?
SR To what degree do you think the summary

is a perfect surrogate of the article?
CN How much additional informative

information can a reader find from the
article after reading the summary?

Table 2: Prompts presented to Amazon Mechanical
Turk workers

System CN IN RL SR UC VE LE
frag 4.58 2.96 3.79 2.88 3.46 3.59 31.32

lead3 4.32 3.36 4.11 3.27 3.39 3.72 78.80
ptr c 4.43 3.22 3.98 3.05 3.33 3.95 71.37
ptr n 4.40 3.10 4.00 3.11 3.49 3.69 41.50
ptr s 4.37 3.28 3.96 3.26 3.47 3.89 68.42

textrank 4.51 3.16 4.18 3.18 3.54 3.68 49.13

Table 3: Human ratings for each system. LE stands for
summary length. The rest dimensions are described in
table 2.

CN IN RL SR UC VE LE
CN 1.00∗ - - - - - -
IN -0.87∗ 1.00∗ - - - - -
RL -0.40 0.59 1.00∗ - - - -
SR -0.81 0.88∗ 0.74 1.00∗ - - -
UC -0.36 0.42 -0.16 -0.06 1.00∗ - -
VE -0.52 0.61 0.08 0.36 0.60 1.00∗ -
LE -0.79 0.96∗ 0.44 0.71 0.64 0.73 1.00∗

Table 4: Correlation among the six human rating di-
mensions defined in Table 2 and summary length LE.
Each dimension is the same as in Table 3. Entries with
p-value smaller than 0.05 are marked with ∗.

5 Human Evaluation on Newsroom

We also conduct a pilot human evaluation exper-
iment using the same data as in (Grusky et al.,
2018). The human evaluation data are 60 articles
from the Newsroom test set and summaries gen-
erated by seven systems. These are (1) extractive
systems: first three sentences of the article (lead3),
textrank with word limit of 50 (textrank) and the
‘fragments’ system (frag) representing the best
performance an extractive system can achieve. (2)
an abstractive system (Rush et al., 2015) (abstrac-
tive) trained on Newsroom data and (3) systems
with mixed strategies: Pointer-Generator trained
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Max Len. Informativeness Verbosity
50 4.13 4.58
70 4.55 4.35
90 4.94 4.42
110 5.22 4.32

Table 5: Average informativeness and verbosity rating
for lead system with max length of 50, 70, 90 and 110.

on CNN/DailyMail data set (ptr c), on subset of
Newsroom training set (ptr s) and a subset of
Newsroom training data (ptr n). After examining
the outputs of each system, the abstractive system
was excluded because the model was not properly
trained. Human evaluation results for each system
are shown in Table 3.

We ask annotators to rate six aspects of sum-
mary content quality informativeness (IN), rele-
vance (RL), verbosity (VE), unnecessary content
(UC), making people want to continue reading the
original article after reading the summary (CN)
and being a sufficient substitute for the original
article (SR) and compute the correlation among
these dimensions as well as with summary length.
Instead of rating in the range of 1 to 5 as in the
original article, we ask the workers to rate in a
range of 1 to 7, with higher value corresponds to
summary is informative and relevant to the source
article, not verbose, has no unnecessary content,
much information to be attained after reading sum-
mary and can serve as a perfect surrogate to the ar-
ticle. The correlation among six aspects and with
summary length are shown in table 4.

Some of the newly introduced questions, such
as unnecessary content and verbosity, were in-
tended to capture aspects of the summary which
may favor shorter summaries. Relevance is the
score introduced in the original (Grusky et al.,
2018) study and measures to faithfulness of con-
tent, as neural systems tend to include summary
content that is not supported by the original article
being summarized.

We find that in general people favor systems
that produce longer summaries. However, simi-
lar to our initial experiment with ROUGE, there
is no way to know if the improvement is due sim-
ply to the longer length, in which more content
can be presented, or in the content selection capa-
bilities of the system. The highest correlation be-
tween summary length and a human rating is that
for informativeness, which in hind sight is com-
pletely intuitive because the longer the summary,

System CN IN RL SR UC VE
frag 1.16 0.75 0.96 0.73 0.88 0.86

lede3 0.86 0.67 0.82 0.65 0.68 0.66
ptr c 0.91 0.66 0.82 0.63 0.68 0.63
ptr n 1.04 0.73 0.95 0.74 0.83 0.78
ptr s 0.91 0.68 0.82 0.68 0.72 0.64

textrank 1.02 0.71 0.94 0.72 0.80 0.75

Table 6: Human ratings normalized by interpolated in-
formativeness rating in table 5.

the more information it includes. The exact same
informativeness definition is used for the News-
room leaderboard (Grusky et al., 2018)6. Clearly,
a meaningful interpretation of the human scores
will require normalization similar to the one we
presented for ROUGE, with human ratings for ran-
dom or lead summaries of different length, so the
overall effectiveness of the system over these is
measured in evaluation.

To mirror the analysis of ROUGE scores, we
conduct another experiment where we present the
workers with lead system of max length 50, 70,
90 and 110 as well as the reference. Complete
sentences are extracted so that readability is main-
tained. Each HIT is assigned to 3 workers and only
contains one summary-reference pair. The aver-
age length of these four systems are 38.0, 53.4,
75.1, 92.5 respectively. Workers are told that they
may assume the reference summary captures all
key points of the article, then we ask them to rate
the informativeness and verbosity question again.
Average ratings for each length can be seen in Ta-
ble 5. Much like ROUGE, human evaluation of
informativeness is also confounded by summary
length and requires normalization for meaningful
evaluation. We normalize the original human rat-
ings for each system with the interpolated (IN) rat-
ing in table 5 and present it in table 6.

We also evaluated how the verbosity score be-
haves when applied to summaries of that length.
We chose that because it has the lowest overall
correlation with the informativeness and relevance
evaluations introduced in prior work. Its (and its
related evaluation of unnecessary content) correla-
tion with length is not significant but still appears
high. Better sense of the relationship can be ob-
tained in future work when a larger number of sys-
tem can be evaluated.

Unlike informativeness, verbosity human
scores fluctuate with length, increasing and

6https://summari.es
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decreasing without clear pattern. This suggests
future human evaluations should involve more
similar judgments likely to capture precision in
content selection, which are currently missing in
the field.

6 Conclusion

We have shown that plain ROUGE F1 scores are
not ideal for comparing current neural systems
which on average produce different lengths. This
is due to a non-linear pattern between ROUGE F1
and summary length. To alleviate the effect of
length during evaluation, we have proposed a new
method which normalizes the ROUGE F1 scores
of a system by that of a random system with same
average output length. A pilot human evaluation
has shown that humans prefer short summaries in
terms of the verbosity of a summary but overall
consider longer summaries to be of higher quality.
While human evaluations are more expensive in
time and resources, it is clear that normalization,
such as the one we proposed for automatic evalua-
tion, will make human evaluations more meaning-
ful. Finally, human evaluations related to content
precision are needed for fully evaluating abstrac-
tive summarization systems.
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A Normalizing ROUGE with truncated
random selection

System Len. Sys. F1 Rand. F1 Norm.
latent cmpr 43 0.362[+2] 0.256[+0] 1.413[+13]

baseline 48 0.311[−1] 0.267[+0] 1.165[−1]

textrank 50 50 0.345[−1] 0.270[+0] 1.280[+0]

mask lo 51 0.371[+2] 0.273[+0] 1.359[+7]

BU trans 53 0.410[+10] 0.275[−1] 1.491[+10]

bottom up 55 0.412[+10] 0.274[+1] 1.505[+10]

pointer-gen 56 0.362[−3] 0.279[+0] 1.295[−3]

lead-pointer 56 0.377[+0] 0.280[+0] 1.347[+2]

mask hi 58 0.377[+0] 0.281[+0] 1.344[−1]

DiffMask 58 0.380[+0] 0.283[+0] 1.344[−1]

lead-cov 61 0.383[+0] 0.286[−1] 1.340[−5]

pointer-cov 62 0.392[+0] 0.285[+1] 1.378[+1]

multitask 63 0.376[−6] 0.286[+0] 1.317[−8]

textrank 70 71 0.363[−9] 0.291[+0] 1.245[−12]

latent ext 82 0.409[−1] 0.298[+0] 1.374[−3]

lead3 85 0.401[−3] 0.299[+0] 1.342[−9]

Rank change - 48 4 86
Spearman - 0.500 0.944 -0.115
Pearson - 0.491 0.994 -0.047

Table 7: System performance on the CNN/DailyMail
test set, including average summary length, system
ROUGE-1 F1 score, ROUGE-1 F1 for the random sys-
tem with same average length. Systems are ordered
by length. Values in the last three columns are sub-
scripted by the difference in rank when sorted by cor-
responding item as compared to when sorted by length.
In the bottom of the table, we show the sum of ab-
solute rank change, Spearman and Pearson correlation
between corresponding values and length.
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Abstract

We show that BERT (Devlin et al., 2018) is
a Markov random field language model. This
formulation gives way to a natural procedure
to sample sentences from BERT. We generate
from BERT and find that it can produce high-
quality, fluent generations. Compared to the
generations of a traditional left-to-right lan-
guage model, BERT generates sentences that
are more diverse but of slightly worse quality.

1 Introduction

BERT (Devlin et al., 2018) is a recently released
sequence model used to achieve state-of-art results
on a wide range of natural language understanding
tasks, including constituency parsing (Kitaev and
Klein, 2018) and machine translation (Lample and
Conneau, 2019). Early work probing BERT’s lin-
guistic capabilities has found it surprisingly robust
(Goldberg, 2019).

BERT is trained on a masked language model-
ing objective. Unlike a traditional language mod-
eling objective of predicting the next word in a se-
quence given the history, masked language model-
ing predicts a word given its left and right context.
Because the model expects context from both di-
rections, it is not immediately obvious how BERT
can be used as a traditional language model (i.e.,
to evaluate the probability of a text sequence) or
how to sample from it.

We attempt to answer these questions by show-
ing that BERT is a combination of a Markov
random field language model (MRF-LM, Jernite
et al., 2015; Mikolov et al., 2013) with pseudo log-
likelihood (Besag, 1977) training. This formula-
tion automatically leads to a sampling procedure
based on Gibbs sampling.

2 BERT as a Markov Random Field

Let X = (x1, . . . , xT ) be a sequence of random
variables xi, each of which is categorical in that
it can take one of M items from a vocabulary
V = {v1, . . . , vM}. These random variables form
a fully-connected graph with undirected edges, in-
dicating that each variable xi is dependent on all
the other variables.

Joint Distribution To define a Markov random
field (MRF), we start by defining a potential over
cliques. Among all possible cliques, we only con-
sider the clique corresponding to the full graph.
All other cliques will be assigned a potential of
1 (i.e. exp(0)). The potential for this full-graph
clique decomposes into a sum of T log-potential
terms:

φ(X) =
T∏

t=1

φt(X) = exp

(
T∑

t=1

log φt(X)

)
,

where we use X to denote the fully-connected
graph created from the original sequence. Each
log-potential φt(X) is defined as

log φt(X) =





1h(xt)>fθ(X\t), if [MASK] /∈
X1:t−1 ∪Xt+1:T

0, otherwise,
(1)

where fθ(X\t) ∈ RM , 1h(xt) is a one-hot vector
with index xt set to 1, and

X\t = (x1, . . . , xt−1, [MASK] , xt+1, . . . , xT )

From this log-potential, we can define a probabil-
ity of a given sequence X as

pθ(X) =
1

Z(θ)

T∏

t=1

φt(X), (2)
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where

Z(θ) =
∑

X′

T∏

t=1

φt(X
′),

for all X ′. This normalization constant is unfor-
tunately impractical to compute exactly, rendering
exact maximum log-likelihood intractable.

Conditional Distribution Given a fixed X\t,
the conditional probability of xt is derived to be

p(xt|X\t) =
1

Z(X\t)
exp(1h(xt)>fθ(X\t)),

(3)

where

Z(X\t) =
M∑

m=1

exp(1h(m)>fθ(X\t)).

This derivation follows from the peculiar formula-
tion of the log-potential in Eq. (1). It is relatively
straightforward to compute, as it is simply softmax
normalization over M terms (Bridle, 1990).

(Stochastic) Pseudo Log-Likelihood Learning
One way to avoid the issue of intractability in com-
puting the normalization constant Z(θ) above1

is to resort to an approximate learning strategy.
BERT uses pseudo log-likelihood learning, where
the pseudo log-likelihood is defined as:

PLL(θ;D) =
1

|D|
∑

X∈D

|X|∑

t=1

log p(xt|X\t), . (4)

where D is a set of training examples. We maxi-
mize the predictability of each token in a sequence
given all the other tokens, instead of the joint prob-
ability of the entire sequence.

It is still expensive to compute the pseudo log-
likelihood in Eq. (4) for even one example, espe-
cially when fθ is not linear. This is because we
must compute |X| forward passes of fθ for each
sequence, when |X| can be long and fθ be compu-
tationally heavy. Instead we could stochastically

1 In BERT it is not intractable in the strictest sense, since
the amount of computation is bounded (by T = 500) each
iteration. It however requires computation up to exp(500)
which is in practice impossible to compute exactly.

estimate it by

1

|X|

|X|∑

t=1

log p(xt|X\t)

=Et∼U({1,...,|X|})
[
log p(xt|X\t)

]

≈ 1

K

K∑

k=1

log p(xt̃k |X\t̃k),

where t̃k ∼ U({1, . . . , |X|}. Let us refer to this as
stochastic pseudo log-likelihood learning.

In Reality The stochastic pseudo log-likelihood
learning above states that we “mask out” one to-
ken in a sequence at a time and let fθ predict it
based on all the other “observed” tokens in the se-
quence. Devlin et al. (2018) however proposed to
“mask out” multiple tokens at a time and predict
all of them given both all “observed” and “masked
out” tokens in the sequence. This brings the origi-
nal BERT closer to a denoising autoencoder (Vin-
cent et al., 2010), which could still be considered
as training a Markov random field with (approxi-
mate) score matching (Vincent, 2011).

3 Using BERT as an MRF-LM

The discussion so far implies that BERT is a
Markov random field language model (MRF-LM)
and that it learns a distribution over sentences (of
some given length). This framing suggests that we
can use BERT not only as parameter initialization
for finetuning but as a generative model of sen-
tences to either score a sentence or sample a sen-
tence.

Ranking Let us fix the length T . Then, we can
use BERT to rank a set of sentences. We can-
not compute the exact probabilities of these sen-
tences, but we can compute their unnormalized
log-probabilities according to Eq. (2):

T∑

t=1

log φt(X).

These unnormalized probabilities can be used to
find the most likely sentence within the set or to
sort the sentences according to their probabilities.

Sampling Sampling from a Markov random
field is less trivial than is from a directed graph-
ical model which naturally admits ancestral sam-
pling. One of the most widely used approaches
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the nearest regional centre is alemanno , with another connec-
tion to potenza and maradona , and the nearest railway station
is in bergamo , where the line terminates on its northern end

for all of thirty seconds , she was n’t going to speak . maybe
this time , she ’d actually agree to go . thirty seconds later ,
she ’d been speaking to him in her head every

’ let him get away , mrs . nightingale . you could do it again
. ’ ’ he - ’ ’ no , please . i have to touch him . and when you
do , you run .

“ oh , i ’m sure they would be of a good service , ” she assured
me . “ how are things going in the morning ? is your husband
well ? ” “ yes , very well

he also “ turned the tale [ of ] the marriage into a book ” as
he wanted it to “ be elegiac ” . both sagas contain stories of
both couple and their wedding night ;

“ i know . ” she paused .“ did he touch you ? ” “ no . ” “ ah .
” “ oh , no , ” i said , confused , not sure why

“ i had a bad dream . ” “ about an alien ship ? who was it ?
” i check the text message that ’s been only partially restored
yet, the one that says love .

i watched him through the glass , wondering if he was going
to attempt to break in on our meeting . but he did n’t seem to
even bother to knock when he entered the room . i was n’t

replaced chris hall ( st . louis area manager ) . june 9 : mike
howard ( syndicated “ good morning ” , replaced steve koval
, replaced dan nickolas , and replaced phil smith ) ;

“ how long has it been since you have made yourself an offer
like that ? ” asked planner . “ oh ” was the reply . planner
had heard of some of his other business associates who had

Table 1: Random sample generations from BERT base (left) and GPT (right).

is Markov-chain Monte-Carlo (MCMC) sam-
pling (Neal, 1993; Swendsen and Wang, 1986;
Salakhutdinov, 2009; Desjardins et al., 2010; Cho
et al., 2010). In this report, we only consider
Gibbs sampling which fits naturally with (stochas-
tic) pseudo log-likelihood learning.

In Gibbs sampling, we start with a random ini-
tial state X0, which we initialize to be an all-mask
sequence, i.e., ([MASK] , . . . , [MASK]), though
we could with a sentence consisting of randomly
sampled words or by retrieving a sentence from
data. At each iteration i, we sample the position
ti uniformly at random from {1, . . . , T} and mask
out the selected location, i.e., xi

ti
= [MASK], re-

sulting in Xi
\ti . We now compute p(xti |Xi

\ti) ac-
cording to Eq. (3), sample x̃ti from it2, and con-
struct the next sequence by

Xi+1 = (xi1, . . . , x
i
ti−1, x̃ti , x

i
ti+1, . . . , x

i
T ).

We repeat this procedure many times, preferably
with thinning.3 Because Gibbs sampling, as well
as any MCMC sampler with a local proposal dis-
tribution, tends to get stuck in a mode of the dis-
tribution, we advise running multiple chains of
Gibbs sampling or using different sentence initial-
izations.

Sequential Sampling The undirectedness of the
MRF-LM and the bidirectional nature of BERT do
not naturally admit sequential sampling, but given
that the dominant approach to text generation is

2 In practice, one can imagine sampling from the k-most
probable words (Fan et al., 2018). We find k = 100 to be
effective in early experiments.

3 Thinning refers to the procedure of selecting a sample
only once a while during MCMC sampling.

left-to-right, we experiment with generating from
BERT in such a manner.

As with our non-sequential sampling scheme,
we can begin with a seed sentence of either all
masks or a random sentence. Whereas previously
we sampled a position t ∈ {1, . . . , T} to mask out
and generate for at each time step, in the sequen-
tial setting, at each time step t, we mask out xtt,
generate a word for that position, and substitute
it into the sequence. After T timesteps, we have
a sampled a token at each position, at which we
point we can terminate or repeat the process from
the current sentence.

4 Experiments

Our experiments demonstrate the potential of us-
ing BERT as a standalone language model rather
than as a parameter initializer for transfer learn-
ing (Devlin et al., 2018; Lample and Conneau,
2019; Nogueira and Cho, 2019). We show that
sentences sampled from BERT are well-formed
and are assigned high probabilities by an off-the-
shelf language model. We take pretrained BERT
models trained on a mix of Toronto Book Corpus
(TBC, Zhu et al., 2015) and Wikipedia provided
by Devlin et al. (2018) and its PyTorch implemen-
tation4 provided by HuggingFace. We experiment
with both the base and large BERT configuations.

4.1 Evaluation

We consider several evaluation metrics to estimate
the quality and diversity of the generations.

4 https://github.com/huggingface/
pytorch-pretrained-BERT
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Model Self-BLEU (↓)
% Unique n-grams (↑)

Self WT103 TBC

n=2 n=3 n=4 n=2 n=3 n=4 n=2 n=3 n=4

BERT (large) 9.43 63.15 92.38 98.01 59.91 91.86 98.43 64.59 93.27 98.59
BERT (base) 10.06 60.76 91.76 98.14 57.90 91.72 98.55 60.94 92.04 98.56

GPT 40.02 31.13 67.01 87.28 33.71 72.86 91.12 25.74 65.04 88.42
WT103 9.80 70.29 94.36 99.05 56.19 88.05 97.44 68.35 94.20 99.23

TBC 12.51 62.19 92.70 98.73 55.30 91.08 98.81 44.75 82.06 96.31

Table 2: Self-BLEU and percent of generated n-grams that are unique relative to own generations (left) WikiText-
103 test set (middle) a sample of 5000 sentences from Toronto Book Corpus (right). For the WT103 and TBC
rows, we sample 1000 sentences from the respective datasets.

Quality To automatically measure the quality of
the generations, we follow Yu et al. (2017) by
computing BLEU (Papineni et al., 2002) between
the generations and the original data distributions
to measure how similar the generations are. We
use a random sample of 5000 sentences from the
test set of WikiText-103 (WT103, Merity et al.,
2016) and a random sample of 5000 sentences
from TBC as references.

We also use the perplexity of a trained language
model evaluated on the generations as a rough
proxy for fluency. Specifically, we use the Gated
Convolutional Language Model (Dauphin et al.,
2016) pretrained on WikiText-1035.

Diversity To measure the diversity of each
model’s generations, we compute self-BLEU (Zhu
et al., 2018): for each generated sentence, we com-
pute BLEU treating the rest of the sentences as ref-
erences, and average across sentences. Self-BLEU
measures how similar each generated sentence is
to the other generations; high self-BLEU indicates
that the model has low sample diversity.

We also evaluate the percentage of n-grams that
are unique, when compared to the original data
distribution and within the corpus of generations.
We note that this metric is somewhat in opposition
to BLEU between generations and data, as fewer
unique n-grams implies higher BLEU.

Methodology We use the non-sequential sam-
pling scheme with sampling from the top k = 100
most frequent words at each time step, as empir-
ically this led to the most coherent generations.
We show generations from the sequential sam-
pler in Table 4 in the appendix. We compare
against generations from a high-quality neural lan-
guage model, the OpenAI Generative Pre-Training

5https://github.com/pytorch/fairseq/
tree/master/examples/conv_lm

Model Corpus-BLEU (↑) PPL (↓)
WT103 TBC

BERT (large) 5.05 7.60 331.47
BERT (base) 7.80 7.06 279.10

GPT 10.81 30.75 154.29
WT103 17.48 6.57 54.00

TBC 10.05 23.05 314.28

Table 3: Quality metrics of model generations. Per-
plexity (PPL) is measured using an additional language
model (Dauphin et al., 2016). For the WT103 and TBC
rows, we sample 1000 sentences from the respective
datasets.

Transformer (Radford et al., 2018, GPT), which
was trained on TBC and has approximately the
same number of parameters as the base configura-
tion of BERT. For BERT, we pad each input with
special symbols [CLS] and [SEP]. For GPT, we
start with a start of sentence token and generate
left to right. For all models, we generate 1000 un-
cased sequences of length 40. Finally, as a triv-
ial baseline, we sample 1000 sentences from TBC
and the training split of WT103 and compute all
automatic metrics against these samples.

5 Results

We present sample generations, quality results,
and diversity results respectively in Tables 1, 2, 3.

We find that, compared to GPT, the BERT gen-
erations are of worse quality, but are more diverse.
Surprisingly, the outside language model, which
was trained on Wikipedia, is less perplexed by
the GPT generations than the BERT generations,
even though GPT was only trained on romance
novels and BERT was trained on romance nov-
els and Wikipedia. On actual data from TBC, the
outside language model is about as perplexed as
on the BERT generations, which suggests that do-
main shift is an issue in using a trained language
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Figure 1: Fluency scores for 100 sentences samples from each of BERT large, BERT base, and GPT, as judged by
human annotators according to a four-point Likert scale.

model for evaluating generations and that the GPT
generations might have collapsed to fairly generic
and simple sentences. This observation is further
bolstered by the fact that the GPT generations have
a higher corpus-BLEU with TBC than TBC has
with itself. The perplexity on BERT samples is
not absurdly high, and in reading the samples, we
find that many are fairly coherent. The corpus-
BLEU between BERT models and the datasets is
low, particularly with WT103.

We find that BERT generations are more di-
verse than GPT generations. GPT has high n-gram
overlap (smaller percent of unique n-grams) with
TBC, but surprisingly also with WikiText-103, de-
spite being trained on different data. Furthermore,
GPT generations have greater n-gram overlap with
these datasets than these datasets have with them-
selves, further suggesting that GPT is relying sig-
nificantly on generic sentences. BERT has lower
n-gram overlap with both corpora, with similar de-
grees of n-gram overlap as the samples of the data.

For a more rigorous evaluation of generation
quality, we collect human judgments on sentence
fluency for 100 samples from BERT large, BERT
base, and GPT using a four point Likert scale.
For each sample we ask three annotators to rate
the sentence on its fluency and take the average
of the three judgments as the sentence’s fluency
score. We present a histogram of the results in
Figure 1. For BERT large, BERT base, and GPT
we respectively get mean scores over the samples
of 2.37 (σ = 0.83), 2.65 (σ = 0.65), and 2.80
(σ = 0.51). All means are within a standard devia-
tion of each other. BERT base and GPT have simi-
lar unimodal distributions with BERT base having

a slightly more non-fluent samples. BERT large
has a bimodal distribution.

6 Conclusion

We show that BERT is a Markov random field lan-
guage model. Formulating BERT in this way gives
rise to a practical algorithm for generating from
BERT based on Gibbs sampling that does not re-
quire any additional parameters or training. We
verify in experiments that the algorithm produces
diverse and fairly fluent generations. The power
of this framework is in allowing the principled ap-
plication of Gibbs sampling, and potentially other
MCMC algorithms, for generating from BERT.

Future work might explore these improved sam-
pling methods, especially those that do not need
to run the model over the entire sequence each
iteration and that more robustly handle variable-
length sequences. To facilitate such investigation,
we release our code on GitHub at https:
//github.com/nyu-dl/bert-gen and
a demo as a Colab notebook at https://
colab.research.google.com/drive/
1MxKZGtQ9SSBjTK5ArsZ5LKhkztzg52RV.
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A Other Sampling Strategies

We explored two other sampling strategies: left-
to-right and generating for all positions at each
time step. See Section 3 for an explanation of
the former. For the latter, we start with an ini-
tial sequence of all masks, and at each time step,
we would not mask any positions but would gen-
erate for all positions. This strategy is designed
to save on computation. However, we found that
this tended to get stuck in non-fluent sentences that
could not be recovered from. We present sample
generations for the left-to-right strategy in Table 4.
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all the good people , no more , no less . no more . for ... the kind of better people ... for ... for ... for ... for ... for ... for ...
as they must become again .

sometimes in these rooms , here , back in the castle . but then : and then , again , as if they were turning , and then slowly
, and and then and then , and then suddenly .

other available songs for example are the second and final two complete music albums among the highest played artists ,
including : the one the greatest ... and the last recorded album , ” this sad heart ” respectively .

6 that is i ? ? and the house is not of the lord . i am well ... the lord is ... ? , which perhaps i should be addressing : ya is
then , of ye ? ?

four - cornered rap . big screen with huge screen two of his friend of old age . from happy , happy , happy . left ? left ?
left ? right . left ? right . right ? ?

Table 4: Random sample generations from BERT base using a sequential, left-to-right sampling strategy.
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Abstract
Neural text simplification has gained increas-
ing attention in the NLP community thanks
to recent advancements in deep sequence-to-
sequence learning. Most recent efforts with
such a data-demanding paradigm have dealt
with the English language, for which sizeable
training datasets are currently available to de-
ploy competitive models. Similar improve-
ments on less resource-rich languages are con-
ditioned either to intensive manual work to
create training data, or to the design of ef-
fective automatic generation techniques to by-
pass the data acquisition bottleneck. Inspired
by the machine translation field, in which syn-
thetic parallel pairs generated from monolin-
gual data yield significant improvements to
neural models, in this paper we exploit large
amounts of heterogeneous data to automati-
cally select simple sentences, which are then
used to create synthetic simplification pairs.
We also evaluate other solutions, such as over-
sampling and the use of external word em-
beddings to be fed to the neural simplification
system. Our approach is evaluated on Italian
and Spanish, for which few thousand gold sen-
tence pairs are available. The results show that
these techniques yield performance improve-
ments over a baseline sequence-to-sequence
configuration.

1 Introduction

Text simplification aims at making a text more
readable by reducing its lexical and structural
complexity while preserving the meaning. (Chan-
drasekar and Bangalore, 1997; Carroll et al., 1998;
Vickrey and Koller, 2008; Crossley et al., 2012;
Shardlow, 2014). Neural approaches to the task
have gained increasing attention in the NLP com-
munity thanks to recent advancements of deep,

sequence-to-sequence approaches. However, all
recent improvements have dealt with English. The
main reason is that such data-hungry approaches
require large training sets (in the order of hundred
thousand instances) and sizable datasets have been
developed and made available only for this lan-
guage. Indeed, the only available datasets com-
posed of a complex and a simple version of the
same document, which are large enough to ex-
periment with deep neural systems, are Newsela
(Xu et al., 2015) and the aligned version of simple
and standard English Wikipedia (Zhu et al., 2010).
These data have become the common benchmark
for evaluating new approaches to neural text sim-
plification. These methods rely on the use of deep
reinforcement learning (Zhang and Lapata, 2017),
memory-augmented neural networks (Vu et al.,
2018), the combination of semantic parsing and
neural approaches (Sulem et al., 2018) and the per-
sonalisation to specific grade levels (Scarton and
Specia, 2018). Due to data paucity, none of them
can be tested on other languages, for which less
data-intensive, rule-based solutions have been pro-
posed (Brouwers et al., 2012; Bott et al., 2012;
Barlacchi and Tonelli, 2013). The main disad-
vantage of such solutions, however, is a reduced
portability and scalability to new scenarios, which
require the creation of new sets of rules each time
a new language (or a new domain with specific id-
iosyncrasies) has to be covered.

To alleviate the data bottleneck issue, enabling
the development of neural solutions also for lan-
guages other than English, we explore data aug-
mentation techniques for creating task-specific
training data. Our experiments range from sim-
ple oversampling techniques to weakly supervised
data augmentation methods inspired by recent
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works in other NLP tasks (Bérard et al., 2016;
Ding and Balog, 2018), in particular Machine
Translation (MT) (Sennrich et al., 2016b). In a
nutshell, taking an opposite direction to simplifi-
cation, we proceed by i) automatically selecting
simple sentences from a large pool of monolin-
gual data, and ii) synthetically creating complex
sentences. These artificially created sentences will
be then used as the “source” side of new difficult–
simple training pairs fed into an MT-like encoder-
decoder architecture.

Our hypothesis is that, though sub-optimal due
to possible errors introduced in the automatic
generation of complex sentences, these training
pairs represent useful material for building our
sequence-to-sequence text simplification models.
Under this hypothesis, any noise in the source side
of the pairs can still be treated as an approximation
of text difficulty that, paired with its correct sim-
plified counterpart, can contribute to model train-
ing.

We run our experiments on Italian and Span-
ish, two languages for which only small datasets
of manually curated simplifications are available.
The main contributions of this work are:

• We explore different approaches for aug-
menting training data for neural text simpli-
fication using weak supervision;

• We test them in under-resourced conditions
on Italian and Spanish.

2 Related work

The lack of data for training sequence-to-sequence
models is a problem that has been addressed in
several NLP tasks. In MT, for instance, syn-
thetic parallel data for low-resource settings have
been generated by automatically translating sen-
tences from the target language into the source lan-
guage (Sennrich et al., 2016b,a). In speech trans-
lation, recent works (Bérard et al., 2016; Jia et al.,
2018) have shown that end-to-end models can
be successfully trained on artificial source audio–
target text pairs built from synthesized speech
data and/or machine-translated text.

For keyword-to-question generation, small
training data have been first inverted to create a
question-to-keyword dataset and then used to ar-
tificially generate keywords given a large quantity
of questions (Ding and Balog, 2018).

In all these tasks, when added to the original
data, the synthetic sets always result in signifi-
cant improvements in performance. Even if sub-
optimal due to variable noise introduced on the
source side by automatic processing, large “silver”
data provide a valuable additional complement to
small “gold” training corpora.

Regarding neural text simplification, we are not
aware of previous work on extending small train-
ing corpora with synthetic data. Indeed, the lack
of training instances has been a major issue in the
development of such applications for languages
other than English.

3 Neural sentence simplification system

Our sentence simplification approach is based on
the attentional encoder-decoder model (Bahdanau
et al., 2014) initially proposed for MT. It takes as
input a complex sentence and outputs its simpli-
fied version (Nisioi et al., 2017). Cast as a (mono-
lingual) translation task, it provides a comprehen-
sive solution to address both lexical and structural
simplification, since the model does not only learn
single term replacements, but also more complex
structural changes. Initially, a sequence of words
is fed to the encoder, which maps it into a se-
quence of continuous representations (the hidden
states of the encoder) providing increasing lev-
els of abstraction. At each time step, based on
these continuous representations and the generated
word in the previous time step, the decoder gen-
erates the next word. This process continues un-
til the decoder generates the end-of-sentence sym-
bol. This sequence-to-sequence model is extended
by adding a pointer-generator network that allows
both copying words via pointing to the source sen-
tence, and generating words from a fixed vocab-
ulary (See et al., 2017). At each time step, the
network estimates the probability of generating a
word and uses this probability as a gate to de-
cide whether to generate or copy the word. To
apply this pointer-generator network, a shared vo-
cabulary containing all the words in the complex
and simple training sentences is used. This archi-
tecture is implemented in the OpenNMT platform
(Klein et al., 2017).

4 Data augmentation

Our experimentation starts from the availabil-
ity of a limited quantity (few tens of thousand
complex-to-simple sentence pairs) of high-quality
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gold standard data that is used to train and evaluate
our pointer-generator network baseline.

To satisfy the need of much larger training sets
required to exploit the generalization capabilities
of neural approaches,1 we explore three different
data augmentation strategies:

Oversampling: In line with the work in MT-
related tasks like automatic post-editing (Chatter-
jee et al., 2017), we increase the size of the train-
ing set by multiplying the whole original training
corpus (5 and 10 times) to maximize the use of the
few “gold” sentence pairs available.

Simple-to-simple synthetic pairs creation:
Starting from large monolingual corpora, we auto-
matically extract the simplest sentences using dif-
ferent heuristics, and then duplicate them to cre-
ate simple-to-simple pairs. These are then used
as synthetic data to train the simplification sys-
tem. The intuition behind this strategy is to add
information that can be beneficial to the creation
of better word embedding representations and to
introduce a bias in the decoder towards producing
simple outputs.

Simple-to-complex synthetic pairs creation:
We convert the gold data into a set of simple-to-
complex pairs inspired by the work in MT (Sen-
nrich et al., 2016b) and in keyword-to-question
(Ding and Balog, 2018), and then use the Open-
NMT toolkit to train a “complexifier” system.
Then, we run it on the set of simple sentences
selected to create the simple-to-simple pairs (see
above) to obtain additional simple-to-complex
pairs. Finally, we revert the pairs again and
use them as synthetic data to train the simplifi-
cation system. The intuition behind this strat-
egy is to maintain the human-generated simpli-
fied sentences in the target side of the parallel
data to improve the generation of simplified sen-
tences. This comes at the cost of accepting the
low quality of automatically “complicated” source
sentences. Due to the limited amount of training
data available, we do not expect that complicat-
ing a sentence is an easier task than making it
simpler, so the quality of the automatic complex
sentences can be limited. With this method, how-
ever, we are interested in checking if the neural
network approach is able to infer useful informa-

1In speech recognition and MT, for instance, the impres-
sive performance obtained by end-to-end systems is the re-
sult of resource-intensive training, respectively on thousands
of hours of transcribed speech (Chiu et al., 2018) and tens of
millions of parallel sentences (Hassan et al., 2018).

tion from low-quality data when dealing with few
gold-standard sentence pairs. We expect that, sim-
ilar to MT, a neural simplification model can be
trained even if the source data is not of high qual-
ity, given that the sentences on the target side are
correct.

Additionally, we explore also whether large
scale pre-trained embeddings can improve text
simplification models. A similar setting was eval-
uated on English (Nisioi et al., 2017) and did not
yield remarkable improvements. However, our
intuition is that pre-trained embeddings may be
more beneficial in low-resource conditions, pro-
viding additional information that cannot be ex-
tracted from small training corpora.

5 Experimental Setup

We run our experiments on two languages, Ital-
ian and Spanish. Below, we describe for each lan-
guage the gold standard and the simple monolin-
gual data extraction process to augment our train-
ing data.

5.1 Italian
To obtain the Italian gold standard, we merge three
available data sets, namely:

• The SIMPITIKI corpus (Tonelli et al., 2016),
a manually curated corpus with 1, 166
complex–simple pairs extracted from Italian
Wikipedia and from documents in the admin-
istrative domain;

• The corpus presented in (Brunato et al.,
2015), another manually curated corpus com-
prising 1, 690 sentence pairs from the educa-
tional domain;

• A subset of the PaCCSS-it corpus (Brunato
et al., 2016), which contains 63, 000
complex-to-simple sentence pairs automat-
ically extracted from the Web. In order
to extract only the pairs of higher quality,
we pre-processed the corpus by discarding
sentence pairs with special characters, mis-
spellings, non-matching numerals or dates,
and a cosine similarity below 0.5.

The final gold standard contains 32, 210 complex-
to-simple pairs.

The set of simple sentences used to create the
synthetic pairs is obtained from a large mono-
lingual corpus covering both formal and infor-
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Pretr. Emb. Copied Complic. ITA x1 ITA x5 ITA x10 SPA x1 SPA x5 SPA x10
- - - 44.6 48.5 48.1 28.4 27.4 27.6

- - 47.3 48.8 49.5 29.1 28.2 28.1
- - 44.4 49.4 49.1 23.1 24.3 28.6

- 44.2 49.2 49.2 24.6 25.0 27.2
- - 48.0 49.9 49.8 28.6 28.6 30.6

- 47.9 49.9 50.0 28.6 28.7 30.8
- 45.6 49.3 49.5 29.0 29.1 26.2

45.2 49.9 49.7 24.9 25.0 26.2

Table 1: Results of neural simplification experiments on Italian and Spanish data (SARI)

mal language, including Italian Opensubtitles,2

the Paisà corpus (Lyding et al., 2014), Wikipedia
and the collection of Italian laws.3 This merging
process results in around 1.3B words and 125M
sentences. We rank all sentences by readability
level according to the best features described in
(Dell’Orletta et al., 2014) and keep the 500, 000
most readable (i.e. simplest) sentences to create
the synthetic pairs. This process is needed due
to the lack of an Italian equivalent of the Sim-
ple English Wikipedia,4 which is widely used as
a source of simple monolingual data when dealing
with English text simplification (Zhu et al., 2010;
Woodsend and Lapata, 2011). From the large cor-
pus described above, before filtering only simple
sentences, we also create word embeddings with
300 dimensions using word2vec (Mikolov et al.,
2013).

5.2 Spanish
The Spanish gold standard is obtained from the
Spanish Newsela corpus,5 containing 1, 221 doc-
uments manually annotated by professionals for
different proficiency levels. We align complex–
simple pairs using the CATS-Align6 tool (Štajner
et al., 2018) and discard the pairs coupled with an
alignment accuracy below 0.5. The gold standard
contains 55, 890 complex-to-simple pairs.

The set of simple sentences used to create the
synthetic pairs is extracted from a large monolin-

2www.opensubtitles.org
3www.gazzettaufficiale.it
4simple.wikipedia.org/wiki/Simple_

English_Wikipedia.
5newsela.com/data
6The tool (github.com/neosyon/

SimpTextAlign) includes several lexical and se-
mantic text similarity methods and alignment strategies for
simplified text alignment at different text representation
levels (paragraph, sentence, and sentence with paragraph
pre-alignment).

gual corpus covering different domains, obtained
from websites written in simple Spanish for lan-
guage learners.7 The documents are then ranked
based on the Flesch-Szigriszt readability score for
Spanish (Szigriszt, 1993)8 and all sentences be-
longing to the most readable ones are included in
the set of simple monolingual data (484, 325 sim-
ple sentences in total, from a set of about 1.2M
sentences). For Spanish, we do not rank directly
the sentences because there is no specific study to
identify metrics at sentence level similar to the one
for Italian presented in (Dell’Orletta et al., 2014).

The Spanish embeddings used in the simplifi-
cation process are those obtained from the Span-
ish Billion Word Corpus, that is widely used in
NLP experiments on Spanish (Zea et al., 2016;
Quirós et al., 2016).9 To favour the extraction of
word embeddings from simple texts, we increase
the Spanish Billion Word Corpus by adding our
extracted simple Spanish texts. In total, Spanish
word embeddings are extracted from a corpus of
nearly 1.5B words.

5.3 System configuration

OpenNMT is run on a Nvidia Tesla K80 GPU
using stochastic gradient descent (Robbins and
Monro, 1951) optimization with learning rate 1.
Each run is repeated three times with different
seeds, then the average value is considered. Since
the source and target languages are the same, in

7For example www.cuentosinfantiles.net or
www.mundoprimaria.com

8This score is an adaptation of the Flesch Index (Flesch,
1946), which provides a readability measure combining word
and sentence length in a 1-100 scale (the closer the score is to
100, the easier the text is to read). The Flesch-Szigriszt adap-
tation refines the original Flesch equation by also considering
the number of syllables and phrases in the text.

9github.com/uchile-nlp/
spanish-word-embeddings
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the preprocessing phase their vocabulary is shared.
We split data into train/dev/test with ratio 90/5/5
respectively. For Italian, this results in a split
of 29, 260/1, 475/1, 475 sentence pairs, while for
Spanish it is 50, 301/2, 794/2, 795.

6 Evaluation

We report in Table 1 the results of Italian and
Spanish text simplification using different settings
and data augmentation techniques. For each lan-
guage, we evaluate the results using the gold train-
ing set as is, and expanding it through oversam-
pling (i.e. repetition of the same sentence pairs 5
and 10 times). In addition, we evaluate the impact
of: i) adding pre-trained word embeddings built
on large monolingual corpora (Pretr.Emb), ii) us-
ing the simple-to-simple pairs for data augmenta-
tion (Copied), and iii) using, for the same purpose,
the simple-to-complex synthetic pairs (Complic.).
We also explore the addition of different combina-
tions of the aforementioned resources. The evalu-
ation is performed by computing the SARI score
(Xu et al., 2016) on the test set.

Our results show that adding only pre-trained
word embeddings trained on large monolingual
corpora achieves, in general, better performance
than the baseline (max: +2.73 SARI points for
Italian, +0.8 for Spanish). Our experiments show
also that the usefulness of simple-to-simple pairs
cannot be generalised: they are beneficial for all
results on Italian and SPAx10, while they are harm-
ful for SPAx1 and SPAx5. Our intuition is that
the copied data pushed the system in the direc-
tion of learning to copy the source sentence in the
output instead of simplifying it, which can cre-
ate some instability in the model during training.
The addition of simple-to-simple pairs and of pre-
trained word embeddings does not yield large im-
provements, confirming the idea that the copied
pairs mainly affect the quality of the word em-
bedding representations instead of the relation be-
tween complex and simple sentences (i.e. atten-
tion network).

The largest gains in performance are obtained
when using the simple-to-complex synthetic pairs.
Both in isolation and when paired with pre-trained
embeddings, they make the neural model able to
outperform the baseline up to +3.4 SARI points.
The best results for both languages are obtained by
multiplying the training data by 10 and adding the
simple-to-complex synthetic data. These config-

urations outperform the standard settings (ITAx1
and SPAx1) by +5.4 SARI points for Italian and
and +2.4 for Spanish.

When concatenating all the synthetic and real
data, and the pre-trained embeddings are used, the
performance is comparable with the one obtained
using the simple-to-complex synthetic pairs, but at
the cost of using a larger quantity of training data.

Although we cannot make a direct comparison
of the SARI scores across different languages, Ital-
ian and Spanish are typologically very similar, and
therefore we can argue that our models for neu-
ral simplification in Italian works better than the
Spanish ones. This may depend on several rea-
sons. For Italian, the selection of 500, 000 sim-
ple sentences is based on sentence-specific fea-
tures correlated with high readability, emerged
from the analysis in (Dell’Orletta et al., 2014). On
the contrary, extracting simple monolingual sen-
tences based on the readability score at document
level, as we did for Spanish, is more prone to in-
consistencies. Other differences may be due to
the quality of gold standard data: although the
Spanish gold standard is bigger than the Italian
one (55, 890 complex-simple sentence pairs vs.
32, 210 pairs respectively), its language is gener-
ally more complex, since it contains news articles,
while the Italian gold standard includes to a large
extent stories for children and textbooks. Besides,
while some of the Italian sentences were manually
aligned, the Spanish gold data were obtained by
automatically extracting complex-to-simple pairs
from the Newsela corpus, in which the alignment
had been done at document level.

As a comparison, we evaluate on the same test
set also the MUSST syntactic simplifier (Scarton
et al., 2017), a freely available system implement-
ing a set of simplification rules for Italian and
Spanish. We obtain 20.16 SARI for Italian and
21.24 for Spanish. Our results show that, despite
some issues described before, low-resource neu-
ral simplification is still a promising research di-
rection to pursue, especially with data augmenta-
tion. This is particularly true for Spanish MUSST,
which includes a richer set of rules than the Italian
version, but that achieves nevertheless -9.56 SARI
points than the best neural model for Spanish.

7 Conclusions

We presented several techniques to augment the
amount of training data for neural text simplifica-
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tion through weak supervision. Our solutions were
evaluated on Italian and Spanish using a sequence-
to-sequence approach. Our results show that us-
ing external embeddings is generally beneficial in
a low-resource setting, since they provide addi-
tional information that cannot be extracted from a
limited amount of training pairs. Another gain in
performance is achieved using complex-to-simple
synthetic pairs created with a ‘complexifier’ sys-
tem.

In the future, we plan to extend both the lan-
guages of the experiments and the data augmenta-
tion techniques, for example by applying machine
translation to increase the amount of gold sentence
pairs across languages, or by using bootstrapping
techniques.
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Abstract
Semi-supervised learning is an efficient way
to improve performance for natural language
processing systems. In this work, we propose
Para-SSL, a scheme to generate candidate ut-
terances using paraphrasing and methods from
semi-supervised learning. In order to perform
paraphrase generation in the context of a di-
alog system, we automatically extract para-
phrase pairs to create a paraphrase corpus. Us-
ing this data, we build a paraphrase generation
system and perform one-to-many generation,
followed by a validation step to select only the
utterances with good quality. The paraphrase-
based semi-supervised learning is applied to
five functionalities in a natural language un-
derstanding system.

Our proposed method for semi-supervised
learning using paraphrase generation does not
require user utterances and can be applied
prior to releasing a new functionality to a sys-
tem. Experiments show that we can achieve
up to 19% of relative semantic error reduction
without an access to user utterances, and up to
35% when leveraging live traffic utterances.

1 Introduction

Task-oriented dialog systems are used frequently,
either providing mobile support (e.g. Siri, Bixby)
or at-home service (e.g. Alexa, Google Home).
Natural language understanding (NLU) technol-
ogy is one of the components for dialog systems,
producing interpretation for an input utterance.
Namely, an NLU system takes recognized speech
input and produces intents, domains, and slots for
the utterance to support the user request (Tur and
De Mori, 2011). For example, for a user request
“turn off the lights in living room,” the NLU sys-
tem would generate domain Device, intent Light-
Control, and slot values of “off” for OffTrigger and
“living room” for Location. In this work, we de-
fine functionality as a dialog system’s capability

given NLU output (e.g., turning off a light, play-
ing a user’s playlist).

It is crucial for applications to add support
for new functionalities and improve them con-
tinuously. An efficient method for this is semi-
supervised learning (SSL), where the model learns
from both unlabeled as well as labeled data. One
SSL method for NLU is to find functionality-
relevant user utterances in live traffic and use them
to augment the training data. In this work, we
explore an alternative SSL approach “Para-SSL,”
where we generate functionality-relevant utter-
ances and augment them by applying a conserva-
tive validation. To generate functionality-relevant
utterances, we use paraphrasing, a task to gener-
ate an alternative surface form to express the same
semantic content (Madnani and Dorr, 2010). Para-
phrasing has been used for many natural language
processing (NLP) tasks to additionally generate
training data (Callison-Burch et al., 2006).

We view the generation work as a translation
task (Quirk et al., 2004; Bannard and Callison-
Burch, 2005), where we translate an utterance into
its paraphrase that supports the same functional-
ity. In our task, it is crucial to perform one-to-
many generation so that we can obtain a bigger
candidate pool for utterance augmentation. In this
work, we use beam search to generate n-best list
from paraphrase generation model. We then apply
a validation step for utterances in the generated n-
best list and augment the ones that could be suc-
cessfully validated.

In order to model paraphrases that fit to the style
of dialog system, we build a paraphrase corpus for
NLU modeling by automatically extracting para-
phrases in terms of NLU functionality. Experi-
ments on five functionalities of our dialog system
show that we can achieve up to 35% of relative er-
ror reduction by using generated paraphrases for
semi-supervised learning.
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2 Related Work

SSL has been used in various tasks in NLP with
self-training (Ma et al., 2006; Tur et al., 2005;
McClosky et al., 2006; Reichart and Rappoport,
2007). Previous work also investigated learning
representations from implicit information (Col-
lobert and Weston, 2008; Peters et al., 2018).
Oliver et al. (2018) showed that using SSL in a
production setting poses a distinctive challenge for
evaluation.

Paraphrase modeling has been viewed as a ma-
chine translation (MT) task in previous work. Ap-
proaches include ones based on statistical ma-
chine translation (SMT) (Quirk et al., 2004; Ban-
nard and Callison-Burch, 2005) as well as syntax-
based SMT (Callison-Burch, 2008). Mallinson
et al. (2017) showed that neural machine transla-
tion (NMT) systems perform better than phrase-
based MT systems in paraphrase generation tasks.

In Wang et al. (2018), authors show that para-
phrase generation using the transformer leads to
better performance compared to two other state-
of-the-art techniques, a stacked residual LSTM
(Prakash et al., 2016) and a nested variational
LSTM (Gupta et al., 2018). Yu et al. (2016)
showed that text generation task can be achieved
using a generative network, where the generator is
modeled as a stochastic policy. Later the model
was explored and compared to maximum likeli-
hood estimation, as well as scheduled sampling
in Kawthekar et al. (2017). Authors noted that
training generative adversarial networks (GANs)
is a hard problem for textual input due to its dis-
crete nature, which makes mini updates for mod-
els to learn difficult. Iyyer et al. (2018) proposed
encoder-decoder model-based, syntactically con-
trolled paraphrase networks to generate syntacti-
cally adversarial examples.

Paraphrase extraction using bilingual pivoting
was proposed in Bannard and Callison-Burch
(2005), where they assume that two English
strings e1 and e2, whose translation in a foreign
language f is the same, have the same meaning.
Inspired by this, we apply monolingual pivoting
based on NLU interpretations. If two strings e1
and e2 share the same set of NLU interpretations
(represented by domain, intent and slot sets), they
are considered to be paraphrases. Details will be
given in Section 4.

The encoder-decoder based MT approach has
been applied to generate paraphrases for addi-

tional training data for NLU (Sokolov and Fil-
imonov, 2019). They trained the encoder on a
traditional, bilingual MT task, fixed it and trained
decoder for paraphrase task. Authors showed that
using generated paraphrases can help to improve
NLU performance for a given feature. Our work
distinguishes itself from this work from two per-
spectives. First, we show that paraphrase genera-
tion for NLU can be modeled in a shared monolin-
gual space by leveraging pivoting based on NLU
interpretations. Second, we show that generating
many variants of paraphrase and applying a val-
idation step is an effective way to apply semi-
supervised learning and improves model perfor-
mance greatly.

3 Para-SSL

In this section, we describe two approaches for
semi-supervised learning in NLU. The first one
utilizes user utterances, while the second approach
uses generated paraphrases.

3.1 Semi-supervised Learning for NLU

Our conventional semi-supervised learning ap-
proach has largely two steps: filtering and valida-
tion. We first find functionality-relevant utterances
from live traffic (filtering) and augment them using
the current NLU model (validation). In order to
find the functionality-relevant utterances, we rely
on a high-throughput, low complexity linear logis-
tic regression classifier. To train the 1-vs-all clas-
sifier, we use available target functionality utter-
ances as in-class examples, and the rest for out-of-
class examples. As feature of the classifier, we use
n-grams from the examples.

The filtered utterances are augmented and vali-
dated through NLU model. Utterances with confi-
dence score above a threshold are added into train-
ing. Throughout the paper, we will call this ap-
proach SSL.

3.2 Paraphrase Generation for SSL

Another approach for SSL is to generate
functionality-relevant utterances, instead of filter-
ing them from live traffic. The SSL technique de-
scribed in Section 3.1 has an advantage that the fil-
tered utterances are indeed actual utterances from
dialog system users. Thus, it ensures the quality of
filtered utterances in terms of fluency and context
fit for our dialog system. On the other hand, it re-
quires live traffic utterances for the target function-
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ality. Therefore, the above-mentioned SSL tech-
nique is not applicable when the functionality is
not yet released.

In this work, we explore generation of
functionality-relevant utterance for SSL. Gener-
ated utterances are validated in the same method
as in conventional SSL, by running them through
an NLU model and selecting utterances whose hy-
pothesis confidence is higher than a threshold.

Inspired by its good performance in paraphrase
generation task, we use the model constructed
with self-attention encoders and decoders, known
as the Transformer (Vaswani et al., 2017). Un-
like other paraphrase tasks (Wang et al., 2018;
Yu et al., 2016), our application requires one-to-
many generation. Namely, when we input one in-
class functionality utterance, we expect to have
many paraphrases who are likely to invoke the
same functionality. In order to generate multi-
ple paraphrases for an input utterance, we use
beam search and generate n-best lists (Tillmann
and Ney, 2003), where we fix n = 50 in this work.
Throughout this paper, we will call this approach
Para-SSL.

3.3 Benchmarks

In order to evaluate the impact of generated para-
phrases in NLU modeling we set up benchmarks
on five functionalities. The details of the func-
tionalities will be discussed in Section 6. In
each benchmark, we simulate the NLU function-
ality development cycle by adding an increasing
amount of training data on the target functionality.

The first version for each benchmark represents
the bootstrap phase. On top of the training data
for other functionalities that the dialog system sup-
ports, we have synthetically created training data
for the target functionality. As the functionality is
not yet launched, there is no training data coming
from actual user utterances.

In the following live phase, we add 10%, 20%,
50%, 80%, or 100% of the annotated training data
of the target functionality on top of the bootstrap
phase version. We will refer to them as annota-
tion increments in this paper. Using the annotation
increments, we aim to simulate how support for
the target functionality improves as we have more
user utterances available for training.

The SSL algorithm on the benchmark is shown
in Algorithm 1. The starting dialog system D is
trained with the bootstrap data B for the func-

Algorithm 1 Algorithm for SSL
Require: Bootstrap data B
Require: Annotated Ai, i = {10, 20, 50, 80, 100}
Require: Training data for other functionalities T
Require: Dialog system D, trained on d = T ∪B
1: for each increment Ai do
2: train D with d = T ∪B ∪Ai

3: find candidate utterances CAi from user traffic
4: hypotheses from dialog system H ← D(CAi) with

model confidence score for each hypothesis chi

5: S ← ∅
6: for hi ∈ H do
7: if chi > θcSSL then
8: S ← S ∪ hi

9: train D with d = T ∪B ∪Ai ∪ S, evaluate

Algorithm 2 Algorithm for Para-SSL
Require: Bootstrap data B
Require: Annotated At, t = {10, 20, 50, 80, 100}
Require: Training data for other functionalities T
Require: Dialog system D, trained on d = T ∪B
1: SB ← ∅
2: for each input in U = {B,A} do
3: if Ui = B then
4: train D with d = T ∪B
5: else
6: train D with d = T ∪B ∪ Ui

7: generate paraphrases P ← para(Ui)
8: hypotheses from dialog system H ← D(P ) with

model confidence score for each hypothesis chi

9: S ← SB
10: for hi ∈ H do
11: if chi > θcPara−SSL then
12: S ← S ∪ hi

13: if Ui = B then
14: SB ← SB ∪ hi

15: if Ui = B then
16: train D with d = T ∪B ∪ S, evaluate
17: else
18: train D with d = T ∪B ∪ Ui ∪ S, evaluate

tionality and other data T for other functionali-
ties that it supports. As we have more annotation
data available, we find and validate candidate ut-
terances CA. We then update D using the addi-
tional training data for the functionality. Note that
the bootstrap dataB is continuously used through-
out the live phase in order to secure a broad sup-
port for the functionality.

We perform Para-SSL as shown in Algorithm 2.
As Para-SSL does not require live traffic utter-
ances, we can start augmenting more utterances
using bootstrap data only. Note that during the live
phase (Ui ∈ A), we continue to use the bootstrap
data B (line 6). Instead of the step to find candi-
date utterances CA in SSL (line 3 in Algorithm 1),
Para-SSL enables generation of utterances given
input group (line 7 in Algorithm 2). Both algo-
rithms have a validation step to threshold NLU in-
terpretations based on model score. For each an-
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notation increment in Para-SSL, we can also lever-
age the validated data from bootstrap phase SB by
setting S to always include SB (see line 9).

Based upon preliminary experiments to set
θcPara−SSL, we fixed θcPara−SSL at 0.9 in this
work. For θcSSL, we took the model’s reject
threshold of each functionality. When an NLU
interpretation has a confidence score lower than
the reject threshold, it will not be accepted by the
downstream process in the dialog system. The re-
ject threshold is set differently for each function-
ality to minimize false rejects as described in Su
et al. (2018) and varies from 0.13 to 0.35.

4 Dialog Paraphrase Corpus

How users interact with a spoken dialog system
is very distinguishable in terms of style of the
speech. Thus, it is crucial to use a corpus that
contains such style of utterances. Since we do not
have a hand-annotated paraphrase corpus for our
dialog system, we automatically created a para-
phrase corpus from user interaction with the dia-
log system.

4.1 Definition

In order to pair up existing utterances with NLU
interpretation with their paraphrases, we first have
to define what makes paraphrase in this work.
We define utterances that invoke the same func-
tionality from our spoken dialog system with same
entities are paraphrase of each other. For exam-
ple, an utterance Play Adele in my living room is a
paraphrase of I would like to listen to Adele in my
living room. However, such paraphrases that share
the same entities in granularity would be sparse
throughout the corpus. Thus, we propose a con-
cept of para-carrier phrase, which groups utter-
ances that invoke the same functionality of the di-
alog system but not necessarily share the entities.
For example, Play Adele in my living room can be
a para-carrier phrase of an utterance I would like
to listen to Lady Gaga in my kitchen.

4.2 Paraphrase Pairs

For paraphrase pair extraction, we used NLU
training data that was available before any of the
five functionalities we consider in this work were
designed or launched. Thereby, we aim to sim-
ulate scenarios where a new functionality does
not have similar or related utterances in the train-
ing data of the paraphrase model. In order to

avoid potential annotation errors, we first applied
frequency-based de-noising to the data, remov-
ing annotated utterances whose frequency is lower
thanm times throughout the corpus. For annotated
utterances from live traffic, we apply m = 3 and
for synthetic utterances we apply m = 6. Given
de-noised utterances, we pair up utterances that
are para-carrier phrase of each other. Once they
are paired, we masked their entities with their slot
type. Our previous example will become a para-
carrier phrase pair Play Artist in HomeLocation -
I would like to listen to Artist in HomeLocation in
this step. We then randomly sample entities from
an internal catalog for each slot type in order to
make them into a paraphrase pair that shares the
same entities. In this way, we obtained around 1M
paraphrase pairs. This data is used as an in-domain
data for paraphrase generation system.

5 System Description

5.1 Neural Machine Translation

For training data of the paraphrase generation sys-
tem, we use both general and in-domain para-
phrase corpora. The in-domain paraphrase corpus,
as described in Section 4, contains 1M paraphrase
pairs that fit the style and genre of the dialog sys-
tem. For the general domain data, we use a back-
translated English paraphrase corpus (Wieting and
Gimpel, 2017). Out of a 50M pair parallel corpus,
we first selected 30M pairs whose score are the
highest. We then randomly selected 10M paral-
lel sentences. The general and in-domain corpora
are shuffled so that each batch can be exposed to
both of them. For development data, we randomly
chose 3K sentences from the in-domain data. Prior
to training, we apply BPE (Sennrich et al., 2015)
at operation size 40K for both source and target
side concatenated.

We use a transformer (Vaswani et al., 2017) for
the task, using the implementation in Klein et al.
(2017). Our hyper-parameters follow the Base
configuration of the original work, with several al-
terations. We use 512 as the hidden layer size,
and 2048 for the inner size of the feed-forward
network. We added sinusoidal position encod-
ing to each embedding. The model is trained for
200, 000 steps, with the Adam optimizer (Kingma
and Ba, 2014). We set 0.998 for β2 in Adam opti-
mizer and 8, 000 for warm-up steps. As our source
and target languages are the same, we shared the
embeddings between encoder and decoder.
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Funct. Domain #Intent #Slot (new) Test
Announce Comms. 1 17 (1) 1.3K

Quotes Info 1 12 (5) 1.4K
Playlist Music 2 32 (0) 1.9K
Donate General 1 7 (3) 1.3K
Chat General 1 1 (1) 2.7K

Table 1: Five functionalities considered in this work

5.2 Natural Language Understanding

Our NLU model consists of a domain classifier
(DC), an intent classifier (IC), and a named en-
tity classifier (NER). For this experiment, we used
statistical models for the three components. A DC
model outputs whether a given input utterance is
intended for the target domain (e.g. Book). We
trained our DC with a maximum entropy (ME)
classifier, using n-grams extracted from the train-
ing data as input features. An intent of the input
utterance is classified in IC. Trained with a multi-
class ME classifier, the IC outputs the intent for
each utterance (e.g. ReadBook). The model uses
n-grams as features. The NER is used to identify
named entities in the utterance (e.g. “Harry Pot-
ter” for BookTitle). We used conditional random
fields for NER tagging, using n-grams extracted
from training data.

Each component outputs labels and correspond-
ing confidence scores. The overall model confi-
dence is obtained by multiplying the three confi-
dence scores. We also applied a reranker scheme
to integrate outputs from the components and pro-
vide a list of hypotheses. A detailed description
of the reranker scheme as well as the NLU system
can be found in Su et al. (2018).

6 Experimental Setup

We apply paraphrase generation to five function-
alities of our spoken dialog system, where each
functionality consists of one to two intents (e.g.
PlayMusic, PlayVideo, etc.). Five functionalities
come from four different domains, as shown in Ta-
ble 1. By applying paraphrase generation to var-
ious functionalities across multiple domains, we
show the applicability of the technique.

Table 1 shows the number of intents and slots
covered by each functionality. Additionally, the
number of new slots introduced by modeling this
functionality is shown in parentheses. Each func-
tionality has a designated test set, which contains
1k to 3k functionality-specific utterances of live
traffic data annotated. Table 1 shows test set size

for each functionality.
In this work, we evaluate the impact of gener-

ated paraphrases in terms of the NLU model per-
formance, measured in Semantic Error Rate (Se-
mER) (Makhoul et al., 1999). There are three
types of slot errors in a hypothesis with respect
to reference interpretation: substitution error (S),
insertion error (I), and deletion error (D). We treat
intent of NLU interpretation as one of slots using
the metric, where an intent error is considered as a
substitution. SemER is calculated as follows:

SemER =
S + I +D

S +D + C
(1)

where C denotes the number of correct
slots/intents. Numbers we report in this work are
the relative performance in terms of SemER.

6.1 Bootstrap Phase
We apply the paraphrase generation technique to
two phases of spoken dialog system. The first
phase is bootstrap phase where the functionality
is in development. Thus, we do not have any ac-
tual user utterances in the training data but only
synthetically-created training data. In our experi-
ment, we rely on FST-generated synthetic data for
a new functionality. We will call this data boot-
strap data. We use the bootstrap data as an input
to the paraphrase generation system.

Note that we can only apply Para-SSL for the
bootstrap phase, as SSL requires live traffic utter-
ances.

6.2 Live Phase
The second phase we consider in this work is the
live phase, where we have user utterances anno-
tated for training. We apply our SSL approaches
on the benchmarks, as described in Section 3.3.

For live phase experiments, we compare three
methods against the baseline where no additional
data was used. In Para-SSL, we use live annota-
tion data as an input for paraphrase generation and
validate the output using the NLU model. In SSL,
we show the results of conventional SSL where we
use an n-gram based filter to find functionality-
related utterances and validate them using NLU
model. In Combined, we use the validated utter-
ances from SSL as an additional input for para-
phrase generation model. The validated para-
phrases from both SSL and Para-SSL are added
for the system with SSL for each annotation incre-
ment.
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Funct. Bootstrap Para Valid. Ratio
Announce 90.0K 2.0M 460.6K 22.5%
Quotes 50.0K 1.6M 538.6K 32.8%
Playlist 21.6K 928.8K 79.2K 8.5%
Donate 5.0K 202.0K 74.8K 37.0%
Chat 150.0K 2.0M 811.8K 41.4%

Table 2: Data statistics for paraphrase generation in
the bootstrap phase, including the number of utterances
and validation ratio.

Funct. Para-SSL ω Boot.
Announce -18.99% -7.85%

Quotes -3.49% +0.56%
Playlist -5.33% -8.72%
Donate -5.09% -6.16%
Chat -17.39% -9.49%

Table 3: Relative SemER reduction for target function-
ality when adding generated paraphrases in bootstrap
phase, compared to the model with bootstrap data only.

7 Results

7.1 Bootstrap Phase

Table 2 shows data statistics of the generated para-
phrases for the bootstrap phase. In the second col-
umn, we show how many utterances we used for
the bootstrap data. Note that this data contains du-
plicate utterances. Para column in the table shows
how many unique paraphrases are generated when
inputting the bootstrap data into paraphrase model.
The next two columns show the number of vali-
dated utterances and the corresponding ratio.

We then added the validated paraphrases into
the NLU training. In second column of Table 3,
we show how much relative improvement in Se-
mER we can achieve by adding the validated para-
phrases. Relative performance is evaluated against
the baseline where no validated paraphrases were
used. We can see that all functionalities’ perfor-
mances is improved greatly, with relative SemER
reduction ranges from -3.5% up to -18.99% .

Additionally, we investigated whether we can
achieve comparable performance by up-weighting
the existing bootstrap training data. For this ex-
periment, we randomly sample existing bootstrap
data to the same amount as the validated para-
phrases. Instead of the validated utterances, we
then used the up-weighted bootstrap data (the
ωBoot. column in Table 3). Especially for the
functionalities where we obtained a big improve-
ment using paraphrases (Announce, Chat), up-
weighting bootstrap data did not lead to compara-
ble result. This result shows the potential of Para-

SSL in bootstrap phase to improve functionality
performance without using user interactions.

7.2 Live Phase

Table 4 shows the number of validated para-
phrases, for each functionality and annotation in-
crement. As expected, we obtain more validated
utterances as annotation increment increases. We
can see that for most of the functionalities SSL ob-
tains a bigger pool of validated utterances, com-
pared to Para-SSL. It is noticeable that Combined
sometimes obtains a smaller number of utterances
validated, compared to SSL (e.g. Live10 for
Quotes). Note that SSL and Combined rely on
two different NLU models to augment and validate
the utterances. For validation, Combined uses the
model trained with validated paraphrases of boot-
strap data. Adding generated paraphrases from
bootstrap data changes decision boundary for the
model, shifting confidence score ranges as well.

Table 5 shows the impact when we generate
paraphrases given live annotation data and add the
validated ones into training data. For each func-
tionality, we present three systems’ performance
against the baseline where only annotated train-
ing data is available. We can see that using Para-
SSL can effectively improve NLU performance
for most of the functionalities. Note that Para-
SSL benefits from its capability of utilizing boot-
strap data, in live phase as well. Even when the
amount of validated utterances from Para-SSL is
much smaller than the ones from SSL, we often
observe comparative results.

On the other hand, Para-SSL did not bring a
great improvement for Playlist, possibly due to the
low validation rate throughout bootstrap and live
phase, compared to other functionalities. We be-
lieve that the model is less prone to provide a high
confidence score for a complex functionality such
as Playlist. As shown in Table 1, Playlist involves
the highest number of slots and intents. Also, there
is no new slot involved for the modeling of this
functionality. Thus, the model has to learn exist-
ing slots in a different context, which may lead to
a generally lower confidence score range for the
functionality.

In Combined, we observe that Para-SSL and
SSL bring complementary improvements. It is
also noticeable that even when we have less
amount of utterances validated, Combined outper-
forms SSL. Figure 1 depicts utterances from vari-
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Functionality System Live10 Live20 Live50 Live80 Live100

Announce
Para-SSL 1.0K 1.8K 1.9K 6.0K 27.8K
SSL 6.1K 6.5K 9.9K 9.5K 29.6K
Combined 10.9K 21.1K 34.8K 44.6K 111.5K

Quotes
Para-SSL 0.2K 0.6K 2.0K 5.5K 9.5K
SSL 45.4K 55.6K 68.9K 120.6K 176.7K
Combined 15.2K 98.9K 198.7K 378.7K 298.7K

Playlist
Para-SSL 40 0.2K 0.5K 1.6K 3.2K
SSL 32.7K 96.3K 260.3K 398.9K 725.1K
Combined 10.0K 69.3K 173.3K 664.4K 1.4M

Donate
Para-SSL 0.2K 0.3K 0.7K 1.8K 3.0K
SSL 0.2K 0.2K 0.4K 0.5K 1.2K
Combined 1.1K 1.6K 2.6K 4.8K 10.0K

Chat
Para-SSL 0.5K 0.8K 1.5K 2.5K 3.8K
SSL 30.7K 22.4K 36.1K 52.8K 103.6K
Combined 137.1K 147.7K 243.1K 330.4K 579.2K

Table 4: Data statistics on the number of validated utterances in live phase, per annotation increment

Functionality System Live10 Live20 Live50 Live80 Live100

Announce
Para-SSL -19.11% -16.49% -14.40% -15.96% -22.71%
SSL -20.27% -19.12% -16.78% -10.74% -17.73%
Combined -27.44% -31.13% -29.40% -29.55% -35.73%

Quotes
Para-SSL -11.08% -9.65% -2.42% -4.92% -5.01%
SSL -16.71% -15.51% -12.46% -13.50% -18.45%
Combined -21.38% -28.26% -21.90% -18.62% -22.19%

Playlist
Para-SSL -1.55% -2.98% -1.63% -0.89% -0.61%
SSL -18.43% -13.50% -18.19% -13.20% -15.45%
Combined -19.40% -16.24% -19.85% -14.02% -15.68%

Donate
Para-SSL -4.92% -2.24% -5.22% -6.85% -13.52%
SSL -4.92% -4.36% -6.04% -6.69% -12.78%
Combined -8.03% -11.9% -15.82% -19.17% -29.92%

Chat
Para-SSL -9.55% -15.03% -12.59% -13.75% -16.76%
SSL -25.14% -16.50% -17.90% -20.50% -24.39%
Combined -30.95% -30.90% -26.72% -32.27% -35.27%

Table 5: Relative SemER reduction for target functionality when adding generated paraphrases in live phase.

ous sources in an embedding space1. We can see
that generated paraphrases from Combined fill the
gap between data points for bootstrap, live anno-
tation, and SSL.

Figure 1: Embedding depiction of utterances for An-
nounce functionality. Blue = bootstrap data, red = live
annotation data, green = SSL, cyan = Combined

11K utterances are randomly sampled from each source.
We train embeddings using 89 million utterances in produc-
tion (Pagliardini et al., 2017). For visualization we used t-
SNE (Maaten and Hinton, 2008).

8 Analysis

First, we quantified the quality of generated ut-
terances in n-best list in terms of their validation
yield. Figure 2 shows the validation rate for each
functionality. Validation rate is calculated for each
n in the n-best list, by dividing the number of
validated paraphrases by the number of generated
ones, given all input utterances. Solid line repre-
sents semantic fidelity trend as n increases, show-
ing how many of the generated utterances for each
n are validated through. The dashed line shows
the diversity trend in the n-best list. It represents
how many of the generated utterances are unique
utterances within the generated data assuming that
we are adding new utterances starting from top to
bottom in n-best lists for all utterances.

As expected, the general trend of the yield de-
creases (thus semantic fidelity likely decreases as
well) as n grows. However, note that it does not
drastically drop, but instead it reaches a plateau.
The varying level of yield rate for different func-
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Figure 2: Validation rate for n in n-best list. Dashed
line represents how many of the validated utterances
are unique utterances. Paraphrases are generated by in-
putting bootstrap training data for each functionality.

Validated Filtered-out
Announce that supper is
ready

Declare that supper is
ready

Get me a famous quote
from Obama

I’d like to order a famous
quote from Obama

Put on a dance pop song
from the nineties to the
playlist

Put on a dance pop song
from the nineties

Table 6: Examples of validated and filtered-out para-
phrases.

tionalities also indicates that validation is a nec-
essary step in order to use generated paraphrases
into training data. We believe a further analysis
will be beneficial to understand the trade-off be-
tween computational complexity and diversity of
validated utterances when increasing size of n.

Additionally, we share examples of validated
and filtered-out utterances in Table 6. We can see
that validation step can successfully filter out para-
phrases that do not conform well to the context
of dialog system. A vague paraphrase in terms of
NLU functionality (e.g. add a song to playlist vs.
play a song) could also be filtered out.

For the second analysis, we looked into the ne-
cessity of keeping paraphrases of bootstrap data,
especially when the model is trained with more
live annotation data. As shown in Algorithm 2,
we kept using the validated paraphrases of boot-
strap data in live phase, in order to benefit from
Para-SSL’s applicability in bootstrap phase. As
bootstrap data is often relatively larger than the
annotated live data, we would keep the big corpus
throughout the cycle of functionality development,
potentially increasing the computational cost. For

Funct. Live80 Live100
Announce -29.05% -35.31%
Quotes -15.35% -18.96%
Playlist -13.17% -15.18%
Donate -17.92% -26.27%
Chat -32.34% -37.96%

Table 7: Retiring paraphrases from bootstrap data,
from Combined experiments. Numbers are reported in
relative SemER reduction.

this analysis, we remove the validated paraphrases
of bootstrap data and retrained the model.

The analysis is applied for Combined experi-
ments. Table 7 shows the result for annotation in-
crements 80 and 100. Comparison to the numbers
in the same increments shown in Table 5 shows
that there is no substantial degradation caused by
retiring the generated paraphrases from bootstrap
data, when model is trained with sufficient live an-
notation data.

Experiment showed that we still benefit from
augmenting and validating paraphrases using the
Combined system, without retiring the validated
paraphrases of bootstrap data. When we use the
system with data retirement, we reached a worse
performance in live phase. This indicates that we
can use a better-performing but potentially com-
putationally expensive model for utterance aug-
mentation and validation, and for production we
can use a lighter system with a comparable perfor-
mance.

9 Conclusion

In this work, we investigated the impact of para-
phrase generation for semi-supervised learning in
NLU. The proposed method has an advantage over
the conventional SSL that it does not require ac-
tual user utterances. Using Para-SSL, thus, we can
improve the support for a new functionality effec-
tively prior to launching it.

We applied Para-SSL on five functionalities in
an NLU system. In addition to compare the results
with the conventional SSL, we also combined the
two SSL methods to achieve even better perfor-
mance. Experiments show that Para-SSL leads up
to 19% of relative error reduction without an ac-
cess to user utterances, and up to 35% when com-
bined with SSL method, leveraging live traffic ut-
terances.
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Abstract

Latent space based GAN methods and atten-
tion based sequence to sequence models have
achieved impressive results in text generation
and unsupervised machine translation respec-
tively. Leveraging the two domains, we pro-
pose an adversarial latent space based model
capable of generating parallel sentences in two
languages concurrently and translating bidi-
rectionally. The bilingual generation goal is
achieved by sampling from the latent space
that is shared between both languages. First
two denoising autoencoders are trained, with
shared encoders and back-translation to en-
force a shared latent state between the two
languages. The decoder is shared for the
two translation directions. Next, a GAN is
trained to generate synthetic ‘code’ mimick-
ing the languages’ shared latent space. This
code is then fed into the decoder to generate
text in either language. We perform our ex-
periments on Europarl and Multi30k datasets,
on the English-French language pair, and doc-
ument our performance using both supervised
and unsupervised machine translation.

1 Introduction

Many people in the world are fluent in at least
two languages, yet most computer applications
and services are designed for a monolingual au-
dience. Fully bilingual people do not think about
a concept in one language and translate it to the
other language but are adept at generating words
in either language.

Inspired by this bilingual paradigm, the suc-
cess of attention based neural machine translation
(NMT) and the potential of Generative Adversar-
ial Networks (GANs) for text generation we pro-
pose Bilingual-GAN, an agent capable of deriving
a shared latent space between two languages, and
then generating from that space in either language.

Attention based NMT (Bahdanau et al., 2014;
Gehring et al., 2017; Vaswani et al., 2017) has
achieved state of the art results on many differ-
ent language pairs and is used in production trans-
lation systems (Wu et al., 2016). These systems
generally consist of an encoder-decoder based
sequence to sequence model where at least the
decoder is auto-regressive. Generally, they re-
quire massive amount of parallel data but recent
methods that use shared autoencoders (Lample
et al., 2017, 2018) and cross-lingual word embed-
dings (Conneau et al., 2017a) have shown promise
even without using parallel data.

Deep learning based text generation systems
can be divided into three categories: Maximum
Likelihood Estimation (MLE)-based, GAN-based
and reinforcement learning (RL)-based. MLE-
based methods (Sutskever et al., 2014) model the
text as an auto-regressive generative process using
Recurrent Neural Networks (RNNs) but generally
suffer from exposure bias (Bengio et al., 2015).
A number of solutions have been proposed in-
cluding scheduled sampling (Bengio et al., 2015),
Gibbs sampling (Su et al., 2018) and Professor
forcing (Lamb et al., 2016).

Recently, researchers have used GANs (Good-
fellow et al., 2014) as a potentially powerful gen-
erative model for text (Yu et al., 2017; Gulrajani
et al., 2017; Haidar and Rezagholizadeh, 2019),
inspired by their great success in the field of image
generation. Text generation using GANs is chal-
lenging due to the discrete nature of text. The dis-
cretized text output is not differentiable and if the
softmax output is used instead it is trivial for the
discriminator to distinguish between that and real
text. One of the proposed solutions (Zhao et al.,
2017) is to generate the latent space of the autoen-
coder instead of generating the sentence and has
shown impressive results.

We use the concept of shared encoders and
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multi-lingual embeddings to learn the aligned la-
tent representation of two languages and a GAN
that can generate this latent space. Particularly,
our contributions are as follows:

• We introduce a GAN model, Bilingual-GAN,
which can generate parallel sentences in two
languages concurrently.

• Bilingual-GAN can match the latent distri-
bution of the encoder of an attention based
NMT model.

• We explore the ability to generate parallel
sentences when using only monolingual cor-
pora.

2 Related Work

2.1 Latent space based Unsupervised NMT

A few works (Lample et al., 2017; Artetxe et al.,
2017; Lample et al., 2018) have emerged recently
to deal with neural machine translation without
using parallel corpora, i.e sentences in one lan-
guage have no matching translation in the other
language. The common principles of such sys-
tems include learning a language model, encoding
sentences from different languages into a shared
latent representation and using back-translation
(Sennrich et al., 2015a) to provide a pseudo su-
pervision. Lample et al. (2017) use a word by
word translation dictionary learned in an unsuper-
vised way (Conneau et al., 2017b) as part of their
back-translation along with an adversarial loss to
enforce language independence in latent represen-
tations. Lample et al. (2018) improves this by re-
moving these two elements and instead use Byte
Pair Encoding (BPE) sub-word tokenization (Sen-
nrich et al., 2015b) with joint embeddings learned
using FastText (Bojanowski et al., 2017), so that
the sentences are embedded in a common space.
Artetxe et al. (2017) uses online back translation
and cross-lingual embeddings to embed sentences
in a shared space. They also decouple the decoder
so that one is used per language.

2.2 Latent space based Adversarial Text
Generation

Researchers have conventionally utilized the GAN
framework in image applications (Salimans et al.,
2016) with great success. Inspired by their suc-
cess, a number of works have used GANs in var-
ious NLP applications such as machine transla-

tion (Wu et al., 2017; Yang et al., 2017a), dia-
logue models (Li et al., 2017), question answer-
ing (Yang et al., 2017b), and natural language gen-
eration (Gulrajani et al., 2017; Kim et al., 2017).
However, applying GAN in NLP is challenging
due to the discrete nature of text. Consequently,
back-propagation would not be feasible for dis-
crete outputs and it is not straightforward to pass
the gradients through the discrete output words
of the generator. A latent code based solution
for this problem, ARAE, was proposed in Kim
et al. (2017), where a latent representation of the
text is derived using an autoencoder and the man-
ifold of this representation is learned via adversar-
ial training of a generator. Another version of the
ARAE method which proposes updating the en-
coder based on discriminator loss function was in-
troduced in (Spinks and Moens, 2018). Gagnon-
Marchand et al. (2019) introduced a self-attention
based GAN architecture to the ARAE and Haidar
et al. (2019) explore a hybrid approach generating
both a latent representation and the text itself.

3 Methodology

The Bilingual-GAN comprises of a translation
module and a text generation module. The com-
plete architecture is illustrated in Figure 1.

Figure 1: The complete architecture for our unsuper-
vised bilingual text generator (Bilingual-GAN)

3.1 Translation Unit
The translation system is a sequence-to-sequence
model with an encoder and a decoder extended to
support two languages. This first translation com-
ponent is inspired by the unsupervised neural ma-
chine translation system by Lample et al. (2017).
We have one corpus in language 1 and another in
language 2 (they need not be translations of each
other), an encoder and a decoder shared between
the two languages. The weights of the encoder
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are shared across the two languages, only their
embedding tables are different. For the decoder,
the weights are also shared except for the last lan-
guage specific projection layer.

The loss function which is used to compare two
sentences is the same as the standard sequence-
to-sequence loss: the token wise cross-entropy
loss between the sentences, that we denote by
∆(sentence a, sentence b). For our purpose, let sli
be a sentence in language i with i ∈ {1, 2}. The
encoding of sentence sli is denoted by enc (sli) in
language i using the word embeddings of language
i to convert the input sentence sli . Similarly, de-
note by dec (x, li) the decoding of the code x (typ-
ically the output of the encoder) into language li
using the word embeddings of target language i.

Then, the system is trained with three losses
aimed to allow the encoder-decoder pair to recon-
struct inputs (reconstruction loss), to translate cor-
rectly (cross-domain loss) and for the encoder to
encode language independent codes (adversarial
loss).

Reconstruction Loss This is the standard au-
toencoder loss which aims to reconstruct the input:

Lrecon = ∆


sli ,

ŝli :=︷ ︸︸ ︷
dec (enc (sli) , li)




This loss can be seen in Figure 2.

Cross-Domain Loss This loss aims to allow
translation of inputs. It is similar to back-
translation (Sennrich et al., 2015a). For this loss,
denote by transl (sli) the translation of sen-
tence sli from language i to language 1 − i. The
implementation of the translation is explained in
subsection 3.1.1 when we address supervision.

Lcd = ∆


sli , dec (enc (transl (sli)) , li)︸ ︷︷ ︸

s̃li :=




(1)
In this loss, we first translate the original sentence
sli into the other language and then check if we
can recreate the original sentence in its original
language. This loss can be seen in Figure 2.

Adversarial Loss This loss is to enforce the
encoder to produce language independent code
which is believed to help in decoding into either
language. This loss was only present in Lample

et al. (2017) and removed in Lample et al. (2018)
as it was considered not necessary by the authors
and even harmful. Our results show a similar be-
haviour.

Input Noise In order to prevent the encoder-
decoder pair to learn the identity function and to
make the pair more robust, noise is added to the
input of the encoder. On the input sentences, the
noise comes in the form of random word drops (we
use a probability of 0.1) and of random shuffling
but only moving each word by at most 3 positions.
We also add a Gaussian noise of mean 0 and stan-
dard deviation of 0.3 to the input of the decoder.

Figure 2: The translation unit of the Bilingual-GAN.

3.1.1 Supervision
The choice of the translation function
transl (sli) directly affects the amount of
supervision in the trained model. If the trans-
lation function transl () is a lookup of a
word-by-word translation dictionary learned in
an unsupervised fashion as in Conneau et al.
(2017b), then the whole system is trained in
an unsupervised manner since we have no
groundtruth information about sli . After a couple
of epochs, the encoder-decoder model should be
good enough to move beyond simple word-by-
word translation. At that point the translation
function can be changed to using the model itself
to translate input sentences. This is what’s done
in Lample et al. (2017) where they change the
translation function from word-by-word to model
prediction after 1 epoch. In our case, we get
the word-by-word translation lookup table by
taking each word in the vocabulary and looking
up the closest word in the other language in
the multilingual embedding space created by
Conneau et al. (2017a).

If the translation function transl () is able to
get the ground truth translation of the sentence,
for example if we have an aligned dataset, then
transl (sli) = slj which is encoded and de-
coded into the original language i and compared
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with sli getting the usual supervised neural ma-
chine translation loss.

3.1.2 Embeddings
There are a few choices for embedding the sen-
tence words before feeding into the encoder. In
particular, we use randomly initialized embed-
dings, embeddings trained with FastText (Bo-
janowski et al., 2017) and both pretrained and self-
trained cross-lingual embeddings (Conneau et al.,
2017a).

3.2 Bilingual Text Generation Unit

The proposed bilingual generator is a GAN trained
to learn the latent state manifold of the encoder of
the translation unit. We use the Improved Wasser-
stein GAN gradient penalty (IWGAN) (Gulrajani
et al., 2017) loss function in our experiments:

(2)L = Eĉ∼Pg [D(ĉ)]− Ec∼Pr [D(c)]

+ λEc̄∼Pḡ [(||∇c̄D(c̄)||2 − 1)2])

where Pr is the is the real distribution, c repre-
sents the ‘code’ or the latent space representation
of the input text, Pg is the fake or mimicked distri-
bution, ĉ represents the generated code represen-
tation. The last term is the gradient penalty where
[c̄ ∼ Pḡ(c̄)]← α [c ∼ Pr(c)]+(1−α) [ĉ ∼ Pg(ĉ)]
and it is a random latent code obtained by sam-
pling uniformly along a line connecting pairs of
the generated code and the encoder output. λ is a
constant. We used λ = 10 in our experiments.

3.2.1 Matrix-based code representation
In latent-space based text generation, where the
LSTM based encoder-decoder architectures do not
use attention, a single code vector is generally em-
ployed which summarizes the entire hidden se-
quence (Zhao et al., 2017). A variant of the ap-
proach is to employ global mean pooling to pro-
duce a representative encoding (Semeniuta et al.,
2018). We take advantage of our attention based
architecture and our bidirectional encoder to con-
catenate the forward and backward latent states
depth-wise and produce a code matrix which can
be attended to by our decoder. The code matrix is
obtained by concatenating the latent code of each
time steps. Consequently, the generator tries to
mimic the entire concatenated latent space. We
found that this richer representation improves the
quality of our sentence generation.

3.2.2 Training

First we pre-train our NMT system (see sec-
tion 3.1). In order to train the GAN, we used the
encoder output of our NMT system as ’real’ code.
The encoder output is a latent state space matrix
which captures all the hidden states of the LSTM
encoder. Next we generate noise which is upsam-
pled and reshaped to match the dimensions of the
encoder output. This is then fed into a genera-
tor neural network comprising 1 linear layer and
5 1-d convolutional with residual connections. Fi-
nally we pass it through a non-linearity and output
the fake code. The ‘real’ code and the fake code
are then fed into the discriminator neural network,
which also consists of 5 convolutional and 1 lin-
ear layer. The last layer of the discriminator is a
linear layer which ouputs a score value. The dis-
criminator output is used to calculate the generator
and discriminator losses. The losses are optimized
using Adam (Kingma and Ba, 2014). Unlike the
GAN update in (Gulrajani et al., 2017), we use
1 discriminator update per generator update. We
think that because we train our GAN on the latent
distribution of machine translation we get a better
signal to train our GAN on and don’t require mul-
tiple discriminator updates to one generator update
like in Zhao et al. (2017)

In one training iteration, we feed both an En-
glish and a French sentence to the encoder and
produce two real codes. We generate one fake
code by using the generator and calculate losses
against both the real codes. We average out the
two losses. Although, the NMT is trained to align
the latent spaces and we can use just one language
to train the GAN, we use both real codes to re-
duce any biases in our NMT system. We train
our GAN on both the supervised and unsupervised
NMT scenarios. In the supervised scenario, we
feed English and French parallel sentences in each
training iteration. In the unsupervised scenario,
our corpus does not contain parallel sentences.

Once the GAN is trained, the generator code
can be decoded in either language using the pre-
trained decoder of the NMT system.

4 Experiments

This section presents the different experiments we
did, on both translation and bilingual text genera-
tion, and the datasets we worked on.
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4.1 Datasets

The Europarl and the Multi30k datasets have
been used for our experimentation. The Europarl
dataset is part of the WMT 2014 parallel cor-
pora (Koehn, 2005) and contains a little more than
2 millions French-English aligned sentences. The
Multi30k dataset is used for image captioning (El-
liott et al., 2017) and consists of 29k images and
their captions. We only use the French and English
paired captions.

As preprocessing steps on the Europarl dataset,
we removed sentences longer than 20 words and
those with a ratio of number of words between
translations is bigger than 1.5. Then, we tokenize
the sentence using the Moses tokenizer (Koehn
et al., 2007). For the Multi30k dataset, we use
the supplied tokenized version of the dataset with
no further processing. For the BPE experiments,
we use the sentencepiece subword tokenizer by
Google 1. Consequentially, the decoder also pre-
dicts subword tokens. This results in a common
embeddings table for both languages since English
and French share the same subwords. The BPE
was trained on the training corpora that we cre-
ated.

For the training, validation and test splits, we
used 200k, after filtering, randomly chosen sen-
tences from the Europarl dataset for training and
40k sentences for testing. When creating the splits
for unsupervised training, we make sure that the
sentences taken in one language have no transla-
tions in the other language’s training set by ran-
domly choosing different sentences for each of
them with no overlap. For the validation set in that
case, we chose 80k sentences. In the supervised
case, we randomly choose the same sentences in
both languages with a validation set of 40k. For
the Multi30k dataset, we use 12 850 and 449 sen-
tences for training and validation respectively for
each language for the unsupervised case and the
whole provided split of 29k and 1014 sentences
for training and validation respectively in the su-
pervised case. In both cases, the test set is the
provided 1k sentences Flickr 2017 one. For the
hyperparameter search phase, we chose a vocabu-
lary size of 8k for the Europarl, the most common
words appearing in the training corpora and for
the final experiments with the best hyperparame-
ters, we worked with a vocabulary size of 15k. For
Multi30k, we used the 6800 most common words

1https://github.com/google/sentencepiece

as vocabulary.

4.2 System Specifications

NMT Unit The embeddings have size 300, the
encoder consists of either 1 or 2 layers of 256
bidirectional LSTM cells, the decoder is equipped
with attention (Bahdanau et al., 2014) and consists
of a single layer of 256 LSTM cells. The discrim-
inator, when the adversarial loss is present, is a
standard feed-forward neural network with 3 lay-
ers of 1024 cells with ReLU activation and one
output layer of one cell with Sigmoid activation.

We used Adam with a β1 of 0.5, a β2 of 0.999,
and a learning rate of 0.0003 to train the encoder
and the decoder whereas we used RMSProp with
a learning rate of 0.0005 to train the discriminator.
Most of the specifications here were taken from
Lample et al. (2017).

NTG Unit The Generator and Discriminator are
trained using Adam with a a β1 of 0.5, a β2 of
0.999, and a learning rate of 0.0001.

4.3 Quantitative Evaluation Metrics

Corpus-level BLEU We use the BLEU-N scores
to evaluate the fluency of the generated sentences
according to Papineni et al. (2002),

BLEU-N = BP · exp(
N∑

n=1

wnlog(pn)) (3)

where pn is the probability of n-gram and wn =
1
n . The results is described in Table 3. Here, we set
BP to 1 as there is no reference length like in ma-
chine translation. For the evaluations, we gener-
ated 40 000 sentences for the model trained on Eu-
roparl and 1 000 on the model trained on Multi30k.

Perplexity is also used to evaluate the fluency
of the generated sentences. For the perplexity
evaluations, we generated 100 000 and 10 000 sen-
tences for the Europarl and the Multi30k datasets
respectively. The forward and reverse perplexi-
ties of the LMs trained with maximum sentence
length of 20 and 15 using the Europarl and he
Multi30k datasets respectively are described in
Table 4. The forward perplexities (F-PPL) are
calculated by training an RNN language model
(RNNLM) (Zaremba et al., 2015) on real training
data and evaluated on the generated samples. This
measure describe the fluency of the synthetic sam-
ples. We also calculated the reverse perplexities
(R-PPL) by training an RNNLM on the synthetic
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samples and evaluated on the real test data. The
results are illustrated in Table 4.

4.4 Translation

MTF the epoch at which we stop using the
transl () function and instead start using
the model

NC a new concatenation method used to combine
the bidirectional encoder output:
concatenate either the forward and backward
states lengthwise or depthwise

FastText the use of FastText (Bojanowski et al., 2017)
to train our embeddings

Xlingual refers to the use of cross-lingual embeddings
using (Conneau et al., 2017a) either trained
on our own (Self-Trained) or pretrained
(Pretrain.) ones.

BPE the use of subword tokenization learned as
in (Sennrich et al., 2015b)

NoAdv not using the adversarial loss to train the
translation part described in section 3.1

2Enc using a 2 layers of 256 cells each bidirectional
LSTM encoder

Table 1: Notations that are used for this experiment

This section of the results focuses on the scores
we have obtained while training the neural ma-
chine translation system. The results in Table 2
will show the BLEU scores for translation on a
held out test set for the WMT’14 Europarl cor-
pus and for the official Flickr test set 2017 for the
Multi30k dataset. The notations that are used in
Table 2 are described in Table 1. The baseline is
our implementation of the architecture from Lam-
ple et al. (2017). From Table 2, we notice first
that removing the adversarial loss helps the model.
It’s possible that the shared encoder and decoder
weights are enough to enforce a language inde-
pendent code space. We note that using 2 layers
for the encoder is beneficial but that was to be ex-
pected. We also note that the new concatenation
method improved upon the model. A small change
for a small improvement that may be explained by
the fact that both the forward and the backward
states are combined and explicitly represent each
word of the input sentence rather than having first
only the forward states and then only the backward
states.

Surprisingly, BPE gave a bad score on English
to French. We think that this is due to French being
a harder language than English but the score differ-
ence is too big to explain that. Further investiga-
tion is needed. We see also good results with train-

able FastText embeddings trained on our training
corpora. Perhaps using pre-trained ones might be
better in a similar fashion as pre-trained cross-
lingual embeddings helped over the self-trained
ones. The results also show the importance of
letting the embeddings change during training in-
stead of fixing them.

4.5 Text Generation

We evaluated text generation on both the fluency
of the sentences in English and French and also on
the degree to which concurrently generated sen-
tences are valid translations of each other. We
fixed our generated sentence length to a maxi-
mum of length 20 while training on Europarl and
to a maximum of length 15 while training on
Multi30k. We measured our performance both on
the supervised and unsupervised scenario. The su-
pervised scenario uses a pre-trained NMT trained
on parallel sentences and unsupervised uses a
pre-trained NMT trained on monolingual corpora.
The baseline is our implementation of Zhao et al.
(2017) with two additions. We change the Lin-
ear layers to 1-d convolutions with residual con-
nections and our generator produces a distributed
latent representation which can be paired with an
attention based decoder.

Corpus-level BLEU scores are measured using
the two test sets. The results are described in Ta-
ble 3. The higher BLEU scores demonstrate that
the GAN can generate fluent sentences both in En-
glish and French. We can note that the English
sentences have a higher BLEU score which could
be a bias from our translation system. On Europarl
our BLEU score is much higher than the base-
line indicating that we can improve text genera-
tion if we learn from the latent space of translation
rather than just an autoencoder. This however, re-
quires further investigation. The BLEU scores for
the Multi30k are lower because of the smaller test
size.

Perplexity result is presented in Table 4. We
can easily compare different models by using the
forward perplexities whereas it is not possible by
using the reverse perplexities as the models are
trained using the synthetic sentences with different
vocabulary sizes. We put the baseline results only
for the English generated sentences to show the su-
periority of our proposed Bilingual generated sen-
tences. The forward perplexities (F-PPL) of the
LMs using real data are 140.22 (En), 136.09 (Fr)
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Europarl
FR to EN EN to FR Mean

Supervised + Train. Pretrain. Xlingual + NC + 2Enc + NoAdv* 26.78 26.07 26.43
Supervised + NC 24.43 24.89 24.66
Unsupervised + Train. Pretrain. Xlingual + NC + MTF 5 + 2Enc + NoAdv* 20.82 21.20 21.01
Unsupervised + Train. Self-Trained FastText Embeddings + NC + MTF 5 18.12 17.74 17.93
Unsupervised + Train. Pretrain. Xlingual + NC + MTF 5 17.42 17.34 17.38
Unsupervised + NC + MTF 4 16.45 16.56 16.51
Unsupervised + Train. Self-Trained Xlingual + NC + MTF 5 15.91 16.00 15.96
Baseline (Unsupervised + Fixed Pretrain. Xlingual + NC + MTF 5) 15.22 14.34 14.78

Multi30k
Supervised + Train. Pretrain. Xlingual + NC + 2Enc + NoAdv 36.67 42.52 39.59
Unsupervised + Train. Pretrain. Xlingual + NC + MTF 5 + 2Enc + NoAdv 10.26 10.98 10.62

Table 2: The BLEU-4 scores for French to English and English to French translation. The *’ed experiments use
a vocabulary size of 15k words. The Multi30k experiments use the best hyperparameters found when training on
the Europarl dataset and a vocabulary size of 6800 words.

Europarl
English French

Bilingual-GAN Bilingual-GAN Baseline Bilingual-GAN Bilingual-GAN
(Supervised) (Unsupervised) (ARAE) (Supervised) (Unsupervised)

B-2 89.34 86.06 88.55 82.86 77.40
B-3 73.37 70.52 70.79 65.03 58.32
B-4 52.94 50.22 48.41 44.87 38.70
B-5 34.26 31.63 29.07 28.10 23.63

Multi30k
B-2 68.41 68.36 72.17 60.23 61.94
B-3 47.60 47.69 51.56 41.31 41.76
B-4 29.89 30.38 33.04 25.24 25.60
B-5 17.38 18.18 19.31 14.21 14.52

Table 3: Corpus-level BLEU scores for Text Generation on Europarl and Multi30k Datasets

and 59.29 (En), 37.56 (Fr) for the Europarl and the
Multi30k datasets respectively reported in F-PPL
column. From the tables, we can note the models
with lower forward perplexities (higher fluency)
for the synthetic samples tend to have higher re-
verse perplexities. For the Europarl dataset, the
lower forward perplexities for the Bilingual-GAN
and the baseline models than the real data indi-
cate the generated sentences by using these mod-
els has less diversity than the training set . For the
Multi30k dataset, we cannot see this trend as the
size of the test set is smaller than the number of
synthetic sentences.

4.6 Human Evaluation

The subjective judgments of the generated sen-
tences of the models trained using the Europarl
and the Multi30k datasets with maximum sentence
length of size 20 and 15 is reported in Table 6. As
we do not have ground truth for our translation we
measure parallelism between our generated sen-
tences only based on human evaluation. We used
25 random generated sentences from each model
and give them to a group of 4 bilingual people. We

asked them to first rate the sentences based on a 5-
point scale according to their fluency. The judges
are asked to score 1 which corresponds to gibber-
ish, 3 corresponds to understandable but ungram-
matical, and 5 correspond to naturally constructed
and understandable sentences (Semeniuta et al.,
2018). Then, we ask ask them to measure par-
allelism of the generated samples assuming that
the sentences are translations of each other. The
scale is between 1 and 5 again with 1 correspond-
ing to no parallelism, 3 to some parallelism and
5 to fully parallel sentences. From Table 6, we
can note that on text quality human evaluation re-
sults corresponds to our other quantitative metrics.
Our generated sentences show some parallelism
even in the unsupervised scenario. Some exam-
ple generated sentences are shown in Table 5. As
expected, sentences generated by the supervised
models exhibit more parallelism compared to ones
generated by unsupervised models.

5 Conclusion

This work proposes a novel way of modelling
NMT and NTG whereby we consider them as a
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Europarl
English French

F-PPL R-PPL F-PPL R-PPL
Real 140.22 - 136.09 -
Bilingual-GAN (Supervised) 64.91 319.32 66.40 428.52
Bilingual-GAN (Unsupervised) 65.36 305.96 82.75 372.27
Baseline (ARAE) 73.57 260.18 - -

Multi30k
Real 59.29 - 37.56 -
Bilingual-GAN (Supervised) 65.97 169.19 108.91 179.12
Bilingual-GAN (Unsupervised) 83.49 226.16 105.94 186.97
Baseline (ARAE) 64.4 222.89 - -

Table 4: Forward (F) and Reverse (R) perplexity (PPL) results for the Europarl and Multi30k datasets using
synthetic sentences of maximum length 20 and 15 respectively. F-PPL: Perplexity of a language model trained
on real data and evaluated on synthetic samples. R-PPL: Perplexity of a language model trained on the synthetic
samples from Bilingual-GAN and evaluated on the real test data.

English French
Europarl Supervised

the vote will take place tomorrow at 12 noon tomorrow. le vote aura lieu demain à 12 heures.
mr president, i should like to thank mr. unk for the

report.
monsieur le président, je tiens à remercier tout

particulièrement le rapporteur.

i think it is now as a matter of trying to make it with a
great political action.

je pense dès lors qu’une deuxième fois, je pense que
nous pouvons agir à une bonne manière que nous

sommes une bonne politique.
the debate is closed. le débat est clos.

Europarl Unsupervised
the report maintains its opinion, the objective of the

european union.
la commission maintient son rapport de l ’ appui, tout

son objectif essentiel.
the question is not on the basis of which the

environmental application which we will do with.
le principe n’est pas sur la loi sur laquelle nous avons

besoin de l’application de la législation.
i have no need to know that it has been adopted in a

democratic dialogue. je n’ai pas besoin de ce qu’il a été fait en justice.

Multi30k Supervised
a child in a floral pattern, mirrored necklaces, walking

with trees in the background.
un enfant avec un mannequin, des lunettes de soleil,

des cartons, avec des feuilles.
two people are sitting on a bench with the other people. deux personnes sont assises sur un banc et de la mer.

a man is leaning on a rock wall. un homme utilise un mur de pierre.
a woman dressed in the rain uniforms are running

through a wooden area
une femme habille‘e en uniformes de soleil marchant

dans une jungle
Multi30k Unsupervised

three people walking in a crowded city. trois personnes marchant dans une rue animée.

a girl with a purple shirt and sunglasses are eating. un homme et une femme mange un plat dans un
magasin local.

a woman sleeping in a chair with a graffiti lit street. une femme âgée assise dans une chaise avec une canne
en nuit.

Table 5: Examples of aligned generated sentences

Europarl
Fluency

(EN) (FR) Parallelism
Real 4.89 4.81 4.63
Bilingual-GAN (Sup.) 4.14 3.8 3.05
Bilingual-GAN (Unsup.) 3.88 3.52 2.52

Multi30k
Real 4.89 4.82 4.95
Bilingual-GAN (Sup.) 3.41 3.2 2.39
Bilingual-GAN (Unsup.) 4.07 3.24 1.97

Table 6: Human evaluation on the generated sentences
by Bilingual-GAN using the Europarl and the Multi30k
dataset.

joint problem from the vantage of a bilingual per-
son. It is a step towards modeling concepts and
ideas which are language agnostic using the latent
representation of machine translation as the basis.

We explore the versatility and the representation
power of latent space based deep neural architec-
tures which can align different languages and give
us a principled way of generating from this shared
space. Using quantitative and qualitative evalua-
tion metrics we demonstrate that we can generate
fluent sentences which exhibit parallelism in our
two target languages. Future work will consist of
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improving the quality of the generated sentences,
increasing parallelism specially without using par-
allel data to train the NMT and adding more lan-
guages. Other interesting extensions include us-
ing our model for conditional text generation and
multi-modal tasks such as image captioning.
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Abstract

Generated output from neural NLG systems
often contain errors such as hallucination, rep-
etition or contradiction. This work focuses on
designing a symbolic intermediate representa-
tion to be used in multi-stage neural generation
with the intention of reducing the frequency
of failed outputs. We show that surface re-
alization from this intermediate representation
is of high quality and when the full system is
applied to the E2E dataset it outperforms the
winner of the E2E challenge. Furthermore, by
breaking out the surface realization step from
typically end-to-end neural systems, we also
provide a framework for non-neural content
selection and planning systems to potentially
take advantage of semi-supervised pretraining
of neural surface realization models.

1 Introduction

For Natural Language Generation (NLG) systems
to be useful in practice, they must generate ut-
terances that are adequate, that is, the utterances
need to include all relevant information. Further-
more the information should be expressed cor-
rectly and fluently, as if written by a human. The
rule and template based systems which dominate
commercial NLG systems are limited in their gen-
eration capabilities and require much human ef-
fort to create but are reliably adequate and known
for widespread usage in areas such as financial
journalism and business intelligence. By contrast,
neural NLG systems need only a well collected
dataset to train their models and generate fluent
sounding utterances but have notable problems,
such as hallucination and a general lack of ade-
quacy (Wiseman et al., 2017). There was a marked
absence of neural NLG in any of the finalist sys-
tems in either the 2017 or 2018 Alexa Prize (Fang
et al., 2017; Chen et al., 2018).

Following prior work in the area of multi-stage

neural NLG (Dušek and Jurcicek, 2016; Daniele
et al., 2017; Puduppully et al., 2018; Hajdik et al.,
2019; Moryossef et al., 2019), and inspired by
more traditional pipeline data-to-text generation
(Reiter and Dale, 2000; Gatt and Krahmer, 2018),
we present a system which splits apart the typ-
ically end-to-end data-driven neural model into
separate utterance planning and surface realization
models using a symbolic intermediate representa-
tion. We focus in particular on surface realization
and introduce a new symbolic intermediate repre-
sentation which is based on an underspecified uni-
versal dependency tree (Mille et al., 2018b). In
designing our intermediate representation, we are
driven by the following constraints:

1. The intermediate representation must be suit-
able for processing with a neural system.

2. It must not make the surface realization task
too difficult because we are interested in un-
derstanding the limitations of neural genera-
tion even under favorable conditions.

3. It must be possible to parse a sentence into
this representation so that a surface realiza-
tion training set can be easily augmented with
additional in-domain data.

Focusing on English and using the E2E dataset,
we parse the reference sentences into our interme-
diate representation. We then train a surface real-
ization model to generate from this representation,
comparing the resulting strings with the reference
using both automatic and manual evaluation. We
find that the quality of the generated text is high,
achieving a BLEU score of 82.47. This increases
to 83.38 when we augment the training data with
sentences from the TripAdvisor corpus. A manual
error analysis shows that in only a very small pro-
portion (∼5%) of the output sentences, the mean-
ing of the reference is not fully recovered. This
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high level of adequacy is expected since the in-
termediate representations are generated directly
from the reference sentences. An analysis of a
sample of the adequate sentences shows that read-
ability is on a par with the reference sentences.

Having established that surface realization from
our intermediate representation achieves suffi-
ciently high performance, we then test its efficacy
as part of a pipeline system. On the E2E task, our
system scores higher on automated results than the
winner of the E2E challenge (Juraska et al., 2018).
The use of additional training data in the surface
realization stage results in further gains. These en-
couraging results suggest that pipelines can work
well in the context of neural NLG.

2 Methods

Figure 1: Example of two stage generation using the
pipeline system. Both are real examples generated by
their respective models.

Our system consists of two distinct models. The
first is an utterance planning model which takes
as input some structured data and generates an
intermediate representation of an utterance con-
taining one or more sentences. The intermedi-

ate representation of each sentence in the utter-
ance is then passed to a second surface realization
model which generates the final natural language
text. See Figure 1 for an example from the E2E
dataset. Both models are neural based. We use
a symbolic intermediate representation to pass in-
formation between the two models.

2.1 Symbolic Intermediate Representation

The symbolic intermediate representation used
is the deep1 Underspecified Universal Depen-
dency (UUD) structure (Mille et al., 2018b). The
UUD structure is a tree “containing only content
words linked by predicate-argument edges in the
PropBank/NomBank (Palmer et al., 2005; Meyers
et al., 2004) fashion” (Mille et al., 2018b). Each
UUD structure represents a single sentence. The
UUD structure was designed to “approximate the
kind of abstract meaning representations used in
native NLG tasks” (Mille et al., 2018b). That is,
the kind of output that a rule based system could
be reasonably expected to generate as part of a
pipeline NLG process. However, to the best of
our knowledge, no such system has yet been devel-
oped or adapted to generate the deep UUD struc-
ture as output. Hence it was required to make a
number of changes to the deep UUD structure dur-
ing preprocessing to better suit a neural system de-
signed to use the structure as a symbolic interme-
diate representation; namely we linearize the UUD
tree, remove accompanying token features and use
the surface form of each token, see Figure 2.

Linearization In order to use tree structures in a
sequence-to-sequence model a linearization order
for nodes in the tree must be determined. Follow-
ing Konstas et al. (2017) tree nodes are ordered
using depth first search. Scope markers are added
before each child node. When a node has only one
child node we omit scope markers. Though this
can lead to moderate ambiguity it greatly reduces
the length of the sequence (Konstas et al., 2017).

When two nodes appear at the same level in the
tree their linearization order is typically chosen at
random, or using some rule based heuristic or even
a secondary model (Ferreira et al., 2018). In this
system linearization of equivalent level tokens is

1deep here is not referring to deep learning but rather as
a contrast with another UUD variant known as the shallow
UUD. Shallow and deep surface realization tracks were used
in both Surface Realization Shared Tasks (Mille et al., 2018a;
Belz et al., 2011)
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Figure 2: Different representations of the Deep Underspecified Universal Dependency structure

determined by the original order in which they ap-
peared in the sentence. We chose to use a consis-
tent, as opposed to random, ordering of equivalent
level nodes for the symbolic intermediate repre-
sentation as it has been shown in a number of pa-
pers (Konstas et al., 2017; Juraska et al., 2018) that
neural models perform worse at given tasks when
trained on symbolic intermediate representations
sorted in random orders, even when that random-
ness is used to augment and increase the size of
the data. We chose to use original sentence order
of tokens as the basis for ordering sibling nodes.
Though this is clearly a simplification, and gives
the model additional information, it is an intuitive
choice.

Features As well as the head id, tokens in
the deep UUD structure are each associated with
a number of additional features: dependency
relations (DepRel), universal part-of-speech tag
(UPOS) and lexical features (feats), see Figure
2. Other neural based work on surface realization
from the deep UUD structure included this infor-
mation using factor methods (Elder and Hokamp,
2018). However our symbolic intermediate rep-
resentation does not include these additional fea-
tures. By not including the additional features
with each token we simplify the task of generating
the symbolic intermediate representation using a
neural model. Token features could be generated
using multitask learning as in Dalvi et al. (2017)

but we leave this for future work.

Lemmas vs. Forms In the deep UUD struc-
ture the token provided is a lemma, the root of the
original form of a token. Part-of-speech and lexi-
cal features are provided to enable a surface real-
ization system to determine the form. As we do
not include these features in our symbolic inter-
mediary representation we use the original form
of token instead. This is another simplification of
the surface realization task. While we found that
lemma + part of speech tag + lexical features typ-
ically provide enough information to reconstruct
the original form, it is not a 100% accurate map-
ping.

3 Experiments

Datasets Experiments were performed with the
E2E dataset (Novikova et al., 2017). Figure 1
contains an example of the E2E input. The E2E
dataset contains a training set of 42,061 pairs of
meaning representations and utterances. Training
data for the surface realization model was aug-
mented, for some experiments, with the TripAd-
visor corpus (Wang et al., 2010), which was fil-
tered for sentences with a 100% vocabulary over-
lap with the E2E corpus and a sentence length
between 5 and 30 tokens, resulting in an addi-
tional 209,823 sentences, with an average sentence
length of 10 tokens. By comparison the E2E cor-
pus had sentence lengths ranging between 1 and
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59 tokens with an average sentence length of 13
tokens.

Both corpora were sentence tokenized and
parsed by the Stanford NLP universal dependency
parser (Qi et al., 2018). The parsed sentences in
CoNLL-U format were then further processed by a
special deep UUD parser (Mille et al., 2018b). Ut-
terances from the E2E corpus were delexicalised
to anonymize restaurant names in both the name
and near slots of the meaning representation. All
tokens were lower cased before training.

Models For the neural NLG pipeline system we
train two separate encoder-decoder models using
the neural machine translation framework Open-
NMT (Klein et al., 2017). We trained two sepa-
rate encoder-decoder models for surface realiza-
tion and content selection. However both used
the same hyperparameters. A single layer LSTM
(Hochreiter and Schmidhuber, 1997) with RNN
size 450 and word vector size 300 was used. The
models were trained using ADAM (Kingma and
Ba, 2015) with a learning rate of 0.001. The only
difference between the two models was that the
surface realization model was trained with a copy
attention mechanism (Vinyals et al., 2015).

For the full E2E task a single planning model
was trained on the E2E corpus. However two dif-
ferent surface realization models were compared;
one trained solely on sentences from the E2E cor-
pus and another trained on a combined corpus
of E2E and TripAdvisor sentences. For base-
lines on the full E2E task we compare with two
encoder-decoder models which both use seman-
tic rerankers on their generated utterances; TGen
(Dušek and Jurcicek, 2016) the baseline system
for the E2E challenge and Slug2Slug (Juraska
et al., 2018) the winning system of the E2E chal-
lenge.

Automated Evaluation The E2E task is evalu-
ated using an array of automated metrics2; BLEU
(Papineni et al., 2002), NIST (Doddington, 2002),
METEOR (Lavie and Agarwal, 2007), ROUGE
(Lin, 2004), and CIDEr (Vedantam et al., 2015).
The two surface realization models were evaluated
on how well they were able to realize sentences
from the E2E validation set using silver parsed
intermediate representations. We report BLEU-4

2E2E NLG Challenge provides an official scoring script
https://github.com/tuetschek/e2e-metrics

scores3 for the silver parse generated texts from
the surface realization models. In both the E2E
(Dušek et al., 2019) and WebNLG challenge (Shi-
morina, 2018) it was found that automated results
did not correlate with the human evaluation on the
sentence level. However in the Surface Realiza-
tion shared task correlation between BLEU score
and human evaluation was noted to be highly sig-
nificant (Mille et al., 2018a).

Manual Analysis The importance of using hu-
man evaluation to get a more accurate understand-
ing of the quality of text generated by an NLG
system cannot be overstated. We perform human
evaluation on the outputs of the surface realization
model with a silver parse of the original utterances
as input. We evaluate the outputs first in terms
of meaning similarity and then readability and flu-
ency.

To evaluate the surface realization model we
compare generated utterances with the human ref-
erences. For the meaning similarity human eval-
uation we remove sentences with no differences,
only differences involving the presence or absence
of hyphens or only capitalization differences. We
evaluate meaning similarity between two utter-
ances as whether they contain the same meaning.
We treat this a binary Yes / No decision as the gen-
erated utterances are using a silver parse and ought
to be able to reconstruct a sentence that, while pos-
sibly differently structured, does express the same
meaning.

We manually analyze failure cases where se-
mantic similarity is not achieved to discover where
the issues arise. There may be failures in the
method of obtaining the intermediate representa-
tion, in the surface realization model or some other
issue with the intermediate representation.

We then pass on only those generated utterances
deemed to have the same meaning with the ref-
erence utterance into the next stage of readabil-
ity evaluation. To evaluate readability we per-
form pairwise comparisons between generated ut-
terances and reference utterances. We random-
ize the order during evaluation so it is not clear
what the origin of a particular utterance is. We de-
fine readability, sometimes called fluency, as how
well a given utterances reads, “is it fluent English

3We input tokenized, lowercased and relexi-
calised sentences to the Moses multi-bleu perl script:
https://github.com/OpenNMT/OpenNMT-py/
blob/master/tools/multi-bleu.perl
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or does it have grammatical errors, awkward con-
structions, etc.” (Mille et al., 2018a). By investi-
gating readability of utterances with meaning sim-
ilarity, we hope to see how the surface realization
model performs compared with a human written
utterance. The surface realization model is re-
quired to at least match human level performance
in order to be usable, if it does not then we need
to investigate where it fails and why. We used
Prodigy (Montani and Honnibal, 2018) as our data
annotation tool.

4 Results

4.1 Surface Realization Analysis

BLEU
E2E 0.8247
+ TripAdvisor 0.8338

Table 1: Automated evaluation of surface realization
models on validation set sentences

Automated evaluation To initially establish if
training on additional data from a different cor-
pus was beneficial we performed automated eval-
uation. Each surface realization model is provided
a parse of the target sentence. The BLEU score
is slightly higher, see Table 1, when the model is
trained with the additional corpus data.

E2E + TripAdvisor
Exact matches 3807 3935
Punctuation and/or determiner differences 1242 1268

Table 2: Surface Realization of 8024 sentences in the
E2E validation set

E2E + TripAdvisor
Remaining sentences 2975 2821
Sentences analysed 325 325
Failed meaning similarities 76 45
Same readability as reference 198 208
Worse readability than reference 30 43
Better readability than reference 21 29

Table 3: Manual analysis of a subset of remaining sen-
tences from the 8024 sentences in the E2E validation
set

Manual analysis Starting with generated sen-
tences from the E2E validation set, we first filter
out exact or very close matches to the reference
sentences, see Table 2. Then taking a subset of

remaining generated sentences, we establish that
they contain the same meaning as the reference
sentence. Finally we compare the readability / nat-
uralness of the generated text with the human ref-
erence sentences, see Table 3.

While the surface realization model trained on
both E2E and Trip Advisor corpora generally out-
performs the model trained on only E2E data, it
has more sentences rated as Worse readability than
reference. More detailed manual analysis is re-
quired to tell whether this is a statistical anomaly
or a true insight into how the additional data is af-
fecting model performance.

Analysis of failed meaning similarities Look-
ing at examples where a generated sentence failed
to correctly capture the meaning of the reference
sentence we find the causes for this fall into a num-
ber of categories:

• Poor sentence tokenization

• Problems with the reference sentence

• Unusually phrased reference sentence

• Unknown words

• Generation model failures (repetition or
missing words)

The model trained on the additional TripAdvi-
sor corpus has a larger vocabulary and has seen
a wider range of sentences, and thus fails less
often. Most failures appear to be due to refer-
ence sentences containing unknown tokens or be-
ing phrased in a new or unusual way the model
has not seen before. A smaller number of cases
are attributable to issues directly with the gener-
ation model, namely repetition or absence of to-
kens from the intermediate representation. Figure
3 contains three examples of failed generation.

BLEU NIST METEOR ROUGE L CIDEr
Validation

TGen 0.6925 8.4781 0.4703 0.7257 2.3987
Slug2Slug 0.6576 8.0761 0.4675 0.7029 -
Pipeline 0.7271 8.5680 0.4874 0.7546 2.5481
+ TripAdvisor 0.7298 8.5891 0.4875 0.7557 2.5507

Test
TGen 0.6593 8.6094 0.4483 0.6850 2.2338
Slug2Slug 0.6619 8.6130 0.4454 0.6772 2.2615
Pipeline 0.6705 8.6737 0.4573 0.7114 2.2940
+ TripAdvisor 0.6738 8.7277 0.4572 0.7152 2.2995

Table 4: Automated results on end-to-end task
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Ref: Do not go to The Punter near riverside.

IR: go ( not xname riverside )

Gen: Not go to The Punter in riverside.

(a) Model generation failure

Ref: With only an average customer rating, and it being a no for families, it doesn’t have much
going for it.

IR: have ( rating ( only average customer no ( and it families ) ) it n’t much ( going it ) )

Gen: With a only average customer rating and its no families, it won’t have much that going to
it.

(b) Unusual phrasing in reference sentence

Ref: Have you heard of The Sorrento and The Wrestlers, they are the average friendly families.

IR: heard ( you xnear ( xname and ) families ( they average friendly ) )

Gen: You can be heard near The Sorrento and The Wrestlers, they are average friendly families.

(c) Nonsensical reference sentence

Figure 3: Examples of reference sentences (Ref), intermediate representations (IR) and generated texts (Gen) from
three different scenarios.

4.2 End-to-End Analysis

We report results on the full E2E task in Table
4. Both our systems outperform the E2E chal-
lenge winning system Slug2Slug (Juraska et al.,
2018), with the system using the surface realiza-
tion model trained with additional data performing
slightly better. Both surface realization models re-
ceived the same set of intermediate representations
from the single utterance planning model.

Further human evaluation may be required to
establish the meaningfulness of these higher au-
tomated results.

5 Related Work

The work most similar to ours is (Dušek and Jur-
cicek, 2016). It is also in the domain of task ori-
ented dialogue and they apply two-stage genera-
tion; first generating deep syntax dependency trees
using a neural model and then generating the fi-
nal utterance using a non-neural surface realizer.
They found that while generation quality is ini-
tially higher from the two-stage model, when us-
ing a semantic reranker it is outperformed by an
end-to-end seq2seq system.

Concurrent to this work is Moryossef et al.
(2019). In this work they split apart the task of
planning and surface realization. Conversely to
Dušek and Jurcicek (2016) they employ a rule

based utterance planner and a neural based surface
realizer. They applied this system to the WebNLG
corpus (Gardent et al., 2017) and found that, com-
pared with a strong neural system, it performed
roughly equally at surface realization but exceeded
the neural system at adequately including informa-
tion in the generated utterance.

Other work has looked for innovative ways to
separate planning and surface realization from the
end-to-end neural systems, most notably Wiseman
et al. (2018) which learns template generation also
on the E2E task, but does not yet match baseline
performance, and He et al. (2018) which has a dia-
logue manager control decision making and passes
this information onto a secondary language gener-
ator. Other work has attempted either multi-stage
semi-unconstrained language generation, such as
in the domain of story telling (Fan et al., 2019), or
filling-in-the-blanks style sentence reconstruction
(Fedus et al., 2018).

6 Discussion

Our system’s automated results on the E2E task
exceed that of the winning system. This shows
that splitting apart utterance planning and surface
realization in a fully neural system may have po-
tential benefit. Our intuition is that by loosely sep-
arating the semantic and syntactic tasks of sen-

70



tence planning and surface realization, our mod-
els are more easily able to learn alignments be-
tween source and target sequences in each distinct
task than in a single model. More clear align-
ments may help as the E2E corpus is a relatively
small dataset, at least compared with dataset sizes
used for neural machine translation (Bojar et al.,
2018) for which end-to-end neural models are the
dominant paradigm. Further human analysis of the
generated utterances’ fluency and adequacy4 could
help determine what is driving the improved per-
formance on automated metrics.

The design of our symbolic intermediate rep-
resentation is such that additional training data
can be easily collected for the surface realization
model. Indeed we see marginally better results
on the E2E task with a surface realization model
trained on both the E2E and TripAdvisor corpuses.
This approach could be further scaled beyond the
relatively small number of additional sentences we
automatically parsed from the TripAdvisor corpus.
In the E2E challenge it was noted that a semantic
reranker was requisite for high performing neural
systems (Dušek et al., 2019). Adding a semantic
reranker to our system could likely help improve
performance of the utterance planning step.

While we made simplifications to the interme-
diate representation, namely including forms over
lemmas and using the original sentence order to
sort adjacent nodes, their generation was still re-
quired to be performed by a higher level model.
It’s possible that different higher level systems, for
example a rule based utterance planning system,
might prefer a more abstract intermediate repre-
sentation. Indeed this trade off between what in-
formation ought to go into the intermediate repre-
sentation is a highly practical one. A surface real-
ization model trained using our automated repre-
sentation could be made to work with a rule based
system providing input.

7 Conclusion

We have designed a symbolic intermediate repre-
sentation for use in a pipeline neural NLG sys-
tem. We found the surface realization from this
representation to be of high quality, and that re-
sults improved further when trained on additional
data. When testing the full pipeline system auto-
mated results exceeded that of prior top perform-

4The generated utterance’s coverage of the input meaning
representation

ing neural systems, demonstrating the potential of
breaking apart typically end-to-end neural systems
into separate task-focused models.
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Abstract

We introduce a simple method for text style
transfer that frames style transfer as denois-
ing: we synthesize a noisy corpus and treat
the source style as a noisy version of the target
style. To control for aspects such as preserv-
ing meaning while modifying style, we pro-
pose a reranking approach in the data synthe-
sis phase. We evaluate our method on three
novel style transfer tasks: transferring between
British and American varieties, text genres
(formal vs. casual), and lyrics from different
musical genres. By measuring style transfer
quality, meaning preservation, and the fluency
of generated outputs, we demonstrate that our
method is able both to produce high-quality
output while maintaining the flexibility to sug-
gest syntactically rich stylistic edits.

1 Introduction

Following exciting work on style transfer for im-
ages (Gatys et al., 2016), neural style transfer for
text has gained research interest as an application
and testbed for syntactic and semantic understand-
ing of natural language (Li et al., 2018; Shen et al.,
2017; Hu et al., 2017; Prabhumoye et al., 2018).
Unfortunately, unlike image style transfer, which
often requires only a single reference image in
the desired style, neural text style transfer typi-
cally requires a large parallel corpus of sentences
in the source and target style to train a neural ma-
chine translation model (Sutskever et al., 2014;
Bahdanau et al., 2014).

One approach to mitigate the need for a large
parallel corpus is to develop methods to disen-
tangle stylistic attributes from semantic content,
for example by using adversarial classifiers (Shen
et al., 2017) or by predefining markers associated
with stylistic attributes (Li et al., 2018). How-
ever, such approaches can reduce fluency and alter

∗Equal contribution.
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2. Synthesize noisy style corpora

3. Train denoising model
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(Decode)
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Figure 1: An overview of our method. We assume
a seed corpus of parallel (clean, noisy) sentence pairs
(C, N) = {(Ck, Nk)}Mseed

k=1 , as well as two non-
parallel corpora R = {Rk}MR

k=1 and S = {Sk}MS

k=1 of
different styles. We first use noising to generate syn-
thetic parallel data in both styles, then “denoise” to
transfer from one style to the other.

meaning, or make only lexical changes instead of
larger, phrase-level edits.

Given the limitations of these techniques, we
propose an approach which uses backtransla-
tion (Sennrich et al., 2015a) to synthesize paral-
lel data, starting with nonparallel data in differing
styles. We introduce a simple method for unsu-
pervised text style transfer that frames style trans-
fer as a denoising problem in which we treat the
source style as a noisy version of the target style.
By further introducing hypothesis reranking tech-
niques in the data synthesis procedure, our method
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h3
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Noisy S̃

Noise Gap

Figure 2: When synthesizing noisy sentences to train
the denoising model S̃ → S, we use style reranking to
choose the noisy hypothesis h closest to the alternate
style R. In this case, h3 minimizes the “noise gap.”

(summarized in Figure 1) allows for rich syntac-
tic modifications while encouraging preservation
of meaning.

We evaluate our method on three distinct style
transfer tasks, transferring between English vari-
eties (American and British), formal and infor-
mal writing (news data and Internet forum data),
and lyrics of different musical genres (pop and hip
hop). We use three criteria to measure the qual-
ity of outputs that have been mapped to the tar-
get style: style transfer strength, meaning preser-
vation, and fluency. Despite the simplicity of the
method, we demonstrate that it is capable of mak-
ing syntactically rich suggestions. The proposed
reranking technique can also be used to modulate
aspects of the style transfer, such as the degree to
which the style is applied or the extent to which
meaning is changed.

2 Method

We assume a seed corpus of parallel (clean, noisy)
sentence pairs (C, N) = {(Ck, Nk)}Mseed

k=1 , as well
as two non-parallel corpora R = {Rk}MR

k=1 and
S = {Sk}MS

k=1 of different styles.

2.1 Noising

We first synthesize noisy versions of R and S. We
first obtain a seed noise corpus of (clean, noisy)
sentence pairs from a language learner forum.
Using the seed noise corpus, we train a neural
sequence transduction model to learn the map-
ping from clean to noisy C → N from our
(clean, noisy) sentence pairs. Then, we decode R
and S using the noising model to synthesize the
corresponding noisy versions, R̃ and S̃.

• Baseline As a baseline, we apply the noising
method described in Xie et al. (2018). This

method utilizes beam search noising tech-
niques to encourage diversity during the nois-
ing process in order to avoid copying of the
inputs.

• Style Reranking A shortcoming of the base-
line noising method is that it mimics the noise
in the initial seed corpus, which may not
match well with the input style. In order to
produce noise that better matches the inputs
that will later be fed to the denoising model,
we perform reranking to bias the synthesized
noisy corpora R̃ and S̃ towards the clean cor-
pora S and R, respectively.

Consider the noise synthesis for S, and de-
note the noising procedure for a single input
as fnoise(·). We generate multiple noise hy-
potheses, hi = fnoise(Sk) and select the hy-
pothesis closest to the alternate style R, as
ranked by a language model trained on R:

h∗ = arg max
i

pR(hi)

Figure 2 illustrates the intuition that the style
reranking will result in noised data “closer”
to the expected source inputs.

• Meaning Reranking Similar to style rerank-
ing, we rerank the hypotheses to encourage
meaning preservation by ranking the differ-
ent noise hypotheses according to the cosine
similarity of the sum of word embeddings be-
tween the hypothesis and the original source
input.

2.2 Denoising

After the synthesized parallel corpus is generated,
we train a denoising model between the synthe-
sized noisy corpora and the clean counterparts. To
encode style information, we prepend a start token
to each noisy sentence corresponding to its style,
i.e. R̃k = (⟨style⟩, w1, w2, . . . , wT ).

Besides providing a simple method to specify
the desired target style, this also allows us to com-
bine the noisy-clean corpora from each of the two
styles and train a single model using both cor-
pora. This provides two benefits. First, it allows
us to learn multiple styles in one model. This al-
lows one model to perform style transfer from both
R → S and S → R. Second, multi-task learn-
ing often improves the performance for each of the
separate tasks (Luong et al., 2016).
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We then join the corpora to obtain the
(clean, noisy) sentence pairs,

(X, X̃) = {(Xk, X̃k)}MR+S

k=1 ,

from which we will learn our denoising model.
Our denoising model learns the probabilistic map-
ping P (X|X̃), obtaining model parameters θ∗ by
minimizing the loss function:

L(θ) = −
MR+S∑

k=1

log P (Xk|X̃k; θ)

For our experiments we use the Transformer
encoder-decoder model (Vaswani et al., 2017)
with byte-pair encoding (Sennrich et al., 2015b)
with vocabulary size of 30000. We follow the
usual training procedure of minibatch gradient de-
scent to minimize negative log-likelihood.

The trained denoising model is then applied
to the source style—that we treat as the “noisy”
corpus—with the start token of the target style to
perform style transfer (Figure 1).

3 Experiments

Task Dataset Training LM

US/UK NYT/BNC 800K 2.5MM
Forum/News NYT/Reddit 800K 2.5MM
Music Genres Hip Hop/Pop 500K 400K

Table 1: Style transfer datasets and number of sen-
tences. Training refers to examples used to synthesize
noisy sentences and train the denoising model. LM
refers to examples used to train language models for
reranking and evaluation. In addition to training and
LM data, 20K examples are held out for each of the
dev and test sets.

3.1 Data

We evaluate our methods on three different style
transfer tasks between the following corpus pairs:
(1) American and British English, (2) formal news
writing and informal forum writing, and (3) pop
and hip hop lyrics. The first task of transferring
between American and British English is primar-
ily intended as a preliminary test for our proposed
technique by demonstrating that it can capture lex-
ical changes. The latter two tasks require more
sophisticated syntactic edits and form the basis of
our later analysis.

A summary of the datasets used for the three
tasks is provided in Table 1. We use The New York
Times for the American English data, the British
National Corpus for the British English data, and
the Reddit comments dataset for informal forum
data. The pop and hip hop lyrics are gathered
from MetroLyrics.1 For the parallel seed corpus
used to train the noising model, we use a dataset
of roughly 1MM sentences collected from an En-
glish language learner forum (Tajiri et al., 2012).

3.2 Evaluation
We define effective style transfer using the follow-
ing criteria:

1. Transfer strength For a given output sen-
tence, effective style transfer should increase
the probability under the target style distri-
bution relative to the probability of observ-
ing it under the source style distribution. We
thus define transfer strength as the ratio of
target-domain to source-domain shift in sen-
tence probability. Let R be the source style
inputs and R→tgt be the target style outputs.
Then,

SHIFTsrc = exp
[ 1

n

n∑

k=1

log(P (R→tgt
k |LMsrc))

− 1

n

n∑

k=1

log(P (Rk|LMsrc))
]

SHIFTtgt = exp
[ 1

n

n∑

k=1

log(P (R→tgt
k |LMtgt))

− 1

n

n∑

k=1

log(P (Rk|LMtgt))
]

TRANSFERSTRENGTHsrc→tgt
def
=

SHIFTtgt

SHIFTsrc

A positive transfer is any ratio greater than
one.

2. Meaning preservation The target output
should also have similar meaning and intent
as the source. To measure this, we compute
the cosine similarity between embeddings r
of the source and target:

MEANINGPRESERVATION
def
=

rsrc
⊤rtgt

∥rsrc∥∥rtgt∥
1https://www.kaggle.com/gyani95/380000-lyrics-from-

metrolyrics
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NYT↔BNC NYT↔Reddit Pop↔Hip hop

Method → ← → ← → ←
Baseline 1.315 1.227 1.252 1.202 1.097 1.086
Style Rerank 1.359 1.274 1.312 1.246 1.110 1.072
Meaning Rerank 1.285 1.222 1.281 1.145 1.118 1.092

Table 2: The transfer strength for each style transfer task.

NYT↔BNC NYT↔Reddit Pop↔Hip hop

Method → ← → ← → ←
Baseline 92.22 92.17 97.00 91.56 96.84 97.22
Style Rerank 91.93 91.66 97.25 91.10 96.84 97.18
Meaning Rerank 94.40 93.47 98.34 94.18 97.29 97.48

Table 3: Meaning preservation for each style transfer task. All reported numbers scaled by 102 for display.

NYT↔BNC NYT↔Reddit Pop↔Hip hop

Method → ← → ← → ←
Pre-Transfer 5.763 3.891 4.609 5.763 2.470 1.453

Baseline 4.016 4.012 3.920 5.506 2.112 1.429
Style Rerank 3.877 3.992 3.603 5.194 1.930 1.310
Meaning Rerank 3.874 3.743 3.808 5.395 1.915 1.284

Table 4: Fluency of each style transfer task. All reported numbers scaled by 103 for display.

To compute the embeddings r, we use the
sentence encoder provided by the InferSent
library, which has demonstrated excellent
performance on a number of natural language
understanding tasks (Conneau et al., 2017).

3. Fluency The post-transfer sentence should
remain grammatical and fluent. We use the
average log probability of the sentence post-
transfer with respect to a language model
trained on CommonCrawl as our measure of
fluency.

The source and target language models are 4-gram
(in the case of music lyrics) or 5-gram (in the
case of other datasets) language models trained on
a held-out subset of each corpus, estimated with
Kneser-Ney smoothing using KenLM (Heafield
et al., 2013).

Task Base Rerank No
Pref

NYT→ BNC 6.00 6.25 87.8
BNC→ NYT 10.8 6.5 82.8

NYT→ Reddit 6.75 9.5 83.8
Reddit→ NYT 9.75 18.3 72.0

Pop→ Hip Hop 5.25 6.50 88.3
Hip Hop→ Pop 7.5 10.3 82.3

Table 5: Human evaluation results for style transfer
strength. Entries give percentage of time where anno-
tator preferred base vs. rerank (combined for 2 annota-
tors).

3.3 Pairwise Human Evaluation of
Reranking

While language model likelihood is an established
measure of fluency or grammaticality, and In-
ferSent has been used as an effective sentence rep-
resentation on a number of natural language un-
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derstanding tasks (Conneau et al., 2017), we wish
to validate our transfer strength results for our pro-
posed reranking method using human evaluation
as well.

For each of the six tasks (3 pairs crossed with 2
directions), we randomly selected 200 sentences,
then took the outputs with models trained using
style reranking and without style reranking. We
then randomized the outputs such that the human
evaluators would not be given the label for which
output was produced using reranking.

Two annotators then labeled each (randomized)
pair with the sentence that seemed to have higher
transfer strength. We allowed for a “No pref-
erence” option for cases where neither output
seemed to have higher transfer strength. We chose
pairwise comparisons as it seemed most robust to
sometimes minor changes in the sentences. Re-
sults are shown in Table 5. We see that while for
Reddit → NYT there seems to be a clear prefer-
ence, in most cases stylistic differences tend to be
subtle given small differences in transfer strength.

3.4 Results

As shown in Table 2, we observed positive style
transfer on all six transfer tasks. For the task
of British and American English as well as for-
mal news writing and informal forum writing, ap-
plying style reranking during the noising process
increased the transfer strength across all four of
these tasks. On the other hand, applying mean-
ing reranking during the noising process often de-
creased the transfer strength. For pop and hip
hop lyrics, we do not observe the same pattern;
this may be due to the lack of data for the lan-
guage model, thereby leading to less effective
style reranking. In Section 4.1, we also address
the possibility of a mismatch with the initial seed
corpus.

As noted in Table 3, meaning is also well-
preserved. On this metric, the meaning rerank
method outperformed the other two models across
all six tasks, showing the effectiveness of the
reranking method.

In all six style transfer tasks in Table 4, the flu-
ency was highest for the baseline model as com-
pared to the reranked models, although fluency
is often higher for the original sentence pairs.
We suspect that transfer strength and meaning
preservation are largely orthogonal to fluency, and
hence encouraging one of the metrics can lead to

dropoffs in the others.

4 Discussion

After experimental evidence that the proposed
method produces reasonable stylistic edits, we
wished to better understand the effects of our
reranking methods as well as the choice of our ini-
tial seed corpus.

4.1 Limitations of Noise Corpus

A key factor in the performance of our style trans-
fer models is the noisy data synthesis. Our method
relies on an initial seed corpus of (clean, noisy)
sentence pairs to bootstrap training. However,
such a corpus is not ideal for the style transfer
tasks we consider, as there is mismatch in many
cases between the style transfer domains (e.g.
news, music lyrics, forum posts) and the seed cor-
pus (language learner posts). We observe in Ta-
ble 2 that more significant transfer appears to oc-
cur for the tasks involving news data, and less for
music lyrics.

To examine why this might be the case, we
trained a 5-gram LM on the clean portion of the
initial seed corpus, corresponding to the input of
the noise model. We then measured the perplexity
of this language model on the different domains.
Results are given in Table 7. This may indicate
why style transfer with music lyrics proved most
difficult, as there is the greatest domain mismatch
between the initial seed corpus and those corpora.

4.2 Comparing with Prior Work on
Sentiment Transfer

Prior work on text style transfer has often focused
on transferring between positive and negative sen-
timent (Li et al. (2018), Shen et al. (2017)). When
we applied our method and evaluation trained on
the same Yelp sentiment dataset as Li et al. (2018),
using a subset of the Yelp Dataset for training our
language model,2 we obtained positive style trans-
fer results across all three models (Table 8).

However, on further inspection of our decoded
outputs, sentiment did not appear to change de-
spite our evaluation metrics suggesting positive
style transfer. This apparent contradiction can be
explained by our approach treating sentiment as a
content attribute instead of a style attribute.

The problem of sentiment transfer can be con-
strued as changing certain content attributes while

2https://www.kaggle.com/yelp-dataset/yelp-dataset

78



Task Source Target

UK to US As the BMA’s own study of alternative
therapy showed, life is not as simple as
that.

As the F.D.A.’s own study of alternative
therapy showed, life is not as simple as
that.

US to UK The Greenburgh Drug and Alcohol
Force and investigators in the Westch-
ester District Attorney’s Narcotics Ini-
tiative Program Participated in the ar-
rest.

The Royal Commission on Drug and
Attache Force and investigators in the
Westchester District Attorney’s Initia-
tive Program Participated in the arrest.

NYT to Reddit The votes weren’t there. There weren’t any upvotes.
Reddit to NYT i guess you need to refer to bnet website

then.
I guess you need to refer to the bnet
website then.

Pop to Hip Hop My money’s low My money’s on the low
Hip Hop to Pop Yo, where the hell you been? Yo, where the hell are you?

Table 6: Qualitative examples of style transfer results for different tasks. No parallel data outside of the initial noise
corpus was used. Note that the style transfer approach can generate targets with significant syntactic changes from
the source. All examples shown are without reranking during data synthesis. BMA refers to the British Medical
Association.

NYT 686 (460) BNC 608 (436)
Reddit 287 (215) Pop 702 (440)
Hip hop 1239 (802)

Table 7: Perplexities with (and without) OOVs for dif-
ferent datasets under seed corpus language model.

Yelp Pos↔ Neg

Method → ←
Baseline 1.182 1.184
Style Rerank 1.189 1.198
Meaning Rerank 1.197 1.191

Table 8: Transfer strength for our method on Yelp sen-
timent transfer task shows positive style transfer (> 1).

keeping other style and content attributes constant.
Meanwhile, style transfer aims to change style
attributes while preserving all content attributes
and thus preserving semantic meaning. Modifying
style attributes include syntactic changes or word
choices which might be more appropriate for the
target style, but does not fundamentally change the
meaning of the sentence.

A look at the meaning preservation metric
across our models and across some models from
prior work (Table 9) validates this hypothesis.
Models that report higher-quality sentiment trans-

Yelp Pos↔ Neg

Method → ←
Baseline 96.91 97.87
Style Rerank 97.33 97.74
Meaning Rerank 97.17 98.18
Shen et al. (2017) 96.03 96.32
Li et al. (2018) 90.82 92.36

Table 9: Meaning Preservation for our models as well
as CROSSALIGN (Shen et al. (2017)) and DELETE-
ANDRETRIEVE (Li et al. (2018)) on Yelp Sentiment
Transfer Task. All reported numbers scaled by 102 for
display.

fer such as Li et al. (2018) perform more poorly
on the metric of meaning preservation, suggest-
ing that changing a Yelp review from a positive
review to a negative one fundamentally changes
the content and meaning of the review, not just the
style. Our model thus performs poorly on senti-
ment transfer, since our denoising method is lim-
ited to modifying style attributes while preserving
all content attributes.

5 Related Work

Our work is related to broader work in training
neural machine translation models in low-resource
settings, work examining effective methods for
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applying noise to text, as well as work in style
transfer.

Machine translation Much work in style transfer
builds off of work in neural machine translation,
in particular recent work on machine translation
without parallel data using only a dictionary or
aligned word embeddings (Lample et al., 2017;
Artetxe et al., 2017). These approaches also use
backtranslation while introducing token-level
corruptions to avoid the problem of copying
during an initial autoencoder training phase. They
additionally use an initial dictionary or embedding
alignments which may be infeasible to collect
for many style transfer tasks. Finally, our work
also draws from work on zero-shot translation
between languages given parallel corpora with a
pivot language (Johnson et al., 2017).

Noising and denoising To our knowledge, there
has been no prior work formulating style trans-
fer as a denoising task outside of using token cor-
ruptions to avoid copying between source and tar-
get. Our style transfer method borrows techniques
from the field of noising and denoising to correct
errors in text. We apply the noising technique in
Xie et al. (2018) that requires an initial noise seed
corpus instead of dictionaries or aligned embed-
dings. Similar work for using noise to create a
parallel corpus includes Ge et al. (2018).

Style transfer Existing work for style transfer of-
ten takes the approach of separating content and
style, for example by encoding a sentence into
some latent space (Bowman et al., 2015; Hu et al.,
2017; Shen et al., 2017) and then modifying or
augmenting that space towards a different style.
Hu et al. (2017) base their method on variational
autoencoders (Kingma and Welling, 2014), while
Shen et al. (2017) instead propose two constrained
variants of the autoencoder. Yang et al. (2018) use
language models as discriminators instead of a bi-
nary classifier as they hypothesize language mod-
els provide better training signal for the generator.
In the work perhaps most similar to the method we
describe here, Prabhumoye et al. (2018) treat style
transfer as a backtranslation problem, using a pivot
language to first transform the original text to an-
other language, then encoding the translation to a
latent space where they use adversarial techniques
to preserve content while removing style.

However, such generative models often struggle
to produce high-quality outputs. Li et al. (2018)
instead approaches the style transfer task by
observing that there are often specific phrases
that define the attribute or style of the text. Their
model segments in each sentence the specific
phrases associated with the source style, then use
a neural network to generate the target sentence
with replacement phrases associated with the
target style. While they produce higher quality
outputs than previous methods, this method
requires manual annotation and may be more
limited in capturing rich syntactic differences
beyond the annotated phrases.

6 Conclusion

In this paper, we propose a denoising method
for performing text style transfer by treating the
source text as a noisy version of the desired tar-
get. Our method can generate rich edits to map
inputs to the target style. We additionally propose
two reranking methods during the data synthesis
phase intended to encourage meaning preservation
as well as modulate the strength of style trans-
fer, then examine their effects across three varied
datasets. An exciting future direction is to develop
other noising methods or datasets in order to con-
sistently encourage more syntactically rich edits.
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Abstract

Despite advances in open-domain dialogue
systems, automatic evaluation of such systems
is still a challenging problem. Traditional
reference-based metrics such as BLEU are in-
effective because there could be many valid
responses for a given context that share no
common words with reference responses. A
recent work proposed Referenced metric and
Unreferenced metric Blended Evaluation Rou-
tine (RUBER) to combine a learning-based
metric, which predicts relatedness between a
generated response and a given query, with
reference-based metric; it showed high corre-
lation with human judgments. In this paper,
we explore using contextualized word embed-
dings to compute more accurate relatedness
scores, thus better evaluation metrics. Experi-
ments show that our evaluation metrics outper-
form RUBER, which is trained on static em-
beddings.

1 Introduction

Recent advances in open-domain dialogue sys-
tems (i.e. chatbots) highlight the difficulties in
automatically evaluating them. This kind of eval-
uation inherits a characteristic challenge of NLG
evaluation - given a context, there might be a
diverse range of acceptable responses (Gatt and
Krahmer, 2018).

Metrics based on n-gram overlaps such as
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004), originally designed for evaluating machine
translation and summarization, have been adopted
to evaluate dialogue systems (Sordoni et al., 2015;
Li et al., 2016; Su et al., 2018). However, Liu
et al. (2016) found a weak segment-level correla-
tion between these metrics and human judgments

Dialogue Context
Speaker 1: Hey! What are you doing here?
Speaker 2: I’m just shopping.
Query: What are you shopping for?
Generated Response: Some new clothes.
Reference Response: I want buy gift for my mom!

Table 1: An example of zero BLEU score for an accept-
able generated response in multi-turn dialogue system

of response quality. As shown in Table 1, high-
quality responses can have low or even no n-gram
overlap with a reference response, showing that
these metrics are not suitable for dialogue evalu-
ation (Novikova et al., 2017; Lowe et al., 2017).

Due to the lack of strong automatic evalua-
tion metrics, many researchers resort primarily
to human evaluation for assessing their dialogue
systems performances (Shang et al., 2015; Sor-
doni et al., 2015; Shao et al., 2017). There are
two main problems with human annotation: 1)
it is time-consuming and expensive, and 2) it
does not facilitate comparisons across research pa-
pers. For certain research questions that involve
hyper-parameter tuning or architecture searches,
the amount of human annotation makes such stud-
ies infeasible (Britz et al., 2017; Melis et al.,
2018). Therefore, developing reliable automatic
evaluation metrics for open-domain dialog sys-
tems is imperative.

The Referenced metric and Unreferenced met-
ric Blended Evaluation Routine (RUBER) (Tao
et al., 2018) stands out from recent work in au-
tomatic dialogue evaluation, relying minimally
on human-annotated datasets of response quality
for training. RUBER evaluates responses with a
blending of scores from two metrics:
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Figure 1: An illustration of changes applied to RUBER’s unreferenced metric’s architecture. Red dotted double
arrows show three main changes. The leftmost section is related to substituting word2vec embeddings with BERT
embeddings. The middle section replaces Bi-RNNs with simple pooling strategies to get sentence representations.
The rightmost section switches ranking loss function to MLP classifier with cross entropy loss function.

• an Unreferenced metric, which computes the
relevancy of a response to a given query in-
spired by Grice (1975)’s theory that the qual-
ity of a response is determined by its related-
ness and appropriateness, among other prop-
erties. This model is trained with negative
sampling.
• a Referenced metric, which determines the

similarities between generated and reference
responses using word embeddings.

Both metrics strongly depend on learned word em-
beddings. We propose to explore the use of con-
textualized embeddings, specifically BERT em-
beddings (Devlin et al., 2018), in composing eval-
uation metrics. Our contributions in this work are
as follows:

• We explore the efficiency of contextualized
word embeddings on training unreferenced
models for open-domain dialog system eval-
uation.
• We explore different network architectures

and objective functions to better utilize con-
textualized word embeddings, and show their
positive effects.

2 Proposed models

We conduct the research under the RUBER
metric’s referenced and unreferenced framework,
where we replace their static word embeddings
with pretrained BERT contextualized embeddings
and compare the performances. We identify three
points of variation with two options each in the

unreferenced component of RUBER. The main
changes are in the word embeddings, sentence rep-
resentation, and training objectives that will be ex-
plained with details in the following section. Our
experiment follows a 2x2x2 factorial design.

2.1 Unreferenced Metric
The unreferenced metric predicts how much a gen-
erated response is related to a given query. Fig-
ure 1 presents RUBER’s unreferenced metric over-
laid with our proposed changes in three parts of the
architecture. Changes are illustrated by red dotted
double arrows and include word embeddings, sen-
tence representation and the loss function.

2.1.1 Word Embeddings
Static and contextualized embeddings are two dif-
ferent types of word embeddings that we explored.

• Word2vec. Recent works on learnable eval-
uation metrics use simple word embeddings
such as word2vec and GLoVe as input to
their models (Tao et al., 2018; Lowe et al.,
2017; Kannan and Vinyals, 2017). Since
these static embeddings have a fixed context-
independent representation for each word,
they cannot represent the rich semantics of
words in contexts.
• BERT. Contextualized word embeddings are

recently shown to be beneficial in many NLP
tasks (Devlin et al., 2018; Radford et al.,
2018; Peters et al., 2018; Liu et al., 2019). A
noticeable contextualized word embeddings,
BERT (Devlin et al., 2018), is shown to per-
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form competitively among other contextual-
ized embeddings, thus we explore the ef-
fect of BERT embeddings on open domain
dialogue systems evaluation task. Specif-
ically, we substitute the word2vec embed-
dings with BERT embeddings in RUBER’s
unreferenced score as shown in the leftmost
section of Figure 1.

2.1.2 Sentence Representation
This section composes a single vector representa-
tion for both a query and a response.

• Bi-RNN. In the RUBER model, Bidirectional
Recurrent Neural Networks (Bi-RNNs) are
trained for this purpose.
• Pooling. We explore the effect of replacing

Bi-RNNs with some simple pooling strate-
gies on top of words BERT embeddings
(middle dotted section in Figure 1). The in-
tuition behind this is that BERT embeddings
are pre-trained on bidirectional transformers
and they include complete information about
word’s context, therefore, another layer of bi-
RNNs could just blow up the number of pa-
rameters with no real gains.

2.1.3 MLP Network
Multilayer Perceptron Network (MLP) is the last
section of RUBER’s unreferenced model that is
trained by applying negative sampling technique
to add some random responses for each query into
training dataset.

• Ranking loss. The objective is to maximize
the difference between relatedness score pre-
dicted for positive and randomly added pairs.
We refer to this objective function as a rank-
ing loss function. The sigmoid function used
in the last layer of MLP assigns a score to
each pair of query and response, which indi-
cates how much the response is related to a
given query.
• Cross entropy loss. We explore the effi-

ciency of using a simpler loss function such
as cross entropy. In fact, we consider unref-
erenced score prediction as a binary classifi-
cation problem and replace baseline trained
MLP with MLP classifier (right dotted sec-
tion in Figure 1). Since we do not have a
human labeled dataset, we use negative sam-
pling strategy to add randomly selected re-
sponses to queries in training dataset. We as-
sign label 1 to original pairs of queries and
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.
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Figure 2: BERT-based referenced metric. Static
word2vec embeddings are replaced with BERT embed-
dings (red dotted section).

responses and 0 to the negative samples. The
output of softmax function in the last layer of
MLP classifier indicates the relatedness score
for each pair of query and response.

2.2 Referenced Metric

The referenced metric computes the similarity be-
tween generated and reference responses. RU-
BER achieves this by applying pooling strategies
on static word embeddings to get sentence embed-
dings for both generated and reference responses.
In our metric, we replace the word2vec embed-
dings with BERT embeddings (red dotted section
in Figure 2) to explore the effect of contextualized
embeddings on calculating the referenced score.
We refer to this metric as BERT-based referenced
metric.

3 Dataset

We used the DailyDialog dataset1 which contains
high quality multi-turn conversations about daily
life including various topics (Li et al., 2017), to
train our dialogue system as well as the evalu-
ation metrics. This dataset includes almost 13k
multi-turn dialogues between two parties splitted
into 42,000/3,700/3,900 query-response pairs for
train/test/validation sets. We divided these sets
into two parts, the first part for training dialogue
system and the second part for training unrefer-
neced metric.

3.1 Generated responses

We used the first part of train/test/validation sets
with overall 20,000/1,900/1,800 query-response

1http://yanran.li/dailydialog

84



Query Response Human rating
Can I try this one on? Yes, of course. 5, 5, 5
This is the Bell Captain’s Desk. May I help you? No, it was nothing to leave. 1, 2, 1
Do you have some experiences to share with
me? I want to have a try.

Actually, it good to say.
Thanks a lot.

3, 2, 2

Table 2: Examples of query-response pairs, each rated by three AMT workers with scores from 1 (not appropriate
response) to 5 (completely appropriate response).

pairs to train an attention-based sequence-to-
sequence (seq2seq) model (Bahdanau et al., 2014)
and generate responses for evaluation. We used
OpenNMT (Klein et al., 2017) toolkit to train the
model. The encoder and decoder are Bi-LSTMs
with 2 layers each containing 500-dimensional
hidden units. We used 300-dimensional pretrained
word2vec embeddings as our word embeddings.
The model was trained by using SGD optimizer
with learning rate of 1. We used random sample
with temperature control and set temperature value
to 0.01 empirically to get grammatical and diverse
responses.

3.2 Human Judgments

We collected human annotations on generated re-
sponses in order to compute the correlation be-
tween human judgments and automatic evaluation
metrics. Human annotations were collected from
Amazon Mechanical Turk (AMT). AMT workers
were provided a set of query-response pairs and
asked to rate each pair based on the appropriate-
ness of the response for the given query on a scale
of 1-5 (not appropriate to very appropriate). Each
survey included 5 query-response pairs with an ex-
tra pair for attention checking. We removed all
pairs that were rated by workers who failed to cor-
rectly answer attention-check tests. Each pair was
annotated by 3 individual turkers. Table 2 demon-
strates three query-response pairs rated by three
AMT workers. In total 300 utterance pairs were
rated from contributions of 106 unique workers.

4 Experimental Setup

4.1 Static Embeddings

To compare how the word embeddings affect the
evaluation metric, which is the main focus of
this paper, we used word2vec as static embed-
ddings trained on about 100 billion words of
Google News Corpus. These 300 dimensional
word embeddings include almost 3 million words
and phrases. We applied these pretrained embed-

dings as input to dialogue generation, referenced
and unreferenced metrics.

4.2 Contextualized Embeddings

In order to explore the effects of contextual-
ized embedding on evaluation metrics, we used
the BERT base model with 768 vector dimen-
sions pretrained on Books Corpus and English
Wikipedia with 3,300M words (Devlin et al.,
2018).

4.3 Training Unreferenced model

We used the second part of the DailyDi-
alog dataset composed of 22,000/1,800/2,100
train/test/validation pairs to train and tune the
unreferenced model, which is implemented with
Tensorflow. For sentence encoder, we used 2
layers of bidirectional gated recurrent unit (Bi-
GRU) with 128-dimensional hidden unit. We
used three layers for MLP with 256, 512 and
128-dimensional hidden units and tanh as activa-
tion function for computing both ranking loss and
cross-entropy loss. We used Adam (Kingma and
Ba, 2015) optimizer with initial learning rate of
10−4 and applied learning rate decay when no im-
provement was observed on validation data for five
consecutive epochs. We applied early stop mecha-
nism and stopped training process after observing
20 epochs with no reduction in loss value.

5 Results

We first present the unreferenced metrics’ per-
formances. Then, we present results on the full
RUBER’s framework - combining unreferenced
and referenced metrics. To evaluate the perfor-
mance of our metrics, we calculated the Pearson
and Spearman correlations between learned met-
ric scores and human judgments on 300 query-
response pairs collected from AMT. The Pearson
coefficient measures a linear correlation between
two ordinal variables, while the Spearman coeffi-
cient measures any monotonic relationship. The
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Embedding Representation Objective Pearson (p-value) Spearman (p-value)
Cosine

Similarity

word2vec

Bi-RNN
Ranking 0.28 (<6e-7) 0.30 (<8e-8) 0.56

Cross-Entropy 0.22 (<9e-5) 0.25 (<9e-6) 0.53

Max Pooling
Ranking 0.19 (<8e-4) 0.18(<1e-3) 0.50

Cross-Entropy 0.25 (<2e-5) 0.25(<2e-5) 0.53

Mean Pooling
Ranking 0.16 (<5e-3) 0.18(<2e-3) 0.50

Cross-Entropy 0.04 (<5e-1) 0.06(<3e-1) 0.47

BERT

Bi-RNN
Ranking 0.38 (<1e-2) 0.31(<4e-8) 0.60

Cross-Entropy 0.29 (<2e-7) 0.24 (<3e-5) 0.55

Max Pooling
Ranking 0.41 (<1e-2) 0.36 (<7e-9) 0.65

Cross-Entropy 0.55 (<1e-2) 0.45 (<1e-2) 0.70

Mean Pooling
Ranking 0.34 (<2e-9) 0.27 (<2e-6) 0.57

Cross-Entropy 0.32 (<2e-8) 0.29 (<5e-7) 0.55

Table 3: Correlations and similarity values between relatedness scores predicted by different unreferenced models
and human judgments. First row is RUBER’s unreferenced model.

third metric we used to evaluate our metric is co-
sine similarity, which computes how much the
scores produced by learned metrics are similar to
human scores.

5.1 Unreferenced Metrics Results

This section analyzes the performance of unrefer-
enced metrics which are trained based on various
word embeddings, sentence representations and
objective functions. The results in the upper sec-
tion of Table 3 are all based on word2vec embed-
dings while the lower section are based on BERT
embeddings. The first row of table 3 corresponds
to RUBER’s unreferenced model and the five fol-
lowing rows are our exploration of different unref-
erenced models based on word2vec embeddings,
for fair comparison with BERT embedding-based
ones. Table 3 demonstrates that unreferenced met-
rics based on BERT embeddings have higher cor-
relation and similarity with human scores. Con-
textualized embeddings have been found to carry
richer information and the inclusion of these vec-
tors in the unreferenced metric generally leads to
better performance (Liu et al., 2019).

Comparing different sentence encoding strate-
gies (Bi-RNN v.s. Pooling) by keeping other vari-
ations constant, we observe that pooling of BERT
embeddings yields better performance. This
would be because of BERT embeddings are pre-
trained on deep bidirectional transformers and us-
ing pooling mechanisms is enough to assign rich
representations to sentences. In contrast, the
models based on word2vec embeddings benefit

from Bi-RNN based sentence encoder. Across
settings, max pooling always outperforms mean
pooling. Regarding the choice of objective func-
tions, ranking loss generally performs better for
models based on word2vec embeddings, while the
best model with BERT embeddings is obtained by
using cross-entropy loss. We consider this as an
interesting observation and leave further investi-
gation for future research.

5.2 Unreferenced + Referenced Metrics
Results

This section analyzes the performance of integrat-
ing variants of unreferenced metrics into the full
RUBER framework which is the combination of
unreferenced and referenced metrics. We only
considered the best unreferenced models from Ta-
ble 3. As it is shown in Table 4, across dif-
ferent settings, max combinations of referenced
and unereferenced metrics yields the best perfor-
mance. We see that metrics based on BERT em-
beddings have higher Pearson and Spearman cor-
relations with human scores than RUBER (the first
row of Table 4) which is based on word2vec em-
beddings.

In comparison with purely unreferenced met-
rics (Table 3), correlations decreased across the
board. This suggests that the addition of the ref-
erenced component is not beneficial, contradicting
RUBER’s findings (Tao et al., 2018). We hypothe-
size that this could be due to data and/or language
differences, and leave further investigation for fu-
ture work.
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Model Unreferenced Referenced Pooling Pearson Spearman Cosine
SimilarityEmbedding Representation Objective Embedding

RUBER word2vec Bi-RNN Ranking word2vec
min 0.08 (<0.16) 0.06 (<0.28) 0.51
max 0.19 (<1e-3) 0.23 (<4e-5) 0.60
mean 0.22 (<9e-5) 0.21 (<3e-4) 0.63

Ours BERT max Pooling Cross-
Entropy BERT

min 0.05 (<0.43) 0.09 (<0.13) 0.52
max 0.49 (<1e-2) 0.44 (<1e-2) 0.69
mean 0.45 (<1e-2) 0.34 (<1e-2) 0.70

Table 4: Correlation and similarity values between automatic evaluation metrics (combination of Referenced and
Unreferenced metrics) and human annotations for 300 query-response pairs annotated by AMT workers. The
”Pooling” column shows the combination type of referenced and unreferenced metrics.

6 Related Work

Due to the impressive development of open do-
main dialogue systems, existence of automatic
evaluation metrics can be particularly desirable to
easily compare the quality of several models.

6.1 Automatic Heuristic Evaluation Metrics

In some group of language generation tasks such
as machine translation and text summarization, n-
grams overlapping metrics have a high correlation
with human evaluation. BLEU and METEOR are
primarily used for evaluating the quality of trans-
lated sentence based on computing n-gram preci-
sions and harmonic mean of precision and recall,
respectively (Papineni et al., 2002; Banerjee and
Lavie, 2005). ROUGE computes F-measure based
on the longest common subsequence and is highly
applicable for evaluating text summarization (Lin,
2004). The main drawback of mentioned n-gram
overlap metrics, which makes them inapplicable in
dialogue system evaluation is that they don’t con-
sider the semantic similarity between sentences
(Liu et al., 2016; Novikova et al., 2017; Lowe
et al., 2017). These word overlapping metrics are
not compatible with the nature of language genera-
tion, which allows a concept to be appeared in dif-
ferent sentences with no common n-grams, while
they all share the same meaning.

6.2 Automatic Learnable Evaluation Metrics

Beside the heuristic metrics, researchers recently
tried to develop some trainable metrics for au-
tomatically checking the quality of generated re-
sponses. Lowe et al. (2017) trained a hierarchi-
cal neural network model called Automatic Dia-
logue Evaluation Model (ADEM) to predict the
appropriateness score of dialogue responses. For
this purpose, they collected a training dataset by
asking human about the informativeness score for
various responses of a given context. However,

ADEM predicts highly correlated scores with hu-
man judgments in both sentence and system level,
collecting human annotation by itself is an effort-
ful and laborious task.

Kannan and Vinyals (2017) followed the GAN
model’s structure and trained a discriminator that
tries to discriminate the model’s generated re-
sponse from human responses. Even though they
found discriminator can be useful for automatic
evaluation systems, they mentioned that it can not
completely address the evaluation challenges in
dialogue systems.

RUBER is another learnable metric, which con-
siders both relevancy and similarity concepts for
evaluation process (Tao et al., 2018). Referenced
metric of RUBER measures the similarity between
vectors of generated and reference responses com-
puted by pooling word embeddings, while unref-
erenced metric uses negative sampling to train the
relevancy score of generated response to a given
query. Despite ADEM score, which is trained on
human annotated dataset, RUBER is not limited
to any human annotation. In fact, training with
negative samples makes RUBER to be more gen-
eral. It is obvious that both referenced and unref-
erenced metrics are under the influence of word
embeddings information. In this work, we show
that contextualized embeddings that include much
more information about words and their context
can have good effects on the accuracy of evalua-
tion metrics.

6.3 Static and Contextualized Words
Embeddings

Recently, there has been significant progress in
word embedding methods. Unlike previous static
word embeddings like word2vec 2, which maps
words to constant embeddings, contextualized em-
beddings such as ELMo, OpenAI GPT and BERT

2https://code.google.com/archive/p/word2vec/
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consider word embeddings as a function of the
word’s context in which the word is appeared
(McCann et al., 2017; Peters et al., 2018; Rad-
ford et al., 2018; Devlin et al., 2018). ELMo
learns word vectors from a deep language model
pretrained on a large text corpus (Peters et al.,
2018). OpenAI GPT uses transformers to learn a
language model and also to fine-tune it for spe-
cific natural language understanding tasks (Rad-
ford et al., 2018). BERT learns words’ representa-
tions by jointly conditioning on both left and right
context in training all levels of deep bidirectional
transformers (Devlin et al., 2018). In this paper,
we show that beside positive effects of contex-
ualized embeddings on many NLP tasks includ-
ing question answering, sentiment analysis and se-
mantic similarity, BERT embeddings also have the
potential to help evaluate open domain dialogue
systems closer to what would human do.

7 Conclusion and Future work

In this paper, we explored applying contextual-
ized word embeddings to automatic evaluation of
open-domain dialogue systems. The experiments
showed that the unreferenced scores of RUBER
metric can be improved by considering contextu-
alized word embeddings which include richer rep-
resentations of words and their context.

In the future, we plan to extend the work to
evaluate multi-turn dialogue systems, as well as
adding other aspects, such as creativity and nov-
elty into consideration in our evaluation metrics.
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Abstract

Text generation is an important Natural Lan-
guage Processing task with various applica-
tions. Although several metrics have already
been introduced to evaluate the text genera-
tion methods, each of them has its own short-
comings. The most widely used metrics such
as BLEU only consider the quality of gener-
ated sentences and neglect their diversity. For
example, repeatedly generation of only one
high quality sentence would result in a high
BLEU score. On the other hand, the more re-
cent metric introduced to evaluate the diver-
sity of generated texts known as Self-BLEU
ignores the quality of generated texts. In this
paper, we propose metrics to evaluate both
the quality and diversity simultaneously by ap-
proximating the distance of the learned gen-
erative model and the real data distribution.
For this purpose, we first introduce a metric
that approximates this distance using n-gram
based measures. Then, a feature-based mea-
sure which is based on a recent highly deep
model trained on a large text corpus called
BERT is introduced. Finally, for oracle train-
ing mode in which the generators density can
also be calculated, we propose to use the dis-
tance measures between the corresponding ex-
plicit distributions. Eventually, the most popu-
lar and recent text generation models are eval-
uated using both the existing and the proposed
metrics and the preferences of the proposed
metrics are determined.

1 Introduction

Generative models and especially Generative Ad-
versarial Networks (GANs) have been received
much attention in the last few years. However, the
evaluation of generated samples by these models is
challenging. Although some studies have recently
focused on introducing measures like Inception

∗ These authors contributed equally to this work.

Score and Fréchet Inception Distance (FID) to
compare results of different GAN models for im-
age generation, there is not a study to propose
proper metrics for evaluation of text generation
models. In the last few years, many GAN-based
text generation models (Yu et al., 2017; Lin et al.,
2017; Che et al., 2017; Guo et al., 2018; Zhang
et al., 2017) have been proposed. However, mea-
suring the performance of these models in the cor-
responding papers is not comprehensive. GANs
suffer from the mode collapse problem (Metz
et al., 2016) and the GAN-based text generation
models may just produce a highly limited set of
sentences and therefore just considering the qual-
ity of these generated sentences for comparison is
not comprehensive.

On the other hand, there are measures like Self-
BLEU (Zhang et al., 2017) for evaluating the di-
versity of generated sentences, but they can not
consider the quality of samples at all. Besides, de-
signing an experiment of evaluating diversity by
humans is not straightforward and thus it’s neces-
sary to have a jointly quality-diversity measuring
metric.

In this paper, we intend to propose metrics sen-
sitive to both quality and diversity simultaneously,
assigning low scores not only to models generat-
ing low-quality samples but also to the ones with
low-diversity samples (including the mode col-
lapsed models). To this end, we first propose the
MS-Jaccard as an n-gram based measure that con-
siders the quality and diversity of generated sam-
ples simultaneously. It attempts to find the similar-
ity of the set of generated samples by a model and
the set of real (or test) samples. Then, a feature-
based measure is proposed to compare the real
data distribution and the generative model distri-
bution in the feature space. Indeed, by borrow-
ing the idea of FID (Heusel et al., 2017) that is
a popular feature-based evaluation metric in im-
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age generation tasks and advent of a recent highly
deep model named BERT (Devlin et al., 2018)
as a reference feature extractor for natural lan-
guage texts, a metric is proposed for evaluation
of natural language generation. Finally, appro-
priate divergences between the oracle distribution
and the (learned) model distribution is introduced
for when the probabilistic oracle is considered as
synthetic data distribution (and thus the target dis-
tribution is available for evaluation).

2 Text Generation Models

The neural models on text generation first used
LSTMs and trained them by the Maximum Like-
lihood Estimation (MLE) via teacher forcing
(Hochreiter and Schmidhuber, 1997). These mod-
els suffer from the exposure bias problem which is
due to the train-test discrepancy. Although some
solutions such as scheduled sampling were intro-
duced to overcome the exposure bias problem, it
has been shown that they are incompatible with
the language nature (Bengio et al., 2015; Huszar,
2015). By introducing GANs (Goodfellow et al.,
2014) as successful image generation models, it
has gained much attention to propose GAN-based
text generation models. However, the discrete na-
ture of text needs the generator with discrete out-
puts that makes passing the gradient from the dis-
criminator to the generator difficult. SeqGAN (Yu
et al., 2017) alleviates this difficulty by a gra-
dient policy approach using a REINFORCE-like
method to train the generator as a stochastic pol-
icy. This method has some difficulties such as
reward sparsity and high variance for large ac-
tion spaces. Subsequent methods try to pass more
informative signal from the discriminator to the
generator. RankGAN(Lin et al., 2017) trains the
discriminator as a ranker which assigns a higher
score to the more realistic sequences (in compar-
ison with other sentences in the current batch).
LeakGAN (Guo et al., 2018) takes advantage of
the feudal networks and considers the discrimina-
tor as a manager and the generator as a worker
while the feature layer of the discriminator is fed
to the generator as leaked information. MaliGAN
(Che et al., 2017) attempts to redefine the gener-
ator’s objective. It minimizes KL divergence be-
tween the generator and the real distribution which
is obtained by the discriminator in the optimality
assumption of the discriminator. This new objec-
tive leads to an importance sampling procedure.

TextGAN (Zhang et al., 2017) also applies a new
objective for the generator. It tries to push the gen-
erator focus from the last layer of the discrimina-
tor to its last feature layer. Real data and gener-
ator samples will each have some distribution in
the feature layer of the discriminator. The gener-
ator’s objective is to make them closer by Maxi-
mum Mean Discrepancy (MMD) metric.

3 Metrics

In this section, we first indicate the main difficul-
ties of the existing measures for evaluation of text
generation models. Then, we introduce metrics
that evaluate the capability of the models in gen-
erating both right sentences and various ones. The
proposed metrics (that are all symmetric) jointly
specify to what extent probable sentences in real
data are likely in the generative model and also
the probable sentences in the model are likely in
the real data.

3.1 Shortcomings of the existing metrics

In this section, shortcomings of the metrics that
either evaluate the quality or the diversity of gen-
erated samples are presented. Moreover, a recent
attempt to simultaneously considering these met-
rics is introduced.

3.1.1 Quality metrics
BLEU: It is the most widely used metric for text
generation. Originally BLEU (Papineni et al.,
2002) is a metric to evaluate the quality of
machine-translated text. In unconditional text gen-
eration, all sentences in the test set are considered
as the reference set and generated sentences are
evaluated by computing their average BLEU score
on this reference set. In conditional text genera-
tion tasks like machine translation which include
a limited reference set (for each condition), com-
puting the similarity of the generated text and the
reference set may be sensible. However, the ref-
erence set for the unconditional text generation
task is whole available sentences and measures
like BLEU just consider the validity of generated
sentences without measuring what proportion of
the reference sentences can be covered by the text
generation model. On the other hand, GAN-based
text generation models may generate a highly lim-
ited set of sentences and sacrifice the diversity
(due to the mode collapse problem). Therefore,
evaluating these models using BLEU score just
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shows the validity of their outputs without consid-
ering their coverage.

Oracle-NLL: It was introduced by SeqGAN
(Yu et al., 2017) and is based on assuming a syn-
thetic oracle distribution. It considers a random
distribution as the real distribution (or the oracle)
and the training dataset is prepared by sampling
from this distribution. The score is defined to be
the Negative Log Likelihood (NLL) of the gener-
ated samples from the trained model in the oracle
distribution. In this measure, the coverage is again
neglected and a model that generates only one high
quality sentence can reach high performance.

3.1.2 Diversity metric
As mentioned above, BLUE and Oracle-NLL just
consider the quality of the generated samples and
ignore their diversity. Below, we introduce two
metrics measuring the diversity. However, these
metrics evaluate only diversity and don’t consider
the quality of samples at all.

Self-BLEU: In (Zhu et al., 2018), Self-BLEU
was introduced to evaluate just variety of sen-
tences. It measures BLEU score for each gener-
ated sentence by considering other generated sen-
tences as reference. By averaging these BLEU
scores (obtained for generated sentences), a met-
ric that is called Self-BLEU is achieved where its
lower values shows more diversity.

Entropy: On the other side, we can use the en-
tropy of probabilistic generative model to measure
the diversity where the lower values show lower
diversity. As the direct calculation of the entropy
is not feasible, a Monte-Carlo estimation of it can
be used.

3.1.3 Quality and diversity
Recently (Caccia et al., 2018) mentioned the flaws
of only evaluating the quality and found that MLE
outperforms the GAN variants for text generation
since it dominates GANs in the quality-diversity
space. (Caccia et al., 2018) uses the quality-
diversity spectrum obtained by changing the tem-
perature parameter that controls entropy of the
models’ conditional distributions. However, it
does not provide a measure to assess both the qual-
ity and the diversity without needing to inspect the
whole quality-diversity spectrum.

Likelihood: Although the likelihood of a gen-
erative model on real (test) data evaluates the abil-
ity of the model in generating the test samples, it
doesn’t measure the quality of the whole set of

generated texts by the model. In fact, a model
with a low NLL value on test data (or equivalently
a model in which the likelihood of the test data
is high) may also assign high probability to many
other sentences that are not valid or qualified.
Specifically for sequence models, the likelihood
doesn’t assess the free-running mode of models.
To be more detailed, most of the probabilistic se-
quence models, decompose the joint distribution
to conditional distributions using the chain rule.
These conditional distributions are the probabil-
ity of each token conditioned on the prior tokens.
Thus, in the likelihood evaluation, each of token’s
probability is conditioned on a prefix that is a real
sequence itself and the likelihood is not assessed
on the previously generated tokens of the model
during evaluation (it is similar to the exposure bias
problem of MLE for sequence generation).

Moreover, measuring a model by its likelihood
score has another problem. When a model misses
one mode of a multi-modal distribution, its score
decreases severely; so it is an unfair metric for
comparing MLE method with other methods be-
cause MLE method uses likelihood as its objec-
tive and has mean seeking behavior (Goodfellow,
2017).

3.2 Proposed metrics

In this section, we propose metrics that simultane-
ously considers the quality and the diversity of the
generated samples. To this end, we compare the
real distribution of texts with the obtained distri-
bution by the text generation model.

3.2.1 MS-Jaccard
We first propose a metric that finds the similarity
of the generative model and the real distribution
by comparing text samples generated by them. To
this end, n-grams of generated samples and those
of real samples are considered as two multi-sets
(that also preserve repetition of n-grams) and the
similarity of the resulted multi-sets is computed.
In simple words, the MS-Jaccard focuses on the
similarity of the n-grams frequencies in the two
sets and inspired by the well-known Jaccard Index
which determines the similarity of two sets as the
ratio of the cardinality of their intersection to that
of their union.

To define it formally, let S1 and S2 be two sets
of sentences, Gn be the set of n-grams in S1 ∪ S2,
and Cn(g, S) be the normalized counts of the n-
gram g in the set S. The similarity between n-
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grams of two sets S1 and S2 is defined as:

scoren =

∑
g∈Gn

min{Cn(g, S1), Cn(g, S2)}∑
g∈Gn

max{Cn(g, S1), Cn(g, S2)}
.

(1)
The geometric mean of the {scoren}Nn=1 will be
the MS-Jaccard score called MS-Jaccard-N where
the N is the maximum length of n-grams. It is
worth noting that the frequencies of the n-grams
in each set is normalized with respect to the total
number of sentences in the set (to avoid diminish-
ing the score when the size of only one of these
sets grows). Thus, the Cn(g, S) will denotes the
average frequency per sentence for n-gram g in the
set S. If the generated sentences won’t have diver-
sity or quality, the n-gram distribution of generated
texts will be different from that of the real texts
and causing to decrease the MS-Jaccard score con-
sequently. As it is obvious, the MS-Jaccard is a
similarity measure and so its higher value will be
better.

3.2.2 Fréchet BERT Distance (FBD)

One popular metric for evaluation of image gen-
eration models is FID introduced in (Heusel et al.,
2017). Each of real and generated images in a fea-
ture space (found by Inception network) is mod-
eled by a Gaussian distribution, and the FID is de-
fined as the Fréchet distance between these two
Gaussian distributions. We want to introduce a
similar measure for the text generation task. To
this end, we utilize BERT (Devlin et al., 2018)
that provides a proper feature space for texts. We
use Fréchet distance in BERT’s feature space as a
metric that considers quality and variety of gen-
erated sentences, and name it Fréchet BERT Dis-
tance (FBD). There is a set of pooled features (for
classification task) in the BERT network that has a
constant size for different input sequence lengths;
we used these features for FBD. The Fréchet dis-
tance is also known as Wasserstein-2 divergence,
and this distance between two Gaussian distribu-
tion is as follows:

√
||m1 −m2||22 + Tr(C1 + C2 − 2(C1C2)1/2),

(2)
where mi and Ci show the mean vector and the co-
variance matrix of these Gaussians respectively. It
should be noted as the FBD is a distance measure,
its lower values will be better.

3.2.3 Oracle Based Evaluation
In Oracle-NLL evaluation introduced in (Yu et al.,
2017), the measured distance is Kullback–Leibler
(KL) divergence of the generative model and the
oracle which ignores the variety of generated sen-
tences. On the other hand, the inverse KL (that is
relevant to the likelihood of real data in the text
generation model) can not guarantee the quality
of generated samples by the model. We propose
measuring the distance of the probabilistic oracle
distribution P (that generates real data) and the
probabilistic generative model Q by a symmetric
distance as an evaluation metric. A wide range
of distances can be utilized for this purpose. One
symmetric distance is Bhattacharyya that can be
estimated by the Monte-Carlo as below:

B(P,Q) =

−1
2

(
ln

1

N

N∑

i=0

√
q(xi)

p(xi)
+ ln

1

M

M∑

j=0

√
p(xj)

q(xj)

)
,

(3)
where {xi} and {xj} are sets of samples from P
and Q distributions respectively. Similar to the
FBD, Bhattacharyya is also a distance measure
and thus its lower values are better.

4 Evaluation

In this section, we first conduct some experiments
to evaluate text generation models using the exist-
ing and the proposed measures. Then, we discuss
about the appropriateness of the proposed metrics.

4.1 Datasets
We evaluate the models on COCO image captions
(Lin et al., 2014), EMNLP2017 WMT News (Bo-
jar et al., 2017), and IMDB (Maas et al., 2011)
as the popular datasets for text generation. In ad-
dition to these datasets, similar to (Yu et al., 2017;
Lin et al., 2017; Guo et al., 2018), we also consider
a synthetic oracle produced by a probabilistic text
generator that is a random initialized LSTM as a
synthetic dataset. The description of the datasets
is as follows:

• COCO Captions (Lin et al., 2014): It is a col-
lection of image captions containing around
600,000 captions. Sentences having between
5 and 25 words are selected (resulting in
524,225 sentences) where 5,328 is the vocab
size of the resulted dataset. Among the re-
sulted dataset, 40,000 samples are used for
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training, 20,000 samples for validation, and
20,000 for test.

• EMNLP2017 WMT News (Bojar et al.,
2017): It is a collection of news texts for the
machine translations task 1. Among a version
of this dataset for English corpus containing
500,000 sentences, sentences having more
than 3 words with less than 150 frequency
(these words are replaced with UNK) were
dropped and sentences that have between 20
and 40 words selected. The vocab size of the
resulted dataset is 6,148. Among this dataset,
40,000 samples are used for training, 20,000
samples for validation, and 20,000 for test.

• IMDB Movie Reviews (Maas et al., 2011): It
is a collection of IMDB movie reviews for the
sentiment analysis task, containing 25,000 la-
beled and 50,000 unlabeled ones. We have
selected the first two sentences of each review
and replace words with less that 50 times fre-
quency with UNK and keep sentences from
length 5 to 40 with less than 5 UNKs. The fi-
nal dataset is subsampled to have 20,000 sen-
tences for training data, 10,000 for validation,
and 10,000 for test data leading to vocab size
of 5,810.

• Oracle synthetic dataset (Yu et al., 2017):
A randomly initialized LSTM generator as
a real distribution used in oracle training
mode; the network implementation is bor-
rowed from the SeqGAN released code2.
This network’s hidden size is 32 and its em-
bedding size is 3,200. Moreover, the vocab
size is 5,000 and the length of sequences is
20. The dataset of 100,000 samples are gen-
erated according to the above model. Among
this dataset, 50,000 samples are used for
training, 25,000 for validation, and 25,000
for test.

4.2 Experimental Setup
4.2.1 Text Generation Models
As the recent methods for text generation, we eval-
uate SeqGAN (Yu et al., 2017), RankGAN (Lin
et al., 2017), and MaliGAN (Che et al., 2017). We
also consider vanilla Maximum Likelihood Esti-
mation (MLE) language model using LSTM as the

1http://statmt.org/wmt17/translation-task.html
2https://github.com/LantaoYu/SeqGAN/

baseline method. We used the implementation of
the above methods in the Texygen platform (Zhu
et al., 2018) and train them in this framework3.
The models were trained on the similar dataset ex-
isting in their released code but collected from the
original sites reported in corresponding reference
papers.

In order to have a fair comparison, all settings
of the models (e.g., same hidden) were kept the
same as the Texygen framework. Since setting a
fixed number of epochs for terminating training
of different methods does not seem such reason-
able and resulting in unfair scores, we targeted
multiple training termination criteria. In the real-
world datasets training, the training termination
of the GANs were based on obtaining the best
BLEU4 on validation data in addition to setting
a max number of iterations for all the models. Be-
sides, the training termination of MLE is based the
NLL on the validation data while also setting a
max number of iterations as above. In the oracle
training mode, the termination were done based on
both Oracle-NLL on the validation set and again
on a max number of iterations for all models.

4.2.2 Metrics

Among the existing measures, BLEU2 upto
BLEU5 (evaluating only quality), Self-BLUE2
upto Self-BLEU5 (evaluating only diversity), and
NLL that shows the negative log likelihood of the
model on test data are utilized for real datasets.
Moreover, due to the low performance of the
Python NLTK (Bird et al., 2009) BLEU library4

when needing to evaluate multiple sentences with
a fixed reference set, we have re-implemented it
to achieve parallel computation and high perfor-
mance 5.

Among the proposed measures, MS-Jaccard2
upto MS-Jaccard5 and FBD are assayed on real-
world datasets. For synthetic oracle, NLL and
Oracle-NLL as the existing measures and the pro-
posed measure for comparing distributions, i.e.
Bhattacharyya, are evaluated. It should be noted
that, in order to make the metric’s directions
the same (i.e. their lower values show better
performance), the 1−MS-Jaccard, 1−BLEU and
−1×Entropy is used in some plots.

3https://github.com/geek-ai/Texygen
4https://www.nltk.org/ modules/nltk/
5https://github.com/Danial-Alh/FastBLEU
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Table 1: Performance of models (using different measures) on COCO Captions dataset. MSJ, BL, and SBL denote
MS-Jaccard, BLEU, and Self-BLEU respectively.

Method NLL FBD MSJ2 MSJ3 MSJ4 MSJ5 BL2 BL3 BL4 BL5 SBL2 SBL3 SBL4 SBL5
Real Data - 0.460 0.760 0.585 0.430 0.306 0.926 0.794 0.622 0.454 0.864 0.685 0.489 0.329

MLE 38.416 1.971 0.655 0.473 0.322 0.210 0.891 0.715 0.507 0.334 0.849 0.644 0.425 0.268
SeqGAN 55.610 4.590 0.301 0.229 0.164 0.111 0.904 0.771 0.578 0.380 0.941 0.842 0.700 0.545
MaliGAN 39.916 1.474 0.671 0.495 0.345 0.231 0.901 0.736 0.536 0.361 0.859 0.662 0.451 0.288
RankGAN 48.816 3.574 0.440 0.323 0.224 0.147 0.927 0.782 0.569 0.376 0.913 0.774 0.583 0.402

Table 2: Performance of models (using different measures) on EMNLP2017 WMT News dataset. MSJ, BL, and
SBL denote MS-Jaccard, BLEU, and Self-BLEU respectively.

Method NLL FBD MSJ2 MSJ3 MSJ4 MSJ5 BL2 BL3 BL4 BL5 SBL2 SBL3 SBL4 SBL5
Real Data - 0.905 0.691 0.432 0.243 0.129 0.886 0.644 0.380 0.198 0.797 0.512 0.261 0.133

MLE 143.246 4.827 0.585 0.334 0.164 0.071 0.837 0.542 0.264 0.125 0.777 0.452 0.196 0.095
SeqGAN 195.867 5.955 0.231 0.138 0.071 0.031 0.476 0.358 0.200 0.105 0.906 0.729 0.507 0.324
MaliGAN 163.931 5.690 0.405 0.249 0.132 0.061 0.856 0.595 0.314 0.141 0.847 0.591 0.328 0.155
RankGAN 177.346 5.104 0.261 0.156 0.081 0.036 0.461 0.326 0.183 0.097 0.841 0.605 0.371 0.224

.

Table 3: Performance of models (using different measures) on IMDB Movie Reviews dataset. MSJ, BL, and SBL
denote MS-Jaccard, BLEU, and Self-BLEU respectively.

Method NLL FBD MSJ2 MSJ3 MSJ4 MSJ5 BL2 BL3 BL4 BL5 SBL2 SBL3 SBL4 SBL5
Real Data - 0.683 0.696 0.469 0.296 0.181 0.889 0.691 0.468 0.286 0.853 0.629 0.405 0.241

MLE 125.223 3.538 0.601 0.375 0.214 0.115 0.860 0.620 0.368 0.198 0.844 0.593 0.342 0.179
SeqGAN 150.213 4.587 0.377 0.247 0.147 0.082 0.903 0.695 0.434 0.226 0.924 0.763 0.552 0.345
MaliGAN 141.558 4.482 0.446 0.294 0.178 0.103 0.878 0.662 0.424 0.233 0.889 0.695 0.480 0.290
RankGAN 151.828 3.958 0.354 0.227 0.132 0.070 0.900 0.693 0.432 0.228 0.909 0.739 0.527 0.331

Table 4: Performance of models (using different mea-
sures) on Oracle dataset.

Method NLL Oracle-NLL Bhattacharyya
MLE 141.948 167.014 7.105

SeqGAN 155.353 163.179 10.076
MaliGAN 146.260 168.054 8.503
RankGAN 160.424 166.774 12.127

4.3 Results

Results of different methods on COCO Captions,
EMNLP2017 WMT News, and IMDB datasets as
real-world datasets are shown in Tables 1, 2, and
3, respectively. To provide a target, we have also
shown metrics for training data themselves and
called the method as Real (indeed training data
is considered as the generated data by Real and
the measures are computed on them). These tables
show that MLE has the best performance accord-
ing to the proposed measures considering both
quality and diversity of samples. In fact, GAN-
based methods can not generally achieve good
performance according to the proposed measures.
This result is consistent with the reported results
in (Caccia et al., 2018) that compares GANs and
MLE for text generation.

Table 4 shows results of different methods on
synthetic oracle dataset and MLE again shows the
best results according to the proposed metric (that
approximates the distance of the real distribution
and the generative model distribution).

As mentioned in Section 3.1.3 about (Cac-
cia et al., 2018), the whole spectrum of quality-
diversity is considered for evaluation of Natu-
ral Language Generation (NLG) methods. In
fact, in (Caccia et al., 2018), the temperature
sweep is utilized to robustly evaluate text gen-
eration methods. More precisely, the generators
conditional distribution G(xt|x1:t−1) is defined as
Softmax(ot/T ) where ot denotes the logit at
time t. Decreasing T below 1.0 will decrease the
entropy of conditional probability and thus reduce
the probability of generating low quality samples.
On the other hand, increasing this temperature
above 1.0 will upraise the entropy of the condi-
tional distribution and thus improve the diversity
of the generated samples (Caccia et al., 2018).

We intend to show that the proposed metrics are
correlated with the analysis of the whole space of
quality-diversity obtained by changing the temper-
ature. In fact, using the proposed metrics we can
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Figure 1: Diversity vs. quality measure of various models with temperatures from 1.5−3 to 1.54 on different
datasets. Each point in the plot corresponds to the performance of a model in a special temperature (A second-
degree polynomial has been fitted to the points). Lower values in both axes show better ones.
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Figure 2: NLL, 1−MS-Jaccard4, and FBD scores of all the models without applying temperature (i.e. T = 1) on
different datasets. Lower values show better performance.

usually predict the behavior of the model in whole
spectrum without needing to provide this quality-
diversity space.

Fig. 1 shows the diversity against quality

measures with different values of temperature.
Figs. 1a, 1b, and 1c consider Self-BLEU4 as di-
versity and BLEU4 as quality measure for each of
the methods on real-world COCO, EMNLP2017,
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Figure 3: The performance of all models (without ap-
plying temperature, i.e. T = 1) on the Oracle dataset
using different measures. Lower values show better
performance.

Figure 4: Pearson correlation of all metrics when ag-
gregating results on the real world text datasets and all
temperatures.

and IMDB datasets. The metrics are also evalu-
ated on the train data itself which is called Real
in the mentioned figures. Moreover, for Oracle
dataset, since we have the probabilistic distribu-
tion of data, we can compute the likelihood of the
generated samples by the model in the real distri-
bution (i.e. Oracle) to find the quality of the gener-
ated samples. Therefore, the Oracle-NLL is used
as quality measure of the methods on the synthetic
dataset in Fig. 1d and Entropy is used as a diver-
sity measure in this figure.

On the other hand, Figs. 2 and 3 present the per-
formance of different methods (with T = 1) on
non-synthetic and synthetic datasets respectively.

It is worth noting that NLL, Entropy, and Bhat-
tacharyya of Real could not be computed, since we
do not have a model for real data and just consider-
ing training data as its samples. According to Fig.
2b, the ordering of the methods obtained by MS-
Jaccard4 on these datasets is almost always con-
sistent with the ordering of the methods according
to their dominance in Figs. 1a to 1c. For exam-
ple, in Fig. 1b that shows results on EMNLP2017
dataset, the best method which dominates others
is MLE, the second best is MaliGAN, the third
one is RankGAN, and SeqGAN is the last one that
under-performs all other methods. Consistently,
the proposed MS-Jaccard4 measure shown in Fig.
2b provides the same ordering. Moreover, the or-
dering of the methods according to FBD metric in
Fig. 2c on different datasets is almost always con-
sistent with their ordering obtained by analyzing
the whole spectrum in Figs. 1a to 1c. For the ora-
cle dataset 3, the proposed Bhattacharyya distance
of the distributions introduced in Section 3.2.3 is
consistent with the ordering obtained in Fig. 1d.

Finally, we display the Pearson correlation of
different metrics on real datasets in Fig. 4. Ac-
cording to this figure, the proposed metrics for
real-world datasets, i.e. 1−MS-Jaccard and FBD,
are highly correlated. Besides, among the mea-
sures, these are the most correlated ones to NLL.

5 Conclusion

In this paper, we first discussed shortcomings of
the existing measures for evaluating text genera-
tion models. Then, we proposed some measures
to more effectively specify the capability of mod-
els in generating both qualified and diverse texts.
The MS-Jaccard as an n-gram based metric was
firstly introduced that is capable of measuring both
the quality and coverage of methods in text gener-
ation. Then, a feature-based metric FBD which is
based on the BERT model was introduced. More-
over, for oracle training mode in which the genera-
tors density can also be calculated, we proposed to
use (estimation of) divergences like Bhattacharyya
defined on probability distributions as a metric to
compute the distance of the generative model and
the oracle. Finally, the performance of different
text generation models were evaluated, the ob-
tained results were analyzed and showed that the
proposed metrics have high correlations and are
almost consistent with the dominance ordering of
models in quality-diversity spectrum.
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