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Introduction

Welcome to the Third Workshop on NLP and Computational Social Science!

This workshop series builds on a successful string of iterations, with dozens of interdisciplinary
submissions to make NLP techniques and insights standard practice in CSS research. Our focus is on
NLP for social sciences - to continue the progress of CSS, and to integrate CSS with current trends and
techniques in NLP.

We received 36 submissions, and due to a rigorous review process by our committee, we accepted 12
archival entries, and 2 non-archival abstracts. The program this year includes 6 papers presented as
spotlight talks, and 14 posters. We are especially excited to see so many submissions from outside of
NLP, and hope to continue the tradition to foster a dialogue between NLP researchers and users of NLP
technology in the social sciences. We are also glad to present a fantastic selection of invited speakers
from various aspects of computational social science.

We would like to thank all authors of the accepted papers, our invited speakers, and the fantastic
organizing committee that made this workshop possible, and, last but not least, all attendees! Special
thanks to our sponsors, whose generous contributions have allowed us to support student scholarships
and the travel of our inivted speakers.

We hope you enjoy the workshop!

The NLP and CSS workshop organizing team.
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Abstract

Naming and titling have been discussed in so-
ciolinguistics as markers of status or solidarity.
However, these functions have not been stud-
ied on a larger scale or for social media data.
We collect a corpus of tweets mentioning pres-
idents of six G20 countries by various naming
forms. We show that naming variation relates
to stance towards the president in a way that
is suggestive of a framing effect mediated by
respectfulness. This confirms sociolinguistic
theory of naming and titling as markers of sta-
tus.

1 Introduction

Framing is a field of research in communication
theory and political science investigating how in-
formation is presented to audiences, especially in
news media. According to a common definition, to
frame is to “to select some aspects of a perceived
reality and make them more salient in a commu-
nication text, in such a way as to promote a par-
ticular problem definition, causal interpretation,
moral evaluation, and/or treatment recommenda-
tion” (Entman, 1993, p. 52). Most work on fram-
ing has focused on issues and events, rather than
entities (Card et al., 2015; Fulgoni et al., 2016;
Field et al., 2018).

We therefore introduce entity framing, which
we define as a presentation of an entity which in-
tentionally or unintentionally promotes a particu-
lar viewpoint towards that entity. We focus on the
framing of political figures on social media, in or-
der to better understand computer-mediated civil
political discourse.

Online political discussion has been said to have
an increasing influence on the democratic process,
including on the tone and civility of political de-
bates (Persily, 2017; Ott, 2017). Tweets on politi-
cal themes are indeed retweeted more often when
their content is emotionally charged, and espe-

cially when they contain negative appraisals of po-
litical parties and figures (Dang-Xuan et al., 2013).

We explore one way in which respect or soli-
darity can be expressed towards political figures:
the use of their names and titles. Sociolinguistic
studies have suggested that names and titles con-
vey status or solidarity (Allerton, 1996; Dickey,
1997). Of these functions we confirm the status-
indicating function on a larger scale than in so-
ciolinguistic studies and on social media data, by
demonstrating that formality in naming is posi-
tively related to the stance of tweets towards the
presidents.

We thus contribute:

• a corpus of stance-annotated tweets mention-
ing presidents of six G20 countries, which we
make publicly available.1

• quantitative evidence of the status-indicating
function of names and titles on Twitter

2 Related work

According to sociolinguists, names and titles re-
flect two aspects of relationships: difference in
status (based on e.g. age or professional role) and
degree of solidarity (also referred to as intimacy
or group membership) (Brown and Gilman, 1960;
Allerton, 1996; Dickey, 1997).2 Studies have
also observed that naming patterns are context-
specific and may be violated to achieve a spe-
cific communicative purpose (Ervin-Tripp, 1972;
Dickey, 1997). These studies have been quali-
tative and/or based on real-time observations or

1https://www.cl.uni-heidelberg.de/
english/research/downloads/resource_
pages/TwitterTitlingCorpus/twitles.shtml
To follow Twitter usage guidelines, we provide tweet ids
rather than tweet texts.

2These observations were made for spoken language,
where names are used either as a form of address to refer
to the conversation partner or as a form of reference to refer
to a third party. For reasons described in Section 5, we do not
make this distinction.
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interviews, whereas our work examines naming
quantitatively and on social media data.

The concept of framing has been applied to a
variety of issues and events (Card et al., 2015;
Tsur et al., 2015; Fulgoni et al., 2016; Field et al.,
2018), and in one case to the framing of entities
(Card et al., 2016), but not previously on social
media data. Use of social media to express polit-
ical opinions has instead been studied to forecast
elections (Burnap et al., 2016), political mobilisa-
tion (Weeks et al., 2017), and assess political po-
larization (Bail et al., 2018).

A prominent area of NLP that focuses on ex-
pressions of favour is stance detection, the detec-
tion of sentiment towards a specified target. Most
systems focus on stance towards products, compa-
nies and abstract topics rather than persons (So-
masundaran and Wiebe, 2010; Meng et al., 2012;
Jiang et al., 2011; Mohammad et al., 2016).

The datasets for SemEval 2017 (Task A and B)
(Rosenthal et al., 2017) and RepLab (Amigó et al.,
2012, 2013, 2014) as well as the dataset created by
(Taddy, 2013) do include a variety of person enti-
ties, but no stance detection work has investigated
the influence of naming on stance.

3 Data

To study how names and titles affect stance to-
wards political figures in social media, we cre-
ated a corpus of 4002 English-language tweets that
mention presidents by different naming forms and
which are annotated for stance.

3.1 Collection and cleaning

We focused on leaders of G20 countries with a
presidential system whose names followed the or-
der first-name last-name. We collected tweets be-
tween 18 June 2017 and 30 August 2017 using
three query types: last-name, #first-name and first-
name + (last-name/country).3 After removing du-
plicates, we reduced the number of headlines in
the data, as headlines are bound by journalistic
style conventions with respect to naming (Siegal
and Connolly, 1999). We defined as a news tweet
any tweet from an account with the string news in
the username or description. From country subsets
with an above average number of news tweets we
removed the excess number.

3For example, the queries for France were macron, #em-
manuel, and emmanuel AND (macron OR france).

Subcorpus FE worker agr. Expert agr.
France 0.77 0.78
Indonesia 0.80 0.91
Russia 0.77 0.72
South Africa 0.77 0.87
Turkey 0.44 0.65
United States 0.65 0.78

Table 1: Inter-annotator agreement for the on-target/off-
target task (Krippendorff alpha): agreement among FE work-
ers and agreement between two experts adjudicating tweets
where FE worker judgment was not unanimous.

Subcorpus Adj. tweets Diff. w/ expert 1 Diff. w/ expert 2
France 281 0.07% 0.05%
Indonesia 290 0.04% 0.03%
Russia 121 0.06% 0.06%
South-Africa 227 0.04% 0.04%
Turkey 128 0.05% 0.04%
United States 192 0.07% 0.06%

Table 2: Adjudication for the on-target/off-target task of
tweets where FE worker judgment was not unanimous: num-
ber of adjudicated tweets and percentage of tweets given a
different label by either expert 1 or 2 than to the FE majority
vote.

Manual inspection of 50 tweets per country sub-
set revealed that one subset consisted of very ho-
mogenous tweets, and two others contained many
tweets that did not refer to the intended target.
These subsets were omitted from the data.

The tweets for the remaining six subsets -
France, Indonesia, Russia, South Africa, Turkey
and the United States - were then automatically
labeled for their naming forms. Possible labels
were: first name only (FN), last name only (LN),
full name (FNLN), title and full name (TFNLN)
and title and last name (TLN). Oversampling rarer
naming forms, we sampled 1000 tweets per coun-
try.

To remove tweets that refer to a namesake rather
than the intended target, we crowd-sourced three
on-target/off-target judgments per tweet via Fig-
ure Eight (FE)4. If workers could not unanimously
agree whether a tweet was on-target, we collected
two additional judgments from the authors (Ta-
ble 1). We compared the expert judgments to the
majority vote from the FE annotations and found
very few differences (Table 2). We thus consider
the majority vote reliable. Off-target tweets were
removed from the dataset, leaving 4002 tweets.

3.2 Stance annotation

Stance-annotations of the 4002 on-target tweets
were collected via Amazon Mechanical Turk

4https://www.figure-eight.com
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Subcorpus Tweets Workers Agreement
France 638 39 0.55
Indonesia 477 27 0.58
Russia 754 66 0.49
South Africa 698 82 0.51
Turkey 692 53 0.62
United States 743 43 0.64
Overall 4002 204 0.58

Table 3: Statistics on stance annotation after removing least
reliable annotators: number of tweets, number of workers and
agreement among workers (Krippendorff’s alpha)

(AMT).5 Workers were required to pass an En-
glish proficiency and instruction comprehension
test. They had to have a minimum number of com-
pleted HITs (500), a minimum HIT approval rate
(97%) and a task-internal 97% accuracy rate based
on gold questions making up roughly 4% of the
data. Their compensation was $0.02 per HIT for
approximately 7 HITs per minute.

Each tweet was labeled by seven annotators. In-
spired by the finding in Joseph et al. (2017) that
political stance annotation on Twitter suffers when
too little context is shown, we provided annota-
tors with the tweet location, user photo, user name
and user description. If the tweet was a response
to another tweet, that tweet was shown also. The
prompt was: How would a supporter of President
X feel about this tweet? Possible answers were:
positive (+1), neither positive nor negative (0),
negative (-1) and cannot read / understand.

Our prompt is based on the reader-perspective
elicitation prompt in Buechel and Hahn (2017).
We expect it to better capture differences between
tweets which are neutral in tone but reflect dif-
ferently on the president, such as ‘Trump trail-
ing in primaries’ vs ‘Jobs market improving under
Trump’. Crucially, the prompt also allows annota-
tors to give different ratings to ‘President Trump
visits France’ and ‘Trump visits France’. As in
Card et al. (2015), the perspective is anchored to
that of a proponent of the target in order to combat
the lower reliability of reader-perspective prompts
(Buechel and Hahn, 2017).

After annotation we used Multi-Annotator
Competence Estimation (MACE) (Hovy et al.,
2013) to identify and remove the least reliable an-
notators. We collected an additional two judg-

5We chose AMT over FE for this task so we could in-
clude a questionnaire asking for country of residence, native
language, age, gender, education level, and familiarity with
twitter. A study of how annotator demographic impacts an-
notation is planned but goes beyond this paper.

ments per tweet for the country subsets with low-
est agreement (Russia and South Africa). Table 3
shows the agreement scores. The data’s gold stan-
dard was obtained using MACE, which has been
shown to retrieve reliable gold labels even under
very unfavourable conditions.6

4 Framing through naming

We now examine the relation between the use of
names and titles for presidents and stance towards
them in the collected tweets. Sociolinguistic work
suggests that naming expresses status or solidarity.
Lower status and high solidarity are both signalled
with less formal naming forms such as FN, while
higher status and low solidarity are both signalled
with more formal naming forms like TLN (Brown
and Ford, 1961; Allerton, 1996; Dickey, 1997).

This dual social function gives rise to two possi-
ble main relations between naming and stance cor-
responding to the following hypotheses:

H0 Variation in naming and stance are not related.

H1 Naming primarily downplays or emphasises
the president’s status. Therefore, formality
of naming is positively related to stance.

H2 Naming primarily conveys the degree of soli-
darity with the president. Therefore, formal-
ity of naming is negatively related to stance.

Table 4 gives examples of tweets which can be in-
terpreted to support either H1 or H2, or to support
the existence of alternative, context-specific func-
tions of naming, such as sarcasm.

We group tweets country-independently by
naming form and perform a Kruskal-Wallis test
of the difference in average stance. This re-
veals a statistically significant difference between
the stance of tweets with different naming forms
(χ2(4)=424.67, p<0.001). A post-hoc Dunn’s
test with Bonferroni correction shows statistically
significant differences between all naming forms
(p<0.001) except for LN and FN, possibly due to
the small size of the FN group. We reject the null-
hypothesis that naming and stance are not related.

To examine which alternative hypothesis is
more likely between H1 and H2, we rank
the naming forms according to their formality:

6We conducted experiments with synthetic data to verify
that MACE was likely to obtain a reliable gold standard from
our data.

3



Function Stance Form Tweet text
status pos TFNLN Dear President Joko Widodo, Happy Birthday. God bless you @jokowi
status neg FN That’s the truth!!! Double-standard #Donald at it again
solidarity pos LN Duterte & Widodo are truly public servants. Saving their countries fr the menace of society.
solidarity neg TLN President Trump probably won’t like next week’s newsstands
sarcasm neg TLN Of course, I know, everything is sweetness & light in the wonderful democratic Paradise of

President Erdogan!

Table 4: Possible examples of a status or solidarity function of naming forms in tweets, as well as of an alternative function.

Subcorpus FN LN FNLN TLN TFNLN
France 0.00 (10) -0.29 (377) -0.08 (117) -0.04 (80) 0.04 (54)
Indonesia -0.60 (15) -0.03 (134) 0.14 (167) 0.08 (50) 0.37 (111)
Russia -0.56 (54) -0.71 (442) -0.31 (122) -0.26 (74) 0.24 (62)
South Africa -0.50 (6) -0.53 (405) -0.40 (109) -0.08 (106) 0.18 (72)
Turkey -0.75 (4) -0.67 (440) -0.23 (124) 0.06 (82) -0.17 (42)
United States -0.80 (59) -0.53 (363) -0.50 (141) 0.15 (94) 0.03 (86)
Overall -0.63 (148) -0.52 (2161) -0.21 (780) -0.02 (486) 0.14 (427)

Table 5: Average stance and in brackets the absolute number of tweets containing naming forms from least to most formal.

FN<LN<FNLN<TLN<TFNLN.7 Table 5 shows
that the average stance of tweets increases with
each increase in formality. A Spearman’s rank-
order correlation test confirms a statistically sig-
nificant positive correlation between naming for-
mality and stance (rs(4002) = .32, p = .001).

Furthermore, a chi-square test shows that the
difference between the stance of tweets with and
without a title in them (Table 6) is significant for
each of the six subcorpora (p<0.05).

These findings support the status hypothesis:
due to naming mainly indicating status, status-
indicating function of names, formality in naming
is positively related to stance.

5 Discussion

Although we show a clear framing effect of nam-
ing and titling, our study has several limitations.
First, we do not distinguish between address and
reference. Our data contains both names used
as forms of address (e.g. ‘Making things ”Great
Again” huh #Donald?’) and as forms of reference
(e.g. ‘#Donald just cant handle competing for the
title.’). Studying these types separately would re-
quire additional manual annotation. In addition,
this distinction is not as clear for Twitter data as
for face-to-face conversations, as many tweets mix
both functions.

Second, some of the naming forms occur only
rarely, particularly FN. This hinders the finding of

7Based on the following criteria:
1) Naming with title is more formal than without title.
2) Longer names are more formal than shorter names.
3) Last names are more formal than first names.

significant differences between each of the naming
forms for each individual country subset. Never-
theless, a significant difference in stance could be
observed between tweets with and without titles in
each subcorpus.

Third, we consider tweets from a limited time
span. This means the content of the tweets and
therefore the naming used in them may be influ-
enced by the occurrence of specific events (e.g.
Joko Widodo’s birthday).

Fourth, we only consider English tweets.
Tweets about presidents which are not well-known
to native English speakers may be unrepresenta-
tive of local ways of referring to the president.
They may also be more neutral in tone and may
use (T)FNLN to be informative rather than re-
spectful.

These limitations as well as certain social
media/Twitter-specific properties (the character
limit, the often unspecified audience) increased
the chance that any primary function of naming
would be lost among noise. It is therefore interest-
ing to still see the clear trend across country sub-
sets that informal naming of presidents co-occurs
with perceived hostility, while formal naming co-
occurs with perceived supportiveness of a tweet.
This suggests that in tweets on politicians naming
primarily emphasises status and conveys respect.

6 Conclusions and future work

We present an analysis of the way political figures
are named in social media and how this naming
relates to stance in a corpus of stance-annotated
tweets mentioning presidents of six G20 countries.
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Subcorpus Without title With title
France -0.24 (504) -0.01 (134)
Indonesia 0.03 (316) 0.28 (161)
Russia -0.62 (618) -0.03 (136)
South Africa -0.50 (520) 0.03 (178)
Turkey -0.58 (568) -0.02 (124)
United States -0.55 (563) 0.09 (180)
Overall -0.45 (3089) 0.05 (913)

Table 6: Average stance and in brackets the absolute number of tweets without or with a title in their naming form.

Our analysis reveals a relation between the formal-
ity of names and the stance of tweets. More formal
forms are significantly more frequent among pos-
itive tweets than less formal ones.

We thus confirm sociolinguistic claims that
naming marks status and expresses respect that
had not previously been investigated in a large,
quantitative study, nor for social media texts. This
study also represents the first approach to entity
framing by providing evidence for a framing ef-
fect of naming.

Future work should investigate whether naming
forms in address vs. reference impact stance dif-
ferently, whether naming form usage differs de-
pending on demographics and whether the nam-
ing trends found across the time span of our tweets
can also be found across a longer time span. Also
valuable would be a study of this effect in other
languages and on different politician subgroups,
such as female politicians. Studies such as Uscin-
ski and Goren (2011) suggest that titles of female
politicians are omitted more frequently and with
different effect.

NLP work can use our corpus as further data
for stance detection. Experiments in Mohammad
et al. (2016) show that cross-target stance detec-
tion is very challenging. Our corpus can provide
further training and testing data both for in-target
and cross-target classification.
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Abstract
Social scientists have recently turned to ana-
lyzing text using tools from natural language
processing like word embeddings to mea-
sure concepts like ideology, bias, and affinity.
However, word embeddings are difficult to use
in the regression framework familiar to social
scientists: embeddings are are neither identi-
fied, nor directly interpretable. I offer two ad-
vances on standard embedding models to rem-
edy these problems. First, I develop Bayesian
Word Embeddings with Automatic Relevance
Determination priors, relaxing the assump-
tion that all embedding dimensions have equal
weight. Second, I apply work identifying la-
tent variable models to anchor the dimensions
of the resulting embeddings, identifying them,
and making them interpretable and usable in a
regression. I then apply this model and anchor-
ing approach to two cases, the shift in interna-
tionalist rhetoric in the American presidents’
inaugural addresses, and the relationship be-
tween bellicosity in American foreign policy
decision-makers’ deliberations. I find that in-
augural addresses became less international-
ist after 1945, which goes against the conven-
tional wisdom, and that an increase in bellicos-
ity is associated with an increase in hostile ac-
tions by the United States, showing that elite
deliberations are not cheap talk, and helping
confirm the validity of the model.

1 Introduction

Important questions in the social sciences turn on
the meanings of words used to express ideas like
language change, emotion, and ideological affin-
ity (Hamilton et al., 2016; Rheault et al., 2016;
Pomeroy et al., 2018). One increasingly popular
way to represent meaning, originating in natural
language processing, is through the use of word
embeddings. This class of models learns a set of
coefficients which encode meaning by predicting a
word given the surrounding words (Mikolov et al.,

2013a,b). These coefficients are the embeddings,
which can then be used to analyze word meanings.

Unfortunately, existing embedding models are
not always appropriate for answering social sci-
entists’ questions. Embeddings are not identified,
and the dimensions are not directly interpretable,
which makes it difficult to perform statistical in-
ference on the embeddings produced by standard
models, for example, using them as covariates in a
regression model.1

To resolve these issues, I cast word embed-
dings as a Bayesian latent variable model. Iden-
tifying multidimensional latent variable models
is a known problem, and I draw on solutions
proposed in the ideal point modeling literature
(Rivers, 2003; Clinton et al., 2004) to render em-
beddings interpretable and usable in a regression
framework. I demonstrate these results on two cor-
pora: a collection of inaugural addresses, and a se-
lection of declassified diplomatic documents from
the Foreign Relation of the United States. In the
inaugural addresses, I find rhetoric became more
domestically-focused after 1945, a shift which
existing social science approaches cannot detect.
This finding stands in contrast to what existing the-
ories of international relations would have us ex-
pect. In the FRUS documents, I find that more bel-
licose rhetoric results in more aggressive Ameri-
can foreign policy behavior, helping confirm that
elite deliberation matters for shaping foreign pol-
icy, and that the measurements I create correlate
with existing datasets, helping to establish the va-
lidity of the model results.

1This is because in a regression setup, the coefficient is
the change in the dependent variable for a 1-unit increase in
the independent variable. With embedding dimensions, it is
not clear what a 1-unit increase in the independent variable
means, nor does direction have any clear meaning.
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2 Social Science and Embedding Models
of Language

Traditional approaches to creating variables from
text in the social sciences involve human coders,
who assign documents to categories based on pre-
defined criteria. However, this approach is ex-
pensive, and does not scale. Text as data tech-
niques attempt to solve this problem through the
use of natural language processing techniques to
convert a corpus of text into numeric objects which
makes inference possible (Grimmer and Stewart,
2013; Gentzkow et al., 2017). These techniques
allow scholars to create variables and operational-
ize concepts in corpora that are too large for hu-
man coding, and investigate ideas which cannot
be measured directly (unlike indicators like Gross
Domestic Product or population).

While a variety of models have been proposed
to create variables from political text, including
scaling models (Lowe et al., 2011), and topic mod-
els (Blei et al., 2003; Grimmer, 2010; Roberts
et al., 2016), these approaches focus on the doc-
ument as the unit of analysis. Word embed-
dings, which have a long history in the natural lan-
guage processing literature (see Turney and Pantel
(2010) for an extensive review of pre-neural net-
work models), have recently been embraced by
social scientists for their potential for inference at
the word level. Modern neural word embedding
models learn a low-dimensional representation of
a word as a dense vector by either factorizing a
word co-occurrence matrix or predicting the co-
occurrence of a pair of words using a single-layer
neural network. Among the best known of these
models is word2vec (Mikolov et al., 2013a,b),
which proposed an efficient model for learning
embeddings, framing embedding learning as a
prediction task, rather than a factorization task.

For social scientists, word embeddings are a
powerful tool because they can represent the
meanings of individual words. Embeddings can
help isolate patterns in corpora that are expen-
sive to label, and make apparent latent phenomena
not observable through simple document-feature
counts such as patterns of semantic change,
(Hamilton et al., 2016), cultural assumptions and
biases (Caliskan et al., 2017; Kozlowski et al.,
2018; Garg et al., 2018), and ideological affinity in
international organizations (Pomeroy et al., 2018).

However, these embeddings can be problematic
for social science research, where scholars care

about both model identification and interpretable
results. Embeddings are multidimensional latent
variable models, which are not, by default, iden-
tified: a known problem with this class of model,
where multiple permutations of latent dimensions
can result in the same observed data (Rivers, 2003;
Clinton et al., 2004; Aldrich et al., 2014). How-
ever, by anchoring points on these dimensions, it
is possible to present identified and interpretable
dimensions. In the ideal-point literature, these an-
chors represent ideological “endpoints,” with the-
ory guiding the selection of which legislators are
most liberal and conservative. Choosing words as
anchors with a large number of dimensions is more
difficult than choosing legislators, however, I offer
a solution below.

There have been multiple efforts at developing
Bayesian word embeddings (Rudolph et al., 2016;
Barkan, 2017; Ji et al., 2017; Havrylov and Titov,
2018), however, none of these have exploited the
key advantage of Bayesian inference: the abil-
ity to quantify the uncertainty in parameter esti-
mates, and use prior information to inform param-
eter estimates. The one approach that has incor-
porated both uncertainty and hypothesis testing is
Han et al. (2018), who offer both measures of un-
certainty, and a way to test the effect of metadata
on the similarity of embeddings, however, this ap-
proach does not account for identification prob-
lems in the learned embeddings.

3 Bayesian Word Embeddings

In this section, I develop word embeddings
as Bayesian latent variable models estimated
with variational inference, following similar work
for probabilistic principal components analysis
(Bishop, 1999) and ideal-point models (Imai et al.,
2016). I first discuss the embedding model setup,
add Automatic Relevance Determination priors to
the model, and then, present the variational up-
dates to estimate the model.

Word embeddings predict the probability of a
word-context pair co-occurring, and because the
co-occurrence is a binary variable (Yij = 1 if
wi and wj co-occur, 0 otherwise), I use a pro-
bit link function to model the probability of co-
occurrence.

p(Yij = 1) =

(111[zij > 0]111[yij = 1] + 111[zij < 0]111[yij = 0])

T N (zij |xxx>i βββj , 1).
(1)
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XXX and βββ are K × I (or K × J , respectively) -
dimensional matrices, YYY is an I×J co-occurrence
matrix, the corpus contains I words and J context
words. Each embedding vector (xxxi or βββj) has a
K-dimensional multivariate normal prior.

Most existing approaches to word embeddings
contain no measures of uncertainty, or the covari-
ance between dimensions. This can be a problem
during estimation, as the model attempts to put
equal weight on all dimensions. To resolve this,
I use Automatic Relevance Determination (ARD)
priors, which place a separate gamma-distributed
scalar (e.g. αXk

) on the diagonal for each dimen-
sion of the covariance matrix (MacKay and Neal,
1994; Bishop, 1999). These priors penalize unnec-
essary model dimensions, improving model fit.

This specification results in the following like-
lihood:

p(ZZZ,XXX,βββ,αααX,αααβ |Y) ∝
(111[zij > 0]111[yij = 1] + 111[zij < 0]111[yij = 0])

T N (zij |xxx>i βββj , 1)×∏

i

MVN (xxxi|0,ααα−1
X )×

∏

i

MVN (βββj |0,ααα−1
β )×

∏

k

Gam(αXk
|cX0

, dX0
)×

∏

k

Gam(αβk
|cβ0

, dβ0
).

(2)

For Bayesian models like this, the goal is to esti-
mate posterior distributions of the parameters most
likely to have produced the observed data. Given
the joint density (probability of data and parame-
ters), we want to calculate the conditional density
of the parameters by evaluating the following in-
tegral (notation follows Bishop (1999)):

P (YYY ) =

∫
p(YYY ,θθθ)dθθθ (3)

where θθθ = {ZZZ,XXX,βββ,αααX ,αααβ}. This integral is an-
alytically intractable, so we transform the integral
using Jensen’s inequality:

lnP (YYY ) = ln
∫
p(YYY ,θθθ)dθθθ

= ln
∫
Q(θθθ)P (YYY ,θθθ)Q(θθθ) dθθθ

≥
∫
Q(θθθ)lnP (YYY ,θθθ)Q(θθθ) dθθθ

= L(Q)

(4)

where L(Q) is evidence lower bound (ELBO).
The difference between the true model P (Y )

and variational approximation L(Q) can be rep-
resented is the Kullbeck-Leibler divergence:

KL(Q||P ) = −
∫
Q(θθθ)lnP (Y |θθθ)Q(θθθ) dθθθ (5)

so we turn to a mean-field variational approx-
imation to estimate the model, minimizing the
Kullbeck-Leibler divergence (Wainwright and Jor-
dan, 2008; Blei et al., 2017). This requires assum-
ing that the approximation to the posterior can be
factorized:

Q(ZZZ,XXX,βββ,αααX ,αααβ) =
Q(ZZZ),Q(XXX),Q(βββ),Q(αααX),Q(αααβ)

(6)

and that appropriate approximating distributions
can be found. In this case, the requirement is
met: zij is approximated with a truncated nor-
mal, xxxi and βββj are approximated with multivari-
ate normals, and αXk

and αβk are approximated
with gamma distributions. This factorization and
approximation can be further factorized into the
following parameter updates:

z∗ij = E[xxx>i ]E[βββj ]

E[q(zij)] =




z∗ij +

φ(z∗ij)

Φ(z∗ij) if yij = 1

z∗ij −
φ(z∗ij)

1−Φ(z∗ij) if yij = 0

AAA =


diag(E[αααX ])−1 +

∑

j

E[βββjβββ>j ]




aaai =
∑

j

E[βββj ]E[zij ]

E[q(xxxi)] = AAA−1aaai

BBB =

(
diag(E[αααβ ])−1 +

∑

i

E[xxxixxx>i ]

)

bbbj =
∑

i

E[xxxi]E[zij ]

E[q(βββj ]) = BBB−1bbbj

cx = cx0
+
I

2

dxk
= dx0 +

||E[xxxk]||2
2

E[q(αXk
)] =

cx
dxk

cβ = cβ0
+
J

2

dβk
= dβ0

+
||E[βββk]||2

2

E[q(αβk
)] =

cβ
dβk

(7)
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where cx0 , dx0 , cβ0 , dβ0 are hyperparameters set
by the user. Convergence is monitored via change
in the ELBO, and when change drops below a
user-specified threshold, the model is considered
converged. This model is implemented in the R
package bwe.2

4 Identifying Model Output

The output from multidimensional latent variable
models is not identified, as many possible permu-
tations of latent values can produce the same ob-
served data (Rivers, 2003). However, by fixing
K(K + 1) linearly independent values (anchors),
users can guarantee the embedding matrix is iden-
tified (Rivers, 2003; Clinton et al., 2004; Bafumi
et al., 2005). To determine these anchors in the
ideal point modeling literature, theory drives the
endpoint selection: Clinton et al. (2004) fix both
points for Jesse Helms, Ted Kennedy, and Lincoln
Chaffee as right, left, and center anchors, respec-
tively, in a K = 2 model.

While theory should always motivate modeling
choices, determining theoretically motivated an-
chors when K ranges from 50 to 300 can be dif-
ficult. I propose a solution: theory can motivate
initial anchor selection, and then, for each addi-
tional anchor, the most cosine dis-similar word is
chosen as the opposite anchor. This allows the an-
alyst to specify theoretically motivated opposites
as initial anchors, and then, resulting anchors are
chosen from remaining words. I provide an imple-
mentation of this algorithm in the R package bwe.

5 Interpreting Model Output

Anchoring the embeddings ensures they are iden-
tified, however, they are still not in a format which
allows for ready interpretability in the regression-
based models social scientists are most familiar
with. To transform embeddings so that they can
be used in regression, I opt for a modification of
the anchoring approach discussed above. For this
approach, the user specifies a pair of endpoints for
a dimension, where the endpoints of interest are
set to 1 and −1. This can be applied to as many
dimensions as necessary, and then the automatic,
cosine-based anchoring is used for the rest of the
dimensions. An affine transformation is then used
to transform the embedding matrix relative to the
chosen anchors.

2https://github.com/adamlauretig/bwe.

A key advantage of this approach is that because
two anchors are supplied, words are scaled on this
dimension. For example, while simply choosing
“war” as an anchor results in the results words
scaled according to their similarity with “war”,
setting “war” and “peace” as opposite anchors (1
and −1, respectively) allows for a measure of bel-
licosity in a corpus.

This method can be applied to as many
words/concepts as the user is interested in (as the
automated cosine similarity will handle the other
dimensions), and, of note for social scientists, each
of these word scalings, which are I × 1, can be
multiplied by a D × I document-term matrix:
D × I ∗ I × 1, scaling the documents in a corpus
according to dimensions of interest. These docu-
ment values can then we used in a regression, and
the coefficients can be interpreted in a straightfor-
ward way.

6 Inaugurals and Internationalism

In an initial test of this model, I investigate
whether the United States saw itself in a new,
global role after 1945, as perceived in presi-
dents’ inaugural addresses. After 1945, the United
States was the global hegemon, and international
relations theory argues that this resulted in a
shift in American attitudes towards the world
(Mearsheimer, 2001). It has been shown that the
public takes elite cues on various issues (Zaller,
1992; Druckman and Jacobs, 2015), and since
foreign-policy is generally viewed as an elite-
led phenomenon (Aldrich et al., 2006), I explore
whether, after the second World War, inaugural
addresses were more internationally focused than
those before the war.

I use the corpus of inaugural addresses avail-
able in the quanteda R package (Benoit et al.,
2018), which contains 58 speeches. I keep words
which occur with frequency > 5, and then low-
ercase and tokenize the texts, resulting in 2705
words. I estimate the model with a context win-
dow of 9, with 5 negative samples for every pos-
itive sample, and and the number of dimensions
K = 50. After fitting the model, I compare
three possible anchorings: an un-anchored embed-
ding, an embedding anchored on “american,” and
an embedding scaled with the first dimension an-
chored on “international” and “domestic;” the re-
sults are visible in Table 1. We see that chang-
ing the anchoring points changes the most simi-
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lar words, however, anchoring helps make these
embeddings more interpretable. To test whether
there was a statistically significant difference be-
tween American perceptions of global roles before
and after 1945, I multiply the document-term ma-
trix by the embedding dimension anchored on “in-
ternational” and “domestic,” creating an “interna-
tionalism” scale for documents. I test this hypoth-
esis using a one-sided Kolmogorov-Smirnov test,
and reject the null hypothesis, that pre-1945 in-
augural addresses are less internationalist than the
post-1945 addresses at p < .05. This means pre-
1945 addresses are more “internationalist” than
the post-1945 addresses. I plot the differing dis-
tributions in Figure 1.

What explains this finding? One possibility,
building on Herring (2008, ch. 1), is that the
United States was not isolationist prior to 1945,
that isolationism was largely a product of the
1920s and 1930s, however, the United States was
more unilateral before 1945. Because the multi-
lateral world order was a fact of life after 1945,
it is possible presidents were less likely to com-
ment on international affairs, international action
was the norm, rather than the exception. Further-
more, the public played a larger role in shaping
foreign policy action, particularly during the Viet-
nam War era, than it had previously (Aldrich et al.,
2006), and this could lead to a blurring of the lines
between foreign and domestic politics when pres-
idents address the public.

I compare the results from Bayesian Word Em-
beddings to the results from a standard model used
in the social sciences to analyze text, the struc-
tural topic model (Roberts et al., 2016)3. I find
that “domestic” and “international” topics are not
linked, the structural topic model captures no re-
lationship between these words. I then investi-
gate the change in “domestic” and “international”
topics before and after 1945, and find no effect.
There is ample belief and qualitative evidence of
a change in American views about the world after
1945, which is not captured in the structural topic
model. These differing results suggest that the em-
beddings are capable of recovering patterns in lan-
guage that document-based topic models cannot.

7 Diplomacy and the Onset of War

Natural language processing and text as data meth-
ods offer the opportunity to quantify decision-

3Results presented in the Appendix.

Post-1945

Pre-1945

-3000 -2000 -1000 0
International to Domestic Score 
(Positive is more International)

Shift is significant, D = 0.46, p = 0.005
Rhetoric is Less Internationalist After 1945

Figure 1: After 1945, rhetoric in inaugural addresses
becomes less internationalist, and more domestic.

making and attitude among elites, which is noto-
riously difficult to measure, especially in times of
conflict. Existing approaches to measuring elite
attitudes often depend on survey or laboratory ex-
periments (Feaver and Gelpi, 2006; LeVeck et al.,
2014), however, I offer an alternative approach
that allows us to examine elite decisions as they
occur. Drawing on a novel corpus of recently digi-
tized diplomatic cables, the Foreign Relations of
the United States (FRUS), I investigate whether
changes in the bellicosity of elite rhetoric pre-
cedes an escalation in US hostility. The FRUS
dataset provides an exciting opportunity to inves-
tigate bellicosity among American foreign policy
elites as events happened, as it contains primary
source documents of private communications from
the policymakers who develop and implement the
United States’ foreign policy. Among the sources
for documents included in FRUS are “Presiden-
tial libraries, Departments of State and Defense,
National Security Council, Central Intelligence
Agency, Agency for International Development,
and other foreign affairs agencies as well as the
private papers of individuals involved in formu-
lating U.S. foreign policy,” with a focus on doc-
uments relevant to policy-making (State Depart-
ment, 2017). When a FRUS volume is compiled,
the compiler(s) first identify a set of themes, de-
velop a list all relevant documents, and then select
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Word of Interest Anchor: International, Domestic
war large declarations pay carefully choice equal this greater
peace practices meeting strife inspiring confederacy advance temple objections
american engagements soil cultivate by heroes goes pride she
international declare path honor expression speaking where vision ignorance
national temple subject learned demand advance objections principle guard

Anchor: American
war abroad remedies violate slaves violence declarations proposition sectional
peace army plenty victory effort resumption front regulation agreement
american regards brief instrumentality execute able friendly hands friendship
international assembly european continent capable various canal differing affected
national now recognition corporations monetary south more character diversity

Anchor: None
war made had peace force never after still place
peace world nations war strength prosperity progress just security
american through opportunity america life justice right individual equal
international maintain lasting fixed beneficial settlement likely relationship intercourse
national most necessity common given free first an power

Table 1: The most similar words to “war,” “peace,” “american,” “international,” and “national,” according to each
of the anchoring choices, measured via cosine similarity. Choosing appropriate anchors leads to more interpretable
embeddings than the unanchored model.

those with the greatest historical import. These are
then redacted or declassified, typeset, compared
to the original document, and printed and bound
(McAllister et al., 2015).

To explore elite bellicosity, I investigate behav-
ior during 1964-1966, the leadup to the Vietnam
War, and the breakdown of the ”Cold War Consen-
sus” (Krebs, 2015). The era is particularly inter-
esting because, while the United States increased
its commitment to Vietnam, it also engaged in sev-
eral other interventions around the world (Herring,
2008, ch. 16). Thus, we would expect to see
that an increase in bellicosity in the FRUS corpus
would be correlated with an increase in hostile ac-
tions by the United States.

I measure hostility using the Cline Center His-
torical Event Data, coded from the New York Times
(Althaus et al., 2017). These data take the form
(DATE, STATE A, ACTION, STATE B), where
(STATE A, STATE B) are directed dyads, DATE is
the day the event was observed, and ACTION is
one of five categories of action: neutral, verbal co-
operation, verbal conflict, material cooperation, or
material conflict (Norris et al., 2017). I select only
those events where STATE A is the United States,
and sum events at the biweekly level. I measure
hostility using counts of material conflict events,
and display the hostile event counts in Figure 2.

To calculate bellicosity, I first estimate a
Bayesian Word Embedding model, with context
window of 9, K = 50, keeping any word that oc-
curs at least 40 times. I then anchor the embed-
dings on a “war-peace” dimension. I summarize
the results of the anchoring using Uniform Mani-

fold Approximation and Projection for Dimension
Reduction (UMAP), which calculates a low di-
mensional number of components, similar to prin-
cipal components analysis. Unlike PCA, UMAP
calculates distance using cosine similarity, while
balancing both global and local structure in the
embeddings (Becht et al., 2019). I present results
in Table 2, and the components reveal themes in
the corpus, clustering by region and issue, helping
highlight the face validity of the embeddings.

To estimate the bellicosity of a given document,
I multiply the war-peace dimension by the docu-
ment term matrix, averaging document bellicosity
scores at the bi-weekly level. I plot the bi-weekly
bellicosity scores in Figure 2.

To determine if there is a relationship between
hostile events and bellicosity, I regress events on
the lagged bellicosity (to account for a delay in
policy implementation), using a Poisson general-
ized linear model, due to the count-distributed na-
ture of the outcome.4 I plot the regression line
against the data in Figure 3, and find a positive
and statistically significant effect.

This result suggests that bellicosity in elite
deliberations, captured in diplomatic documents,
results in an increase in conflictual events, which
suggests that the documents in the FRUS corpus
do not simply contain cheap talk, these deliber-
ations ultimately shape policy. These findings
also help establish the validity of the “bellicos-
ity” scale, that is, it correlates with an entirely

4In the appendix, I remove outliers and high-leverage
points from the dataset, and fit the model again. Results do
not change.
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iran doubtful communications tam bases relatively robertson initials
iranian blocked relations systematically family zambia outflows secretary
shah sponsored appreciably north leave udi payments footnotes
aram ultimatum masses hanoi deployments tran liabilities present
iranians telecommunications sites recce fixed rhodesia fowler conflict
afghan recommendation overtures drv precondition sr banks president
squadron imminent concurs vinh laotian neighboring tax raymond
mnd jet harass chau reasons continent corporations even

Table 2: The top words from a subset of components estimated from UMAP. Components include a variety of
regional and substantive themes. These results help highlight the validity of the embeddings: semantically similar
words are appearing near each other in cosine space.
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Figure 2: Plotting material conflict event counts and
bellicosity scores over time aggregated at the bi-weekly
level. Both bellicosity and the count of material con-
flict events increase with time, as the United States in-
creased its involvement in the Vietnam War.

separate dataset, which captures a similar phe-
nomena. All replication materials are available at
https://github.com/adamlauretig/
bwe_application_naacl_2019.

8 Conclusion

In this paper, I introduced Bayesian Word Embed-
dings, a method for estimating word embeddings
which uses variational bayesian methods. I incor-
porated Automatic Relevance Determination pri-
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Figure 3: An increase in the previous bi-weekly pe-
riod’s bellicosity is associated with an increase in U.S.-
initiated hostile events. The regression is from a Pois-
son generalized linear model, and uncertainty is dis-
played with 95% confidence intervals.

ors on the embedding dimensions, relaxing the re-
quirement that all dimensions have equal weight.
Linking word embeddings to Bayesian latent vari-
able models, I then discussed issues with identi-
fication, and solutions proposed in the ideal-point
literature, as well as offering an alternative which
allows for scaling along dimensions of interest,
which creates model model that can then be used
in a regression.

I applied Bayesian Word Embeddings to two
cases: examining the change in American attitudes
about the world before and after 1945 as captured
in Presidential inaugural addresses, and then, test-
ing whether an increase in the bellicosity of inter-
nal elite discussion (in diplomatic documents) re-
sults in an increase in American hostility. I found
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that there was a statistically significant different in
the views of the world expressed in inaugural ad-
dresses, and that this shift was the opposite of what
hypotheses generated from international relations
theory would expect. When testing the effect of
bellicosity on the hostility of American foreign
policy, I that an increase in bellicosity resulted in
an increase in hostility.

Overall, I have contributed a tool which can
serve many purposes for social scientists. By
building a probabilistic embedding model, I have
constructed a tool which moves beyond document-
based inferential approaches to text as data, allow-
ing inference on individual words. This promises
new reaches for social scientists, in particular,
the promise of crossover with interpretivist work,
building on Nelson (2017). Concepts such as secu-
ritization theory (Wæver, 1995) draw on the idea
that language and word choice by elites shape the
attitude of the public, and through the methods
introduced above provide the opportunity to gen-
erate statistical tests for hypotheses derived from
theories like securitization theory.

Future methodological work will follow three
tracks. The first will build on Rudolph et al. (2016)
and Han et al. (2018), one goal is incorporating
document-level metadata into embedding estima-
tion, allowing embeddings to vary according to
document-specific attributes, and then, identify-
ing the resulting embeddings. The second will
take advantage of stochastic variational inference
(Hoffman et al., 2013) to enable Bayesian Word
Embeddings to scale to massive corpora. Finally,
the third track for future word will involve ty-
ing the anchoring approach discussed above with
the emerging literature on making casual claims
from text (Fong and Grimmer, 2016; Mozer et al.,
2018), and taking advantage of the word similari-
ties to identify appropriate linguistic counterfactu-
als.
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A Comparing BWE to STM

Unlike the results from the Bayesian Word Em-
bedding, the structural topic model detects no dif-
ference in topics before and after 1945. The top
words, as determined by FREX score, are visible
in 3.

International Topic Domestic Topic
representative pacific
civilization territory
making question
international whilst
tax importance
popular constitution
concern slavery
supreme domestic

Table 3: Top eight words from structural topic model
for international and domestic topics, by FREX score.

B Inauguration Robustness Check

One concern with the role of internationalism in
inaugural addresses is that by splitting at 1945, the
“internationalism” of the pre-1945 sample is due
to World War Two, and the Roosevelt presidency.
To account for this, I re-estimate the Kolmogorov-
Smirnov test from above, excluding the Roosevelt
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Figure 4: There is no significant difference between
foreign and international topics before and after 1945,
uncertainty is displayed with 95% confidence intervals.

After 1945

Before 1932

-3000 -2000 -1000 0
International to Domestic Score 
(Positive is more International)

Shift is significant, D = 0.44, p = 0.009
Rhetoric is Less Internationalist After 1945

Figure 5: Even excluding the Roosevelt administration,
when only examining inaugural addresses from before
1932 and after 1945, the pre-1932 inaugural addresses
are more internationalist than the post-1945 addresses.

inaugural addresses, and present the results in 5.
This compares inaugurals from before 1932 to
those after 1945, and the substantive results do not
change.
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 in Response to Bellicosity in Foreign Policy

Figure 6: An increase in bellicosity is associated with
an increase in U.S.-initiated hostile events. The regres-
sion is from a Poisson generalized linear model, and
uncertainty is displayed with 95% confidence intervals.

C GLM without Outliers

To ensure that the results presented in Figure 3
were not the results of outliers, I removed any
outliers and high-leverage points, and re-fit the
model. The results were the same, as visible in
Figure 6.
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Abstract

NLP naturally puts a primary focus on lever-
aging document language, occasionally con-
sidering user attributes as supplemental. How-
ever, as we tackle more social scientific tasks,
it is possible user attributes might be of pri-
mary importance and the document supple-
mental. Here, we systematically investigate
the predictive power of user-level features
alone versus document-level features for docu-
ment-level tasks. We first show user attributes
can sometimes carry more task-related infor-
mation than the document itself. For exam-
ple, a tweet-level stance detection model us-
ing only 13 user-level attributes (i.e. fea-
tures that did not depend on the specific tweet)
was able to obtain a higher F1 than the top-
performing SemEval participant. We then con-
sider multiple tasks and a wider range of user
attributes, showing the performance of strong
document-only models can often be improved
(as in stance, sentiment, and sarcasm) with
user attributes, particularly benefiting tasks
with stable “trait-like” outcomes (e.g. stance)
most relative to frequently changing “state-
like” outcomes (e.g. sentiment). These re-
sults not only support the growing work on in-
tegrating user factors into predictive systems,
but that some of our NLP tasks might be better
cast primarily as user-level (or human) tasks.

1 Introduction

Natural language processing is increasingly tack-
ling new tasks over microblogs and social media,
such as stance detection, sarcasm detection, and
variations of sentiment analysis. Building on tech-
niques used for traditional NLP, it is natural to at-
tempt such tasks with inputs based solely on the
content of the document (e.g. tweet) in question.
We present an empirical argument for why this
text-only scope may be a limiting view which in-
flates the value of document-only solutions.

Our work aims to answer the following ques-
tions: 1) What and how much information do
user attributes alone carry for different social me-
dia tasks, particularly for predictive tasks that
are more about the user than the document (e.g.
stance)? 2) When are user attributes useful and
what do language features contribute in these
cases? While there are multiple works that show
that adding user attributes is useful for differ-
ent prediction tasks (Hovy, 2015; Zamani and
Schwartz, 2017; Lynn et al., 2017), there is no sin-
gle systematic study that answers these questions.

To this end we conduct a systematic evalu-
ation of user attribute-only models on multiple
tasks including stance detection, sarcasm detec-
tion, sentiment analysis, and prepositional phrase
attachment. We evaluate the impact of user
attribute-only models through a range of features
derived from publicly available information about
the users including: written profile bio, inferred
demographics and personality, self-reported loca-
tion, profile picture, who one follows in a social
network, and a background of users’ past lan-
guage. The evaluations show that user attributes
can have a large impact and, depending on the na-
ture of the task, even outperform document-only
features — inference on a document without even
looking at its contents!

We conduct further evaluations comparing doc-
ument contributions to an inference task relative
to user-level features. Recent research has ex-
plored how user-level attributes add value on
top of document-level language (Volkova et al.,
2013; Hovy, 2015; Lynn et al., 2017; Zamani
et al., 2018). Instead we quantify how well
user attributes alone can predict and then what
document-level language can uniquely add, iden-
tifying cases where the document is essential.

Contributions. Our specific contributions are
three-fold: (1) We show that the stance of a
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tweet can be predicted with state-of-the-art F1
scores (better than all participant systems of the
SemEval-2016 stance task) without even looking
at the given tweet, suggesting such tasks might
be better case as user-level (we outperform tweet-
specific models that use thousands of features or
complex neural networks using only 13 easily-
derived features). (2) We put forth a theory
that tasks which capture more “trait-like” human
attributes (those that are stable over time, e.g.
stance) benefit more from user-level information
as compared to “state-like” attributes (frequently
changing, e.g. sentiment). We evaluate this the-
ory by looking at the role of user attributes across
different predictive tasks. (3) We provide a set of
considerations and metrics, for task participants
and designers alike, for the inclusion of user in-
formation within new social science-related tasks.

2 Background

Recent work has shown that considering language
within the context of user attributes can improve
classification accuracy (Volkova et al., 2013; Bam-
man et al., 2014; Yang and Eisenstein, 2015;
Hovy, 2015; Kulkarni et al., 2016; Lynn et al.,
2017). Other work has used network or other meta
data, such as in Bamman and Smith (2015); John-
son and Goldwasser (2016); Joseph et al. (2017);
Khattri et al. (2015). In a sense these trail-blazing
works might be viewed as case studies on user at-
tributes — identifying particular pieces of infor-
mation for particular tasks where user information
has lead to an advantage. We believe this is the
first systematic study on the extent to which tasks
are more easily achieved with user information or
by combining user attributes with document lan-
guage. In addition, prior work has explored what
user attributes add on top of language, whereas we
focus primarily on user attributes, with the contri-
butions from document-level features being sec-
ondary.

Models designed specifically to put language
within the context of human factors, such as de-
mographics or location, have led to improvements
on a variety of NLP tasks. For example, Hovy
(2015) improved on three types of text classifi-
cation tasks by learning age- and gender-specific
word embeddings. Similarly, Yang and Eisen-
stein (2015) found that sentiment analysis ben-
efited from learning community-specific embed-
dings from social networks. Lynn et al. (2017)

proposed a method to adapt language to user
factors by composing the factors with language
features in a domain adaptation-like formulation,
demonstrating improvements on multiple tasks;
this technique was expanded upon by Zamani et al.
(2018). Still, even simple methods for incorpo-
rating these factors provide predictive power and
should not be overlooked; our paper examines this
in-depth.

Some work in stance detection has focused on
document context and discourse structure (Walker
et al., 2012a,b; Sridhar et al., 2015), though user
attributes have been considered as well. When pre-
dicting stance for debates, Thomas et al. (2006)
and Hasan and Ng (2013) benefited from enforc-
ing the constraint that multiple statements from
the same person should receive the same predicted
stance, making the assumption that stance is un-
likely to change over the course of a single con-
versation. Johnson and Goldwasser (2016), who
predict the stance of Twitter users as opposed to
individual tweets, consider both temporal activity
and political party affiliation in their models. Chen
and Ku (2016) learned user embeddings for stance
detection and found that the inclusion of such
embeddings significantly improved model perfor-
mance. Going in a somewhat different direction,
Joseph et al. (2017) found that the amount and
type of user attributes, such as political party affili-
ation or Twitter profile description, provided to an-
notators of a stance detection dataset significantly
impacted annotation quality, suggesting that con-
sidering user attributes is important not just during
classification but also during dataset creation.

User attributes and other contextual informa-
tion has proven useful beyond stance detection.
Bamman and Smith (2015) extensively evaluate
the effects of extralinguistic information, includ-
ing author, audience, and environment features,
in the context of sarcasm detection. They ob-
serve an almost 10 point increase in performance
when adding extralinguistic features to the text-
only model and find such features perform well
even without the textual features. Although their
work is similar to ours, we explore more tasks and
a different set of extralinguistic features, including
inferred factors; we see our work as complemen-
tary to — and expanding on — theirs.

Amir et al. (2016) outperformed Bamman and
Smith (2015) on the same dataset by incorporating
user embeddings, learned from users’ past tweets,

19



into a deep sarcasm model. Khattri et al. (2015)
use past tweets to improve sarcasm detection by
comparing the sentiment expressed towards an en-
tity in the target tweet to that expressed in his-
torical tweets. Martin et al. (2016) found that,
when predicting retweet count, a user’s past suc-
cess (measured as the average number of retweets
received for other tweets in the past) was nearly as
predictive as a model using all features they tried,
including those drawn from the tweet itself. Ju-
rgens et al. (2017) find that they are able to ac-
curately predict the attributes of a user based on
communications targeted at them (as opposed to
written by them), emphasizing that a person’s so-
cial network is itself an important source of user-
level information. Finally, Hovy and Fornaciari
(2018) demonstrate that user attributes can be used
to improve the quality of author embeddings via
retrofitting.

3 Prediction Models

This paper seeks to systematically and empirically
understand the role of user attributes within the
context of social media tasks. To that end, we
consider a variety of user-level features and evalu-
ate their importance for four tweet-level prediction
tasks.

3.1 Tasks

The following section provides details for the sys-
tems and datasets used for analysis. Development
sets were used for hyperparameter tuning. Statis-
tics for each task are given in Table 1.
Stance. For stance detection we use the SemEval-
2016 dataset (Mohammad et al., 2016), which
contains tweets annotated as being in favor of,
against, or neutral toward one of five targets:
atheism, climate change as a real concern, femi-
nism, Hillary Clinton, and legalization of abortion.
Note that neutral does not indicate “neither for nor
against”, but rather not enough information to say
either way (for example, “I know who I’m voting
for!” would be neutral towards Hillary Clinton).
Similar to the top baseline system in this task, we
train a logistic regression classifier on character n-
grams of size two to five and word n-grams of size
one to three. We preserve the train/test split of
the original dataset. For evaluation purposes, we
obtain the predictions from the top participating
system, MITRE (Zarrella and Marsh, 2016), and
subset them to our test set.

Sarcasm. Sarcasm detection replicates the work
of Bamman and Smith (2015) by using the tweet
features described in the paper (e.g n-grams, sen-
timent scores, Brown clusters) and evaluating on
their dataset using a logistic regression classifier
via ten-fold cross validation. The folds are split
such that no user appears in both the training and
testing sets. Bamman and Smith (2015)’s dataset
was constructed by sampling tweets that did or
did not contain hashtags indicating sarcasm (e.g.
I love when it snows #sarcastic); these hashtags
were removed during preprocessing.
Sentiment. Message-level sentiment annotations
indicating positive, negative, and neutral are avail-
able from the SemEval-2013 dataset (Nakov et al.,
2013). We mostly replicate the top-performing
system on this task (Mohammad et al., 2013) by
training a linear SVM on character n-grams, word
n-grams, and features from multiple sentiment and
emotion lexicons (Hu and Liu, 2004; Wilson et al.,
2005; Mohammad and Turney, 2010, 2013; Mo-
hammad et al., 2013; Kiritchenko et al., 2014).
The train/test split of the original dataset was used
for evaluation.
PP-Attachment. A prepositional-phrase attach-
ment dataset for Twitter was constructed by com-
bining annotated data from Tweebank (Kong et al.,
2014) and Lynn et al. (2017). Candidate heads
are ranked using an SVM-Rank (Joachims, 2006)
model trained on n-gram, WordNet, and Treebank
features similar to those used in Belinkov et al.
(2014). Cross validation is used for evaluation.

Task Tweets Users Instances

Stance 3021 2349 3021
Sarcasm 17084 10966 17084

Sentiment 10339 9917 10339
PP-Attachment 1319 1319 2365

Table 1: Number of tweets, users, and instances repre-
sented in each task.

3.2 User Attribute Features

Each user’s name, location, description, and pic-
ture were extracted from their Twitter profile. We
also collected up to 200 of their tweets, exclud-
ing retweets and those included in the task data.
Finally, we collected a list of every account that
each user follows. Features were derived from this
data as described below. We excluded tweets for
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which no user information was available; as a re-
sult, the test and training datasets were typically
smaller than the originals1.

One concern with using predicted user attributes
such as age, gender, or personality is that they are
prone to noise. However, one can look at it as a
way of reducing large quantities of text to a single
feature that happens to correlate well with some
external quantity. Because we were interested in
what a person’s language says about themselves,
any discrepancies between a user’s predicted and
actual attribute may provide additional predictive
power: a 50-year-old whose writing style is more
typical of a 20-year-old is likely better represented
using their predicted age (20) than their actual age
(50).
Demographics & Personality. Real-valued es-
timates of these attributes were obtained by ap-
plying pre-existing predictive lexica to each user’s
past tweets. Age and gender were obtained from
the models of Sap et al. (2014). For personality,
we used Park et al. (2015) to predict each of the
Big Five traits: openness, conscientiousness, ex-
troversion, agreeableness, and neuroticism.
Political Ideology. Using the dataset from
Preoţiuc-Pietro et al. (2017), we train a ridge re-
gression model on topic and n-gram features to
predict real-valued political ideology scores be-
tween 1 (very conservative) and 7 (very liberal)
from each user’s tweets. This model achieved a
Pearson r = .374 through cross validation of the
training data.
User Embeddings. Five-dimensional latent fac-
tors were derived from each user’s prior tweets
using the generative factor analysis approach pro-
posed by Kulkarni et al. (2017). Factors obtained
using this method have been shown to correlate
with outcomes such as income and IQ.
Profile Name. We used the Demographer pack-
age (Knowles et al., 2016) to predict gender from
the profile name. We also used NamePrism (Ye
et al., 2017) to predict scores for six ethnicities and
thirty-nine nationalities.
Profile Description & Location. Character 2- to
5-grams and word 1- to 3-grams were extracted
from the users’ description and location fields.
Profile Picture. Borrowing from a popular
method in transfer learning, we used a pre-trained
image classification model, Inception-v3 (Szegedy

1The SemEval Top Participant result in Table 2 was re-
stricted to our test set users to allow direct comparisons.

et al., 2016), to obtain 2048-dimensional embed-
dings from the next-to-last layer of the model.
Followees. For each task, we identified the top
5000 Twitter accounts that were followed by the
users in our dataset. Each of the 5000 accounts
corresponded to a binary feature indicating if the
user followed that account or not. We chose this
representation for simplicity, though alternative
methods such as network embeddings (e.g. Yang
and Eisenstein (2015)) may be used instead.

4 Stance of a Tweet without the Tweet

We look first at the task of stance detection, as
stance is typically seen more as a trait (attributable
to a user) than a state (attributable to a point in
time, such as a single message).

Table 2 compares stance prediction results
for models trained only on tweet features to
those trained only on user attribute features.
Here, we only directly consider the favor and
against classes so as to be consistent with
the SemEval competition, which used an F1
measure that is an unweighted average of just
these two classes. Note that Inferred
Factors is a combination of Demographics,
Personality, Political Ideology, and
User Embeddings.

Stance without tweet is better than tweet only:
Two of the user attribute types, Followee
and Inferred Factors, perform better than
the best tweet-based system that participated in
SemEval-2016. Location also performs better
than the most frequent class baseline. As we show
next, if we consider the performance on the neu-
tral class, we find that user attributes can do even
better. We expect user attributes to carry some
stance related information but it is surprising that
they can compete with or outperform state-of-the-
art models despite using a simpler model and/or
fewer features.

Table 3 shows results when considering the full
three-way classification task, where we evaluate
performance on the favor, against, and neutral
classes by taking the weighted average of F1 in
all three classes. The table compares against the
most frequent class (MFC) baseline to illustrate
how much stance-related information is contained
in each of the user attributes.

User attributes carry useful information for
all stance prediction tasks as shown in Table 3.
Profile Description and Location are
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SemEval F1

Most Frequent Class 67.0
Tweet Features Only
SemEval Top Participant 68.4
User Attributes Only

Name 66.5
Profile Description 64.5

Profile Picture 55.7
Location 67.8

Followees 72.3†‡
Inferred Factors 68.6

All User Attributes 69.5

Table 2: Comparison of different models for predict-
ing the stance of a tweet. Models trained only on user
attribute features perform as well as — or better than
— models trained on features extracted from the tweet
itself. SemEval F1 is the unweighted average between
Fagainst and Ffavor. This version, which is the offi-
cial metric used for evaluating SemEval participants,
does not directly include the performance of the mod-
els on the neutral stance class. Statistical significance
(p < 0.05) is indicated in comparison with the MFC
(†) and the SemEval Top Participant (‡).

useful in four of the five tasks, excepting Cli-
mate. Followees and Inferred Factors
are useful in all tasks, with Followees be-
ing more useful in three tasks and Inferred
Factors more useful in two tasks.

User attributes, with the exception of Name and
Profile Picture, predict stance better than
MFC on average. For every target there is some
user attribute that predicts stance better than MFC.

User attributes improve all targets: Profile
Description, Location, and Followee
information all provide improvements over the
MFC for all targets. Name, which encodes in-
ferred information about the ethnicity, national-
ity, and gender of the users, shows improvements
for Hillary. The Profile Picture features
carry some information for Feminism, Hillary and
Abortion targets. These show that publicly avail-
able information about the users carry useful sig-
nals about the users’ stances.

Inferred factors versus other features: We see
substantial gains with Inferred Factors for
Atheism, Feminism, and Abortion (at least 5
points in F1) but only minor gains for the Cli-
mate and Hillary targets. No single factor provides
consistent gains across all targets. For instance,

Personality is useful for Atheism and Femi-
nism but not for Abortion, whereas Political
Ideology is useful for Atheism and Abortion
but not for Feminism. These show the importance
of considering multiple factors.

We can drill deeper into personality factors and
consider the correlations of personality dimen-
sions with stances. Figure 1 provides the corre-
lations of each dimension with stance. As can be
seen in the figure, Atheism has the strongest cor-
relations which explains the big prediction gains
we see on that target. Although Climate and Femi-
nism have a similar range of correlations, we don’t
see gains for Climate while we do for Feminism.
This is likely due to the extreme class imbalance
for Climate; the against class only made up 6% of
tweets in the test set, and indeed few participants
of the SemEval competition were able to beat the
MFC for this target (Mohammad et al., 2016).

Overall, inferred factors perform better for
Feminism and Abortion targets, while direct user
attributes perform better for Atheism, Climate,
and Hillary. These results suggest that stances
on some targets correlate with psychological at-
tributes such as personality and political orienta-
tion, whereas others are more correlated with de-
mographic factors such as location.

Figure 1: Pearson R correlation matrix for personality
and stance.

Figure 2 shows the probability distribution of
stances for Atheism over demographic variables.
Age by itself has different distributions in favor
and against populations, whereas there is no dif-
ference in the gender score distributions. Together,
age and gender show stark contrasts in the distri-
butions. Also note that for both gender and age,
the neutral class distributions seem to capture a
fairly symmetric split of favor and against. This
may be related to the idea that stance is more
of a user-level attribute than a message-level one,
in that the neutral population actually contains
users whose “real” stances are favor or against but
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F1

Atheism Climate Feminism Hillary Abortion All (Avg.)

Most Frequent Class 61.7 60.8 45.8 47.0 55.8 54.2
User Attributes Only

Name 61.7 59.1 46.1 48.8 55.5 54.2
Profile Description 64.3 58.6 53.8† 56.0† 59.6 58.5†

Profile Picture 58.5 57.6 47.0 50.1 57.3 54.1
Location 64.9 51.8 51.0 53.1† 61.1† 56.4

Followees 73.2† 67.1 52.4 58.3† 58.0 61.8†
Inferred Factors Only

Demographics 61.9 60.5 49.6 46.8 55.8 54.9
Personality 69.3† 59.8 53.1† 47.0 55.8 57.0†

Political Ideology 65.8† 60.8 44.1 47.0 60.7† 55.7†
User Embeddings 64.5 59.0 43.5 47.9 56.0 54.2

All Inferred 67.5 61.5 55.2† 48.9 63.4† 59.3†

Table 3: Performance of stance prediction models trained only on user attributes, shown here for each of the
different stance targets. Bold indicates best in column for user attributes and inferred factors. The weighted F1
is shown for each target and the last column is the unweighted average across all targets. † indicates statistical
significance at the 0.05 level compared to the MFC baseline.

Figure 2: The first two graphs show the probability density of age (left) and gender (middle) for each of the three
stance classes on the Atheism target. The rightmost graph shows the probability density of users’ ages for Atheism,
broken down by gender and class label (excluding neutral). There is a clear relationship between age, gender, and
stance, demonstrating the need for user attributes.

which aren’t expressed in the tweet itself. Overall,
the plots show the degree to which stances can be
separated simply by demographics but also sug-
gest that one might benefit from variables captur-
ing a combination of age and gender.

5 When is the Tweet Useful?

Tweets provide the most direct expression of a
user’s intent. However, the amount of task-related
information in a tweet and the ability of tweet-
derived features to model it reliably vary with the
task. Table 4 compares tweet features and user
attributes for stance, sarcasm, sentiment, and PP-
attachment.

Overall, combining user attributes with tweet-

derived features provides the best results for
stance, sarcasm and sentiment.
Stance: Even though user attributes outperform
tweet features when only considering favor and
against classes, we find that tweet features turn out
to be better when considering all three classes in-
cluding the neutral class. The average F1 across
all three classes for the tweet-only baseline is
higher than any of the user attribute-only mod-
els (+1 point in average F1 over Followees, the
best user attribute feature).

A closer look reveals why this is the case. For
any given user, their positive or negative stance to-
wards a target seldom changes. What may change
instead is whether they express their stance or
remain neutral when writing a particular tweet.
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F1 Acc.

Stance Sarcasm Sentiment PP-Attach.

Baselines MFC 54.2 51.2 28.0 64.4*
Tweet Only 62.8 74.1 69.2 71.0

No Tweet Name 54.2 59.0† 38.9† 64.4
Profile Description 58.5† 64.7† 40.3† 64.4

Profile Picture 54.1 61.4† 40.7† 64.4
Location 56.4 58.3† 38.7† 64.4

Followees 61.8† 73.1† 42.3† 64.4
Inferred Factors 59.3† 71.9† 41.4† 64.4

All User Attributes 60.8† 74.4† 42.5† 64.4
With Tweet Name + Tweet 62.9† 74.9†‡ 69.4† 71.0

Profile Description + Tweet 63.5† 73.4† 68.9† 71.0
Profile Picture + Tweet 62.2† 71.1† 68.7† 71.0

Location + Tweet 64.1† 74.0† 68.9† 71.0
Followees + Tweet 65.9†‡ 78.6†‡ 69.5† 71.0

Inferred Factors + Tweet 65.1†‡ 77.3†‡ 69.3† 71.0
All User Attributes + Tweet 63.8† 76.8†‡ 67.4† 71.0

Table 4: Using user attributes to predict stance, sarcasm, sentiment, and PP-attachment. Bold indicates best in
column. Statistical significance (p < 0.05) is indicated in comparison with the MFC (†) and the tweet-only model
(‡). *MFC computed by training a model only on the distance between the preposition and the candidate head.

Thus, while user attributes are better at predicting
a user’s overall stance, the tweet features provide
a better indication of whether there is an expres-
sion of it in the specific tweet. Indeed, combining
tweet features and user attributes yields additional
gains in most cases: Profile Description
(+0.7 points), Location (+1.3), Inferred
Factors (+2.3), and Followees (+3.1). When
combining Followees with tweet features, we
see an 18.4 point improvement for Fneutral on av-
erage over using Followees alone.

There can be non-linear interactions between
the user attributes and the tweet features. For in-
stance, we find that with a random forest classi-
fier we can obtain a baseline performance of 65.0
F1 for the tweet-only features, which increases to
66.4 when combined with all user attributes. This
exploration is beyond the scope of our work; here
we only intend to show that even a simple combi-
nation can provide gains.

Sarcasm: Tweet features are no better than the
combined set of user attributes for sarcasm, show-
ing once again the extent of predictive power in
user information.

Inferred Factors and Followees are
the strongest user attributes and boost performance
when combined with the tweet features, provid-

ing roughly 3.2 and 4.5 point gains respectively.
Name embeddings which carry nationality, eth-
nicity, and gender information provide a 0.8 point
gain. The other features provide no gains when
combined with tweet features. Combining all user
attributes performs worse than using Followees
or Inferred Factors alone, presumably due
to pushing the bounds in terms of total number of
features given limited observations.
Sentiment: User attributes appear far less useful
than tweet features for sentiment. While users can
lean positive or negative overall, sentiments are
contextual and are best inferred from expressions
in the tweet. Still, combining user attributes with
tweet features yields minor gains.
PP-Attachment: The user attributes provide no
useful predictive value. They do not do better
than even the simple MFC baseline2 and combin-
ing with text doesn’t provide any improvements,
reflecting the idea that this task is closer to some-
thing purely linguistic. Even so, prior work sug-
gests user attributes can still benefit PP-attachment
when using more sophisticated approaches like
user-factor adaptation (Lynn et al., 2017).

2For PP-attachment, the MFC is computed by training the
model only on the distance between the preposition and the
candidate head.
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5.1 Trait versus State

Overall, we see that stance and sarcasm benefit
most from user attributes, sentiment benefits a lit-
tle, and PP-attachment not at all. Supported by
these results, we theorize that outcomes which are
more “trait-like” benefit more from user attributes
than those that are more “state-like”. Trait-like
outcomes are those that tend to be stable over
time, such as stance; while the exact expression
may vary from tweet to tweet, a person’s over-
all stance is likely to remain relatively unchanged
across many messages. State-like outcomes, on
the other hand, are those that change frequently,
such as sentiment. Sarcasm is somewhere in be-
tween — trait-like, in that a person can have a
predisposition for being sarcastic, but the expres-
sion at message level still largely depends on con-
text. PP-attachment is a state-like outcome as it
depends entirely on the syntactic structure of the
tweet.

6 Discussion

We found: (1) state-of-the-art tweet stance detec-
tion can be achieved without even using the tweet
and instead using user attributes; (2) user attributes
have varying predictive utility depending on the
target of stance (e.g. atheism versus abortion);
(3) different types of user attributes are valuable
for different tasks — out of those we considered,
followees on Twitter were most valuable; and (4)
adding the tweet content back in on top of user at-
tributes yields even greater performance.

The fact that user attributes predict stance bet-
ter than tweet attributes may be surprising con-
sidering that the gold-standard labels were done
by human annotators who were not privy to user
attributes of the tweet author (Mohammad et al.,
2016). Annotators were in fact trying to guess
what the user’s stance was from their tweet. They
were instructed to “infer from the tweet that the
tweeter [supports|is against|has a neutral stance]
towards the target” (or that it was not possible to
tell). However, our predictive models without the
tweet were not even seeing the same information
as these humans they were trying to mimic, and
yet these tweetless models predicted just as well
as models that did see the tweet. This raises in-
teresting questions about whether the tweet-based
models are unable to reliably use the information
in text or whether the annotators used implicit sig-
nals in tweets to infer user attitudes towards the

target. Joseph et al. (2017) raise a similar issue
with systematic errors in stance annotation accord-
ing to the context provided to human annotators.

This raises a counterpoint to the standard fram-
ing of social media tasks as making inferences
over text alone. These results, combined with the
fact that similar patterns were replicated with sar-
casm and sentiment, speak to the question: How
much merit is there in attempting social media
tasks agnostic to user attributes?

For applications of stance, sarcasm, and sen-
timent tasks, such as tracking changes over
time (stance, sentiment), or identifying particular
tweets to interpret differently (sarcasm), it would
certainly be less than ideal to simply predict the
same outcome for every tweet from a given user
as our tweetless models would do. Thus, we can
at least say that there is value in the tweet or indi-
vidual document itself, so the question is how to
integrate user attributes and the tweet. Prior work
on user-factor adaptation (Lynn et al., 2017) and
use of residualized models (Zamani and Schwartz,
2017; Zamani et al., 2018) provide interesting av-
enues for exploration.

The results provide some insights into design-
ing future social media tasks. First, given the
strong impact of user attributes on these tasks, it
becomes readily apparent that the diversity of the
user base is a key consideration in designing these
tasks. Consider a training sample of tweets that is
drawn only from users with certain attributes. Not
only will the test performance on other users suf-
fer, we also lose the opportunity to leverage strong
user-level correlations in making predictions. A
secondary implication is that when considering
performance of user attributes on these tasks, care
must be taken to see whether there is a represen-
tative diversity in the training sample before dis-
missing the value of the attribute.

We also propose that shared tasks consider user
attribute baselines, mirroring the idea of “con-
trols” in social scientific studies, whereby the goal
is to predict above and beyond such attributes or
leverage both most effectively. Setups like this
have been done for some user-level tasks, such
as providing age and gender estimates for men-
tal health prediction (Coppersmith et al., 2015) or
socioeconomic information for assessing commu-
nity life satisfaction (Schwartz et al., 2013) or mar-
ket prices (Zamani and Schwartz, 2017). How-
ever, for document-level tasks like those Twitter
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tasks we explore, a comparison to user attributes
has usually been restricted to case studies such as
those we mentioned in Section 2.

Still, it can be challenging to determine what
user attributes to include as a baseline. Other
fields, such as psychology, suggest always con-
trolling for basic human traits — such as age and
gender — as well as theoretically-related vari-
ables such as socioeconomic variables or, per-
haps, political ideology in the case of stance detec-
tion (Gazzaniga and Heatherton, 2015). Another
approach could be to consider what other informa-
tion is readily available — those we have included
here are typically available if one’s documents are
tweets but, for example, one also might often find
location, demographics, and years of experience
available for news or scientific articles.

7 Conclusion

More and more natural language processing tasks
focus on social media. With advances in incor-
porating user information it has become increas-
ingly clear that many tasks are best framed in user
and social contexts. This work emphasizes the
increasingly prominent role for user attributes in
language tasks. We have shown state-of-the-art
performance in tweet stance detection without the
tweet itself, and shown that stance classification,
sarcasm detection, and sentiment analysis mod-
els can be significantly improved with user fac-
tors. We find variance in utility of different user
attribute features across tasks and raise important
practical considerations for designing future social
media tasks and their solutions.
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Abstract

This work introduces a general method for au-
tomatically finding the locations where politi-
cal events in text occurred. Using a novel set
of 8,000 labeled sentences, I create a method
to link automatically extracted events and lo-
cations in text. The model achieves human
level performance on the annotation task and
outperforms previous event geolocation sys-
tems. It can be applied to most event extraction
systems across geographic contexts. I formal-
ize the event–location linking task, describe
the neural network model, describe the poten-
tial uses of such a system in political science,
and demonstrate a workflow to answer an open
question on the role of conventional military
offensives in causing civilian casualties in the
Syrian civil war.

1 Introduction

Researchers in social science, and especially in
comparative politics and security studies, are in-
creasingly turning toward micro-level data, with
subnational variation at very fine resolutions be-
coming a major source of empirical puzzles and
evidence in these fields. At the same time,
text data is becoming one of the most important
sources of new data in social science. I develop
and describe a method that enables researchers
to connect these two trends, automatically linking
events extracted from text to the specific locations
where they are reported to occur.

Specifically, I develop a method that, given a
sentence and an event’s verb in the sentence, will
return the place names from the sentence where
the event took place. Formulated as a general task,
this is an unsolved problem in both political sci-
ence and computer science. Drawing on a set of
8,000 hand-labeled sentences, I train a recurrent
neural network that draws on a rich set of linguis-
tic features to label a sequence of text with la-

bels for whether the word is a location word corre-
sponding to a specified verb. Measured by token,
the model produces precision and recall scores of
over 0.83, compared with a rule-based model’s
0.25–0.29. A software implementation and exam-
ple workflow is provided.

I provide an example application, creating a
new dataset on the locations of military offensives
in Syria and contributing to an ongoing debate in
conflict studies on the causes of civilian casual-
ties in civil war. The model is general enough for
applied researchers to use in other contexts, in-
cluding the study of protests, political mobiliza-
tion, political violence, and electoral politics. The
new shared dataset will enable other researchers
in NLP to contribute to this task and the wider
research project of better extracting political rela-
tionships from text.

2 Task and Formulation

Event–location linking sits within a larger set of
techniques for extracting information on political
events from text, including entity extraction and
toponym resolution.

Event extraction is the process of recogniz-
ing defined event types in text (e.g. “attack” or
“protest”) and extracting and classifying the actors
involved in the events. Many approaches to this
task exist in both political science and NLP, us-
ing both rule-based and machine learning coders
(Schrodt, Davis, and Weddle 1994; O’Connor,
Stewart, and Smith 2013; Schrodt, Beieler, and
Idris 2014; Boschee et al. 2015; Beieler 2016;
Beieler et al. 2016; Hanna 2017; Keith et al.
2017).

To be useful in subnational research, these
events require information on the location where
they occurred. A second related information ex-
traction task is “geoparsing”, the process of rec-
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ognizing place names in text (“toponym recog-
nition”) and resolving them to their coordinates
or gazetteer entry (“toponym resolution”). Some
work on geoparsing, also referred to as “georefer-
encing” or “toponym resolution” exists (Leidner
2008; Hill 2009; Speriosu and Baldridge 2013;
Berico Technologies, n.d.; D’Ignazio et al. 2014;
Gritta et al. 2017; Halterman 2017; Avvenuti et al.
2018). Performing this task requires disambiguat-
ing place names using heuristics or a model (in a
particular document, is “Prague” the capital of the
Czech Republic or the town in Oklahoma?).

The task that this paper addresses sits between
the two: given an extracted event in a sentence,
which of place name is the location where the
event occurred? Consider the following sentence
as a running example:

After establishing a foothold in the
northern Aleppo towns of Tadif and
Al-Bab, the Turkish Army and allied
Syrian rebels launched an offensive
on its neighbouring town of Bza’a, a
spokesperson for Ankara said today.

An event extraction system may identify events
such an “establish foothold” event or a “launch
offensive” event. A geoparser would be con-
cerned with recognizing the place names in the
text (“Aleppo”, “al-Bab”, “Bza’a”) and resolving
them to their correct coordinates (made difficult
by “Aleppo” being the governorate here, not the
city). An event–location linking system of the
kind introduced here would associate the “estab-
lish foothold” event with “al-Bab” and the “launch
offensive” event with “Bza’a”.

The task can be formalized as follows. Con-
sider X = {w1, ...wn}, a sentence of n tokens.
Given an event ek, the location where event ek
occurred is defined as a set of tokens Gk =
{g1, ..., gj}. For e1 = “establish a foothold”,
G1 = {Tadif, Al-Bab}.

Because a sentence can contain multiple events,
the set of event locations Gk and Gk′ are not
equivalent for k 6= k′. For e2 = “launch an of-
fensive”, G2 = {Bza’a}. Gk can have zero ele-
ments, one, or several elements. Thus, for e3 =
“said”,G3 = {}, as the “said” event is not associ-
ated with a specific place.

Each token wi ∈ X is given a label y(k)i , where

y
(k)
i =

{
1 if wi is where event k occurred
0 otherwise

To make the estimation of ŷ(k) tractable, I make
several assumptions.

First, in order to condition on the event ek,
I assume that the information provided by the
verb vk of the event ek is sufficient.1 Thus,
y(k) = f(X, ek) := f(X, vk). This assump-
tion, that events are “anchored” by a verb, is
a common assumption in semantic role labeling,
a closely related task to event–location linking
(Palmer, Gildea, and Kingsbury 2005; White et al.
2016; Marcheggiani and Titov 2017).2

Second, I assume that an adequate representa-
tion of each wordwi is φ(wi), where φ is a feature-
making function that maps wi from a high dimen-
sional one-hot vector to a lower dimensional dense
encoding, drawing on the context of the word in
the sentence. Applied to a sentence,

Φ(X) = {φ(w1), . . . , φ(wn)}.
.

Thus,

ŷ(k) = f̂(Φ(X), vk).

Finally, I assume that the event location status
y
(k)
i of word wi is conditionally independent of

other words’ labels y(k)j 6=i after conditioning on the
matrix of sentence context Φ(X). Making this as-
sumption greatly simplifies estimation, as the task
of assigning labels can be decomposed into a set
of independent tasks:

ŷ(k) = f̂(Φ(X), vk)

= {f̂(φ(w1), vk), ..., f̂(φ(wn), vk)}
This assumption only carries costs if words’ la-

bels affect each other through a mechanism out-
side of X . The assumption seems warranted here,

1By “verb” I mean the highest verb on the dependency
tree that is uniquely part of event ek. In dictionary-based
event coding methods, this is in practice the lexical “trigger”
word for the event, though the event–location linking method
is agnostic to how the event is coded.

2Though consider the phrase “After the riots in Gu-
jarat. . . ”. This sentence reports a “riot” event but without
a verb. These clausal mentions of events are rarely coded by
event extraction systems, both because of difficulty in coding
and because they often describe historical, rather than con-
temporary events, meaning the decision to require a verb has
little practical difference.
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though, because of the binary nature of the classi-
fication task.3

3 Previous work

Many existing open source geolocated event
datasets, including GDELT and Phoenix, make no
effort to explicitly link events and locations, sim-
ply returning a top location from a sentence, with-
out using information on the extracted event to
inform the geolocation step, which has also been
used in NLP (Aone and Ramos-Santacruz 2000).4

Two recently proposed models do attempt to find
events’ locations, however (Imani et al. 2017; Lee,
Liu, and Ward 2018). Both make a major simplify-
ing assumption, that returning the correct location
does not depend on conditioning on an event of
interest: Gk = Gk′ for all ek, e′k. The advantage
of this assumption is that each model can use a
simple bag-of-words model that does not account
for word order or grammatical information, but it
means that the labels they produce for text with
multiple events and locations will be incorrect for
at least some events.

Imani et al. (2017) propose a method for find-
ing the “primary focus location” of a story, which
they define as “the place of occurrence of the
event” (1956). Their method makes the simpli-
fying assumption that documents have one single,
fixed “focus location” that is invariant to different
potential events in the document. During train-
ing and testing, they eliminate all documents with
multiple events and multiple “focus locations.”
Their model discards word order information, rep-
resenting each sentence as a weighted average of
pretrained word embedding, and use this feature
vector as an input to an SVM that predicts which
sentence contains the “focus location.” Then, the
most frequent place name in the “focus sentence”
is the “focus location.”

Lee, Liu, and Ward (2018) also make several
other restrictive assumptions. The implementation

3This conditional independence of labels assumption is
generally not made in part of speech tagging, dependency
parsing, or named entity recognition. In these tasks, each
word can be assigned one of many possible labels, and past
labels dramatically change label probabilities. (For example,
if a word is predicted to have the part-of-speech label VERB,
the following word cannot be labeled be VERB if the sentence
is to be grammatical). These tasks required more sophisti-
cated beam search or shift-reduce models (Goldberg 2017;
Jurafsky and Martin 2018).

4ICEWS uses a proprietary system to link events and lo-
cations that is not documented or accessible to researchers
(Lautenschlager, Starz, and Warfield 2017).

of their model is only able to located events to
the governorate/province (ADM1) level, and finds
locations based on a dictionary search of known
place names: yi = 0 for any wi that is not present
in the list of place names. This limits the maxi-
mum accuracy to a relatively coarse level, and pre-
vents the method from recognizing places that are
not on a relatively short list of place names, which
is unlikely to contain more rural or obscure places.
Any findings will be biased toward more popu-
lated areas, a known problem in political violence
research (Kalyvas 2004; Douglass and Harkness
2018). Second, they learn a different f for differ-
ent event types, requiring documents to be classi-
fied into event types before geolocation, requiring
a training round with labeled data for each event
type and preventing parameters from being shared
across models for different event types.

Other work, in natural language processing, is
related but not directly applicable. Existing se-
mantic role labeling and event extraction tasks
sometimes include location slots for events (e.g.
Doddington et al. 2004), but none are precisely
suited to a general system focused on political
events. FrameNet (Baker, Fillmore, and Lowe
1998) events have highly specific slots for differ-
ent event types, while PropBank (Palmer, Gildea,
and Kingsbury 2005) defines locations in a broad
way that includes non-tangible places (“keep in
our thoughts). A more specific literature on spa-
tial information in text also exists. For instance,
the SpaceEval task (Pustejovsky et al. 2015) pro-
vides a comprehensive ontology of spatial rela-
tions in text. These relations are focused on en-
tities, rather than events, and provide more detail
than is desirable in a application-oriented model.
The task as I have formulated it thus seeks to be
much more general, in that it attempts to locate
any type of event, but also more limited, in that
it focuses solely on where events occurred, rather
than a larger set of spatial relations between enti-
ties.

The closest existing work in NLP is Chung et
al. (2017). They attempt to find both explicit and
implicit event locations in text, using a corpus of
48 documents. They use a rule-based system built
on top of word embedding similarity and existing
gold standard OntoNotes grammatical information
to infer the locations of events. While the system
shows good performance and is able to geolocate
events even when the location information is not
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provided directly in the sentence, it relies on ac-
cess to gold standard dependency parse informa-
tion in a single domain of text.

4 Data

Implementing an automated procedure for geolo-
cating events required collecting a novel set of
data. I created a new dataset of around 8,000 la-
beled sentences in English, each of which is an-
notated with an event verb and its corresponding
location or locations (if any).5 Sentences may
have multiple annotations corresponding to differ-
ent verbs of interest. Sentences were selected from
a range of sources to maximize the applicability
of models trained on the data. The text is drawn
from a wide range of sources, including an as-
sortment of international papers and news wires
(50%), a selection of local English-language me-
dia from Syria (35%), and non-news sources such
as Wikipedia, atrocity monitoring reports, or press
releases (15%). Annotation consisted of selecting
a verb, either using a dictionary of specified verbs
that focused on territorial capture-type events, or
using verbs automatically detected using spaCy
with the exception of “to be” to ensure the gener-
alizability of the data. The verbs were not filtered
through an event extraction system to keep the set
as general as possible. Annotators then selected
the tokens representing the event locations for the
verb, if any. Around 5,000 annotations were pro-
vided by a research assistant and 5,000 were anno-
tated by me. After annotation, each sentence looks
something like the following:

He was speaking a day after Ankara
[launched VERB] an offensive in the Syr-
ian towns of [Jarablus EVENT LOC] and
[Kobane EVENT LOC].

Annotations consist of the most specific named
place or places, in contrast to previous approaches
that were limited to the city (Imani et al. 2017)
or the governorate/province (Lee, Liu, and Ward
2018). Events can have no reported event, a single
event with multiple location tokens (“New York”),
or multiple event locations (“New York and Wash-
ington”). The modal number of locations is one
(49%), followed by no locations (47%), and mul-
tiple locations comprise the remainder (3%). Most
locations consist of a single token (69%), 19% are

5The data and related materials are available at https:
//github.com/ahalterman/event_location

two tokens, and the remaining 12% are three or
more. Sentences have a large number of verbs,
and thus a potentially large number of events. The
average number of verbs per sentences is 3.6, af-
ter excluding auxiliary verbs. Only 9% contain a
single non-auxiliary verb, and 21% contain five or
more verbs.

5 Model

I develop two neural network models to perform
the event–location linking task. I also describe
a rule-based baseline model, along with existing
models from the literature as comparisons.

I use as a baseline model a rule-based event–
location linker that locates an event to the auto-
matically recognized location word in closest lin-
ear proximity to the event’s verb. This model pro-
vides per-event locations, unlike existing models,
and incorporates a minimal sentence distance fea-
ture.

Neural networks are now the dominant ap-
proach to most of natural language processing
(Goldberg 2017; Jurafsky and Martin 2018) so
they are the models adopted here. Determining
the event locations in a sentence using neural net-
works requires a language representation that pre-
serves word order and useful grammatical infor-
mation in the sentence. I preprocess the sentence
by representing each word as a concatenation of
the following information generated by the spaCy
NLP library (Honnibal and Montani 2017) pre-
trained GloVe vector, dependency label, named
entity label, part-of-speech tag, an indicator for
whether the word is the event verb of interest, the
(signed) distance between the word and the indi-
cated verb, and the distance between the verb and
the token on the dependency tree. I use the same
features for two neural network models. Both of
the neural net models below look at a token, along
with its context, and make a binary prediction for
whether the token is an event location for the spec-
ified event.

The first neural network model uses a series of
stacked convolutional layers. Some research sug-
gests that convolutional neural networks (CNNs)
perform equivalently to recurrent neural networks
on sequence modeling tasks with lower computa-
tional cost (Bai, Kolter, and Koltun 2018). Each
convolution looks at three inputs (words) at once,
and slides down the sentence one token at a time.
By stacking layers on top of each other, the ele-
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ments of the final output of the final convolutional
layer includes information from across the sen-
tence. I use residual layers (He et al. 2016), which
are now the state-of-the-art on image recognition
tasks. Residual layers help prevent the “vanish-
ing/exploding gradient” problem that deep neural
networks often encounter, and speed the model’s
fitting. A CNN with residual layers empirically
outperformed a model of similar depth and struc-
ture without residual blocks, and is theoretically
justified because they allow me to train a deeper
network with lower demands on my limited pool
of input data. After training and evaluating several
dozen models, the best performing CNN model
used 7 residual layers with 64 hidden nodes in
each, followed by two dense layers with 512 nodes
each with a dropout of 0.4 and ReLU activation.

The second class models is recurrent neural net-
work (RNN), specifically a long short-term mem-
ory (LSTM) network (Hochreiter and Schmidhu-
ber 1997), which explicitly models the sequential
nature of their input data (see Figure 1). RNNs
are the dominant approach to sequence modeling
tasks in natural language processing and achieve
state-of-the-art results on many tasks (Goldberg
2017). LSTMs store an internal state at each step
of the input data in the form of a hidden vec-
tor. In contrast to vanilla RNNs, LSTMs can
learn when to add information from their current
input step to the hidden state and when to “for-
get” information from the hidden state. In the-
ory, this allows LSTMs to learn much longer re-
lationships than they would otherwise be able to.
Bidirectional LSTMs are the standard extension to
LSTMs when the model has access to the “future”,
and compute two state vectors for each input step:
one from the left and one from the right. These
two vectors are concatenated and used as input to
the rest of the model. The best LSTM network I
trained used a bidirectional LSTM with a hidden
size of 128 and 0.2 recurrent dropout, followed by
a dense layer of 128 with ReLu and 0.5 dropout,
and a final binary output node for each time step.

All models were trained in Keras with a Tensor-
flow backend on a multicore CPU.6

In addition to my baseline and neural network
models, I also perform comparisons with three ex-
isting approaches. First, PropBank is included as
a point of comparison. The PropBank includes an

6The models are are available in Mordecai, an open-
source document geoparser: https://github.com/
openeventdata/mordecai

ArgM-LOC label in Palmer, Gildea, and Kings-
bury (2005). The framing of the location task in
PropBank is quite different than the generalized
event–location linking task I introduce, as I de-
scribe above, but the performance of the baseline
model in Palmer, Gildea, and Kingsbury (2005)
on the task serves as another baseline. Second, I
modify Profile (Imani et al. 2017) to accept new
text and compare its performance on my new la-
beled data. Third, I report the best-case values
from Chung et al. (2017).

Finally, I estimate the expected real-world per-
formance of a human annotator by comparing an
annotator’s performance to a “gold standard” set
of annotations. To produce the gold set, I ran-
domly selected sentences annotated by the re-
search assistant. I reannotated them, skipping am-
biguous sentences. Sentences with the same anno-
tations in the two periods were included in the gold
evaluation set totalling 500 sentences. I could then
compare RA performance with a “gold” measure
of performance.

6 Evaluation

I evaluate these and several existing models on the
task and the English-language dataset I introduce.
To evaluate the performance of each model, I as-
sess accuracy on both a per-token and per-sentence
basis. For per-token accuracy, I take a common
approach of calculating the precision and recall
in the evaluation sentences. Each model is eval-
uated on how well it can can produce, for each
token wi ∈ X whether wi is an event location for
event k. This evaluation approach allows “partial
credit” for models that that may miss or falsely in-
clude a single token and is a common approach to
evaluating sequence labeling tasks (Strötgen and
Gertz 2016). I also include a second measure that
more closely matches real-word accuracy. This
measure reports the proportion of documents for
which the annotation produced by the method ex-
actly matches the correct label for each token in
the document: ŷ(k)i = y

(k)
i ∀i ∈ X . The results for

the word distance baseline measure, existing ap-
proaches, expected human performance, and the
two models I develop are reported in Table 1.7

7Results are not reported for the method developed by
Lee, Liu, and Ward (2018). Unlike the other approaches, this
method only geolocates to the province/ADM1 level, which
is much coarser than these other techniques. It can only find
place names on a provided whitelist of names, and models are
customized to specific countries and events, making it unsuit-
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Figure 1: High-level schematic of LSTM model

Model Prec Rec F1 Sentence
Baseline 0.29 0.25 0.27 0.28
Profile 0.54 0.29 0.37 0.51
PropBank8 0.61 0.39 0.47 -
CNN 0.70 0.54 0.61 -
Chung et al.9 0.74 0.62 0.62 -
Annotator 0.88 0.65 0.74 0.73
LSTM 0.85 0.83 0.84 0.77

Table 1: Per-token precision, recall, and F1 scores, and
full-sentence accuracy for the word distance baseline
model, expected human performance, existing results
from the literature, and new model-based approaches.

The word distance baseline model, which lo-
cates an event to the closest recognized place name
in the text, performs the worst of any model, per-
haps due to the unreliability of the distance heuris-
tic itself, errors in the NER system, and the model
missing places when multiple correct locations are
present.

Profile (Imani et al. 2017) performs next worst,
with an token-level F1 score of 0.37. The model
is unable to to vary its location prediction by
event type, meaning that it will correctly locate at
best one event’s location in a multi-event, multi-
location sentence. Profile also returns only one
location per sentence, lowering its accuracy on
events that occur in multiple locations. Profile’s
intended use case is on longer pieces of text: its

able for this more general task of linking arbitrary locations
and events. Finally, the replication code provided is not easily
applicable to new datasets, only to run the initial experiments.

8These numbers are performance on the PropBank
dataset, not on the dataset I create.

9Performance of Chung et al’s model on their corpus of
48 OntoNotes documents. The maximum values achieved
for precision, recall, and F1 across their models are reported
here. Note that the results on my model report per-token pre-
cision and recall, while they report per-location precision and
recall.

poor performance on this task should be taken only
as an indication of its ability to geolocate events in
text, not on its ability to find the primary “focus”
(D’Ignazio et al. 2014) location of a piece of text.

PropBank is included as a point of compari-
son. The PropBank values are reported for the
ArgM-LOC label in Palmer, Gildea, and Kings-
bury (2005). The framing of the location task in
PropBank is quite different than the generalized
event–location linking task I introduce, as I de-
scribe above. The reported F1 score of 0.47 can be
taken as a reasonable baseline performance on an
event–location linking task. Chung et al’s (2017)
accuracy on their dataset and version of the task is
the best of any prior model.

The LSTM model performs much better than
the CNN model, even after extensive tuning for the
CNN model. Inspection of the CNN model’s out-
put (not included) indicates that the model seems
to not learn long-distance relationships well, and
failed to appropriately change probability weights
when the verb of interest changed. The LSTM
model, in contrast, performs very well and is very
sensitive to changes in the input verb: the same
sentence with two different flagged verbs of inter-
est will produce quite different results for those
events’ location. The LSTM and CNN are com-
parable in training time.

Notably, the LSTM also outperforms an es-
timate of expected human performance on the
event–location linking task. While humans are
able to pick up on nuance and deal with grammat-
ical complexity that machines still cannot handle,
humans are also unsuited to the tedium of label-
ing thousands of sentences and may be suscepti-
ble to drift in their definitions or understanding of
the task. Not only is the automated method vastly
cheaper and faster than a human process, it does
so with accuracy at least as good.
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6.1 Ablation test

Figure 2 shows the results of an ablation process
on the best performing LSTM model, revealing
that some features are more important than others
across several random partitions and retrainings of
the model.

The ablation test reveals several interesting find-
ings. First, the variability in feature importance
across different train-test splits of the data prevents
overly strong claims. With that in mind, the named
entity label returned by spaCy would seem to be a
useful feature in a task that requires picking one
of potentially several place names. In fact, remov-
ing it leaves the accuracy unchanged, perhaps be-
cause the labeled data skews toward Arabic place
names, which spaCy’s model struggles to recover.
The two distance features, one encoding distance
from each word to the verb of interest and the
other encoding the length of the shortest depen-
dency path between them, both seem marginally
helpful. Surprisingly, the part-of-speech feature
is more useful than the dependency label. This
may be because the tree structure of the depen-
dency parse is not being incorporated, only its la-
bels. Finally, the pretrained GloVe embedding fea-
ture is helpful (second to the right column), but
it is by no means sufficient on its own (rightmost
column). While some of the literature on neural
networks for NLP simply starts from pretrained
word or character embeddings and learns useful
representations from those, these results indicate
that wider feature inclusion is very helpful for the
model’s accuracy. The result is not driven solely
by place names being out-of-vocabulary, as GloVe
contains embeddings for 78% of the place names
in the corpus.

Qualitative inspection of miscoded sentences
also reveals that the model often fails to select
the more specific location when one is available.
Performing the geoparsing step first, and then in-
corporating that information into the event link-
ing step could reduce this mode of failure. Future
work could also replace categorical features, such
as POS and dependency labels, with embeddings
(see, e.g. Nguyen and Grishman 2015).

7 Application: Geolocating offensives in
Syria

To demonstrate the usefulness of this approach, I
use it to create a dataset of Syrian military offen-
sives in 2016 by automatically coding military of-

fensive events from text and geolocating them.
I collected 15,000 news stories on Syria cov-

ering 2016 from four sources: Al-Masdar news,
Middle East Eye, Ara News, and news put out
by the opposition National Coalition. To recog-
nize the events themselves in the text, I created
a one-off event coder that performs a dependency
parse of the documents in the corpus and compares
different grammatical parts of the sentence with a
hand-specified set of terms to describe military of-
fensives.

After recognizing an event in the text, I then
use my event geoparsing method to find the loca-
tion(s) in the text linked to the event’s verb. In
order to produce final usable event data, I also
perform the final step of resolving the event lo-
cation or locations to their geographical coordi-
nates. To do so I use the Mordecai text geop-
arser (Halterman 2017), which uses a neural net-
work trained on several thousand gold-standard re-
solved place names to infer the country of a loca-
tion mention, then performs a fuzzy-string search
over the Geonames gazetteer (Wick and Boutreux
2011) and selects the best location among the lo-
cations returned from the search.

When combined with geolocated data on civil-
ian deaths in Syria (Halterman 2018), the geolo-
cated offensives allow us to determine that around
7% of civilian deaths in Syria occurred within one
day and 1 kilometer of an announced military op-
eration. This new dataset contributes to a grow-
ing literature on violence against civilians in civil
war, showing that even in a conventional civil war
like Syria’s, only a relatively small number of ca-
sualties are plausibly related to collateral damage
from military operations. Figure 3 shows the geo-
graphic distribution of new offensives. This abil-
ity to create a dataset of when and where conven-
tional fighting is occurring paves the way for better
understanding of the patterns of violence against
civilians in civil wars.

8 Conclusion

This paper introduces a state-of-the-art technique
for linking events and locations in text with perfor-
mance as good as humans. It proposes a new con-
ceptualization of this task, focusing more on broad
applicability than previous approaches in natural
language processing, but more carefully account-
ing for grammar and the potential multiplicity of
events than previous work in political science. It
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Figure 2: Ablation test showing decrease in F1 score with omitted features on a test set. Full model includes
dependency labels, pre-trained GloVe embeddings, part-of-speech tags, named entity labels, the (signed) distance
from the word to the verb, and the length of the dependency path from the word to the verb. All conditions used
the same neural net model, with the best performing model on a validation set applied to held out test set.

Figure 3: Locations of reported offensives in Syria in
2016
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introduces a new labeled corpus of events and their
locations, making the task accessible to other NLP
researchers. The trained model achieves an F1
score of 0.82, making it accurate enough for re-
searchers to begin to use.

In the social sciences, the availability of a model
that can link events and locations in text should
greatly increase the utility of event-type data for
subnational researchers. Event data research on
police violence in the United States (Keith et al.
2017), protest mobilization (Hanna 2017), polit-
ical violence (Hammond and Weidmann 2014),
and instability forecasting (Ward et al. 2013)
could all be greatly improved by better tech-
niques for automatically geolocating events. Re-
searchers’ understandings of many of these social
phenomena are limited by the availability of very
fine-grained geographic data.

Future NLP work could improve accuracy by
integrating the “toponym resolution” and event–
location linking steps to improve accuracy, and
could extend the model beyond a single sentence
to increase the range of event types that the method
can be applied to.

More broadly, this work builds on a growing
body of research at the intersection of NLP and
social science that attempts to extract information
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from text, rather than summarizing or categoriz-
ing documents. Text also holds a great deal of fac-
tual information and new techniques are needed to
allow researchers to extract political information
from text. The technique introduced here will im-
prove researchers’ ability to incorporate informa-
tion extracted from text into research studies that
rely on geographically fine-grained data.
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Abstract

Internet censorship imposes restrictions on
what information can be publicized or viewed
on the Internet. According to Freedom
House’s annual Freedom on the Net report,
more than half the world’s Internet users now
live in a place where the Internet is censored
or restricted. China has built the world’s most
extensive and sophisticated online censorship
system. In this paper, we describe a new cor-
pus of censored and uncensored social me-
dia tweets from a Chinese microblogging web-
site, Sina Weibo, collected by tracking posts
that mention ‘sensitive’ topics or authored by
‘sensitive’ users. We use this corpus to build
a neural network classifier to predict censor-
ship. Our model performs with a 88.50% ac-
curacy using only linguistic features. We dis-
cuss these features in detail and hypothesize
that they could potentially be used for censor-
ship circumvention.

1 Introduction

Free flow of information is absolutely necessary
for any democratic society. Unfortunately, polit-
ical censorship exists in many countries, whose
governments attempt to conceal or manipulate in-
formation to make sure their citizens are unable to
read or express views that are contrary to those in
power. One such example is Sina Weibo, a Chi-
nese microblogging website. It was launched in
2009 and became the most popular social media
platform in China. Sina Weibo has over 431 mil-
lion monthly active users1. In cooperation with
the ruling regime, Weibo sets strict control over
the content published under its service. Accord-
ing to Zhu et al. (2013), Weibo uses a variety of
strategies to target censorable posts, ranging from
keyword list filtering to individual user monitor-
ing. Among all posts that are eventually censored,

1https://www.investors.
com/news/technology/
weibo-reports-first-quarter-earnings/

nearly 30% of them are censored within 5–30 min-
utes, and nearly 90% within 24 hours (Zhu et al.,
2013).Research shows that some of the censorship
decisions are not necessarily driven by the crit-
icism of the state (King et al., 2013), the pres-
ence of controversial topics (Ng et al., 2018a,b),
or posts that describe negative events. Rather, cen-
sorship is triggered by other factors, such as for ex-
ample, the collective action potential (King et al.,
2013). The goal of this paper is to compare cen-
sored and uncensored posts that contain the same
sensitive keywords and topics. Using the linguis-
tic features extracted, a neural network model is
built to explore whether censorship decision can
be deduced from the linguistic characteristics of
the posts.

2 Previous Work

There have been significant efforts to develop
strategies to detect and evade censorship. Most
work, however, focuses on exploiting technolog-
ical limitations with existing routing protocols
(Leberknight et al., 2012; Katti et al., 2005; Levin
et al., 2015; McPherson et al., 2016; Weinberg
et al., 2012). Research that pays more atten-
tion to linguistic properties of online censorship
in the context of censorship evasion include, for
example, Safaka et al. (2016) who apply lin-
guistic steganography to circumvent censorship.
Lee (2016) uses parodic satire to bypass censor-
ship in China and claims that this stylistic de-
vice delays and often evades censorship. Hirun-
charoenvate et al. (2015) show that the use of ho-
mophones of censored keywords on Sina Weibo
could help extend the time a Weibo post could re-
main available online. All these methods rely on
a significant amount of human effort to interpret
and annotate texts to evaluate the likeliness of cen-
sorship, which might not be practical to carry out
for common Internet users in real life. There has
also been research that uses linguistic and content
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clues to detect censorship. Knockel et al. (2015)
and Zhu et al. (2013) propose detection mecha-
nisms to categorize censored content and automat-
ically learn keywords that get censored. King et
al. (2013) in turn study the relationship between
political criticism and chance of censorship. They
come to the conclusion that posts that have a Col-
lective Action Potential get deleted by the cen-
sors even if they support the state. Bamman et
al. (2012) uncover a set of politically sensitive key-
words and find that the presence of some of them
in a Weibo blogpost contribute to higher chance
of the post being censored. Ng et al. (2018b)
also target a set of topics that have been suggested
to be sensitive, but unlike Bamman et al. (2012),
they cover areas not limited to politics. Ng et
al. (2018b) investigate how the textual content as
a whole might be relevant to censorship decisions
when both the censored and uncensored blogposts
include the same sensitive keyword(s).

3 Tracking Censorship

Tracking censorship topics on Weibo is a challeng-
ing task due to the transient nature of censored
posts and the scarcity of censored data from well-
known sources such as FreeWeibo2 and Weibo-
Scope3. The most straightforward way to collect
data from a social media platform is to make use of
its API. However, Weibo imposes various restric-
tions on the use of its API4 such as restricted ac-
cess to certain endpoints and restricted number of
posts returned per request. Above all, Weibo API
does not provide any endpoint that allows easy and
efficient collection of the target data (posts that
contain sensitive keywords) of this paper. There-
fore, an alternative method is needed to track cen-
sorship for our purpose.

4 Data Collection

4.1 Web Scraping

4.2 Decoding Censorship

According to Zhu et al. (2013), the unique ID of
a Weibo post is the key to distinguish whether a
post has been censored by Weibo or has been in-
stead removed by the author himself. If a post
has been censored by Weibo, querying its unique
ID through the API returns an error message of

2https://freeweibo.com/
3http://weiboscope.jmsc.hku.hk/
4https://open.weibo.com/wiki/API文档/en

“permission denied” (system-deleted), whereas a
user-removed post returns an error message of “the
post does not exist” (user-deleted). However, since
the Topic Timeline (the data source of our web
scraper) can be accessed only on the front-end (i.e.
there is no API endpoint associated with it), we
rely on both the front-end and the API to identify
system- and user-deleted posts. It is not possible
to distinguish the two types of deletion by directly
querying the unique ID of all scraped posts be-
cause, through empirical experimentation, uncen-
sored posts and censored (system-deleted) posts
both return the same error message – “permis-
sion denied”). Therefore, we need to first check
if a post still exists on the front-end, and then
send an API request using the unique ID of post
that no longer exists to determine whether it has
been deleted by the system or the user. The steps
to identify censorship status of each post are il-
lustrated in Figure 1. First, we check whether a
scraped post is still available through visiting the
user interface of each post. This is carried out au-
tomatically in a headless browser 2 days after a
post is published. If a post has been removed (ei-
ther by system or by user), the headless browser
is redirected to an interface that says “the page
doesn’t exist”; otherwise, the browser brings us to
the original interface that displays the post con-
tent. Next, after 14 days, we use the same meth-
ods in step 1 to check the posts’ status again. This
step allows our dataset to include posts that have
been removed at a later stage. Finally, we send a
follow-up API query using the unique ID of posts
that no longer exist on the browser in step 1 and
step 2 to determine censorship status using the
same decoding techniques proposed by Zhu et al.
as described above (2013). Altogether, around 41
thousand posts are collected, in which 952 posts
(2.28%) are censored by Weibo.

topic censored uncensored
cultural revolution 55 66

human rights 53 71
family planning 14 28

censorship & propaganda 32 56
democracy 119 107
patriotism 70 105

China 186 194
Trump 320 244

Meng Wanzhou 55 76
kindergarten abuse 48 5

Total 952 952

Table 1: Data collected by scraper for classification
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Figure 1: Logical flow to determine censorship status

4.3 Pre-existing Corpus

Zhu et al. (2013) collected over 2 million posts
published by a set of around 3,500 sensitive users
during a 2-month period in 2012. We extract
around 20 thousand text-only posts using 64 key-
words across 26 topics (which partially overlap
with those of scraped data, see Table 3) and fil-
ter all duplicates. Among the extracted posts,
930 (4.63%) are censored by Weibo as verified by
Zhu et al. (2013) The extracted data from Zhu et
al.(2013)’s are also used in building classification
models.

dataset N H features accuracy
baseline 49.98

human baseline (Ng et al., 2018b) 63.51
scraped 500 50,50,50 Seed 1 80.36
scraped 800 60,60,60 Seed 1 80.2

Zhu et al’s 800 50,7 Seed 1 87.63
Zhu et al’s 800 30,30 Seed 1 86.18

both 800 60,60,60 Seed 1 75.4
both 500 50,50,50 Seed 1 73.94

scraped 800 30,30,30 all except LIWC 72.95
Zhu et al’s 800 60,60,60 all except LIWC 70.64

both 500 40,40,40 all except LIWC 84.67
both 800 20,20,20 all except LIWC 88.50
both 800 30,30,30 all except LIWC 87.04
both 800 50,50,50 all except LIWC 87.24

Table 2: MultilayerPerceptron classification results. N
= number of epochs, H = number of nodes in each hid-
den layer

5 Feature Extraction

We extract features from both our scraped data and
Zhu et al.’s dataset. While the datasets we use are
different from that of Ng et al. (2018b), some of
the features we extract are similar to theirs. We
include CRIE features (see below) and the number
of followers feature that are not extracted in Ng et
al. (2018b)’s work.

topic censored uncensored
cultural revolution 19 29

human rights 16 10
family planning 4 4

censorship & propaganda 47 38
democracy 94 53
patriotism 46 30

China 300 458
Bo Xilai 8 8

brainwashing 57 3
emigration 10 11
June 4th 2 5

food & env. safety 14 17
wealth inequality 2 4

protest & revolution 4 5
stability maintenance 66 28

political reform 12 9
territorial dispute 73 75

Dalai Lama 2 2
HK/TW/XJ issues 2 4
political dissidents 2 2

Obama 8 19
USA 62 59

communist party 37 10
freedom 12 11

economic issues 31 37
Total 930 930

Table 3: Data extracted from Zhu et al. (2013)’s dataset
for classification

5.1 Linguistic Features

We extract 4 sets of linguistic features from both
datasets – the LIWC features, the CRIE features,
the semantics features, and the number of follow-
ers feature. We are interested in the LIWC and
CRIE features because they are purely linguistic,
which aligns with the objective of our study. Also,
some of the LIWC features extracted from Ng et
al. (2018a)’s data have shown to be useful in clas-
sifying censored and uncensored tweets.

LIWC features The English Linguistic Inquiry
and Word Count (LIWC) (Pennebaker et al., 2017,
2015) is a program that analyzes text on a word-
by-word basis, calculating percentage of words
that match each language dimension, e.g., pro-
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nouns, function words, social processes, cogni-
tive processes, drives, informal language use etc.
LIWC builds on previous research establishing
strong links between linguistic patterns and per-
sonality/psychological state. We use a version
of LIWC developed for Chinese by Huang et
al. (2012) to extract the frequency of word cat-
egories. Altogether we extract 95 features from
LIWC. One important feature of the LIWC lexi-
con is that categories form a tree structure hierar-
chy. Some features subsume others.
CRIE features We use the Chinese Readability
Index Explorer (CRIE) (Sung et al., 2016), a text
analysis tool developed for the simplified and tra-
ditional Chinese texts. CRIE outputs 50 linguis-
tic features (see Appendix A.1 ), such as word,
syntax, semantics, and cohesion in each text or
produce an aggregated result for a batch of texts.
CRIE can also train and categorize texts based on
their readability levels. We use the textual-features
analysis for our data and derive readability scores
for each post in our data. These scores are mainly
based on descriptive statistics.
Sentiment features We use BaiduAI5 to obtain
a set of sentiment scores for each post. It outputs a
positive sentiment score and a negative sentiment
score which sum to 1.
Semantic features We use the Chinese The-
saurus (同义词词林) developed by Mei (1984)
and extended by HIT-SCIR6 to extract semantic
features. The structure of this semantic dictionary
is similar to WordNet, where words are divided
into 12 semantic classes and each word can belong
to one or more classes. It can be roughly compared
to the concept of word senses. We derive a seman-
tic ambiguity feature by by dividing the number
of words in each post by the number of semantic
classes in it.

5.1.1 Frequency & readability
We compute the average frequency of charac-
ters and words in each post using Da (2004)7’s
work and Aihanyu’s CNCorpus 8 respectively. For
words with a frequency lower than 50 in the refer-
ence corpus, we count it as 0.0001%. It is intu-
itive to think that a text with less semantic variety
and more common words and characters is rela-
tively easier to read and understand. We derive a

5https://ai.baidu.com
6Harbin Institute of Technology Research Center for So-

cial Computing and Information Retrieval.
7http://lingua.mtsu.edu/chinese-computing/statistics/
8http://www.aihanyu.org/cncorpus/index.aspx

Readability feature by taking the mean of charac-
ter frequency, word frequency and word count to
semantic classes described above. It is assumed
that the lower the mean of the 3 components, the
less readable a text is. In fact, these 3 components
are part of Sung et al. (2015)’s readability metric
for native speakers on the word level and semantic
level.
Followers The number of followers of the au-
thor of each post is recorded and used as a feature
for classification.

6 Classification

A balanced corpus is created. The uncensored
posts of each dataset are randomly sampled to
match with the number of their censored counter-
parts (see Table 1 and Table 3). All numeric values
have been standardized before classification. We
use the MultilayerPerceptron function of Weka for
classification. A number of classification experi-
ments using different combinations of features are
carried out. Best performances are achieved us-
ing the combination of CRIE, sentiment, semantic,
frequency, readability and follower features (i.e.
all features but LIWC) (see Table 2).

We also apply the Weka RandomSubset filter
using Seed 1 to 8 to randomly select features for
classification. The 77 randomly selected features
of Seed 1, which is a mix of all features, per-
form consistently well across the datasets (see Ap-
pendix A.1 for the full list of features).

We vary the number of epochs and hidden lay-
ers. The rest of the parameters are set to default –
learning rate of 0.3, momentum of 0.2, batch size
of 100, validation threshold of 20. Classification
experiments are performed on 1) both datasets 2)
scraped data only 3) Zhu et al.’s data only. Each
experiment is validated with 10-fold cross valida-
tion. We report the accuracy of each model in Ta-
ble 2. It is worth mentioning that using the LIWC
features only, or the CRIE features only, or all fea-
tures excluding the CRIE features, or all features
except the LIWC and CRIE features all result in
poor performance of below 54%.

7 Discussion and Conclusion

Our best results are about 30% higher than the
baseline. We also compare our classifiers to the
human baseline reported in Ng et al. (2018b). The
accuracies of our models are about 25 % higher
than the human baseline, which shows that our
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Figure 2: Parallel Coordinate Plots of the top 10 features that have the greatest difference in average values

classifier has a greater censorship predictive abil-
ity compared to human judgments. The classi-
fication on both datasets together tends to give
higher accuracy using at least 3 hidden layers.
However, the performance does not improve when
adding additional layers (other parameters being
the same). Since the two datasets were collected
differently and contain different topics, combining
them together results in a richer dataset that re-
quires more hidden layers to train a better model.
It is worth noting that classifying both datasets us-
ing seed 1 features decreases the accuracy, while
using all features but LIWC improves the classifi-
cation performance. The reason for this behavior
could be an existence of consistent differences in
the LIWC features between the datasets. Since the
seed 1 LIWC features (see Appendix A.1) consist
of mostly word categories of different genres of
vocabulary (i.e. grammar and style agnostic), it
might suggest that the two datasets use vocabular-
ies differently. Yet, the high performance obtained
excluding the LIWC features shows that the key to
distinguishing between censored and uncensored
posts seems to be the features related to writing
style, readability, sentiment, and semantic com-
plexity of a text.

To gain further insight into what might be the
best features that contribute to distinguishing cen-
sored and uncensored posts, we compare the mean
of each feature of the two classes. The 6 features
distinguish censored from uncensored are 1) neg-
ative sentiment 2) average number of idioms in
each sentence 3) number of idioms 4) number of
complex semantic categories 5) verbs 6) number
of content word categories. On the other hand, the

4 features that distinguish uncensored from cen-
sored are 1) positive sentiment 2) words related to
leisure 3) words related to reward 4) words related
to money (see Figure 2) This might suggest that
the censored posts generally convey more nega-
tive sentiment and are more idiomatic and seman-
tically complex in terms of word usage. On the
other hand, the uncensored posts might be in gen-
eral more positive in nature (positive sentiment)
and include more content that talks about neutral
matters (money, leisure, reward).

To conclude, our work shows that there are lin-
guistic fingerprints of censorship and it is possible
to use linguistic properties of a social media post
to automatically predict if it is going to be cen-
sored. It will be interesting to explore if the same
linguistic features can be used to predict censor-
ship on other social media platforms and in other
languages.
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A Appendices

A.1 Appendix I
Full List of CRIE features
*CRIE Readability 1.0
*SVM readability prediction 1.0
Paragraphs
Average paragraph length
*Characters
*Words
Adverbs
*Verbs
Type-token ratio
Difficult words
*Low-stroke characters
*Intermediate-stroke characters
*High-stroke characters
*Average strokes
*Two-character words
*Three-character words
*Sentences
*Average sentence length
*Simple sentence ratio
modifiers per NP
Np ratio
*Average propositional phrase
*Sentences with complex structure
Parallelism
Average number of idioms each sentence
*Content words
*Negatives
*Sentences with complex semantic categories
*Number of complex semantic categories
*Intentional words
*Noun word density
*Content word frequency in logarithmic
*Average frequency of content word in domain in
Logarithmic
Number of Idioms
*Pronouns
*Personal pronouns
*First personal pronouns
Third personal pronouns
*conjunctions
positive conjunctions
*negative conjunctions
*adversative conjunctions
*causal conjunctions
hypothesis conjunction
condition conjunction
*purpose conjunctions
*figure of speech (simile)

*Content word category

*feature that is included in Seed 1
Seed 1 LIWC features

WC
WPS
persconc
ppron
we
shehe
they
ipron
quanunit
specart
focuspast
progm
modal pa
general pa
interrog
quant
anx
family
friend
female
differ
see
feel
sexual
drives
achieve
power
risk
motion
work
home
netspeak
assent
Comma
Colon
Exclam
Parenth

Seed 1 semantic, sentiment, and follower features
neg sent
char freq
wc over semantic classes
readability
followers
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Abstract
Cognitive tests have traditionally resorted to
standardizing testing materials in the name
of equality and because of the onerous na-
ture of creating test items. This approach
ignores participants’ diverse language experi-
ences that potentially significantly affect test-
ing outcomes. Here, we seek to explain our
prior finding of significant performance dif-
ferences on two cognitive tests (reading span
and SPiN) between clusters of participants
based on their media consumption. Here, we
model the language contained in these media
sources using an LSTM trained on corpora
of each cluster’s media sources to predict tar-
get words. We also model semantic similar-
ity of test items with each cluster’s corpus us-
ing skip-thought vectors. We find robust, sig-
nificant correlations between performance on
the SPiN test and the LSTMs and skip-thought
models we present here, but not the reading
span test.

1 Introduction

Generalization of experimental results crucially
relies on the validity and representativeness of
the experiment to study the phenomenon of in-
terest. Researchers therefore invest considerable
resources in experimental design, particularly in
controlling for systematic confounds. When ex-
periments rely on language samples for stimuli,
this issue is further complicated because partic-
ipants bring their complex and diverse language
histories into the lab. When participants’ language
experiences differ systematically and the experi-
ment does not control for this, a confound arises
that compromises experimental validity and leads
to systematic bias. This is the case for many cog-
nitive tests that standardize language materials in
the name of equality, whereas a more equitable ap-
proach would be to normalize test difficulty for in-
dividuals based on their experience.

One of the primary reasons for the traditional
standardization approach over a normalization ap-
proach is that creating stimuli that are natural and
free from confounds is a difficult laborious under-
taking (e.g. as attested by Cutler (1981); Kalikow
et al. (1977); Calandruccio and Smiljanic (2012)).
The time required to create language stimuli is
made worse by the fact that experiments can typi-
cally only use each target word or phrase once over
the course of the experiment, meaning each stim-
ulus must be uniquely created. In addition to the
effort required, experimenter bias and error possi-
bly significantly affect results (Forster, 2000).

While previous automation attempts have re-
duced experimenter bias, error, and workload (e.g.
Lahl and Pietrowsky (2006); van Casteren and
Davis (2007), vs. Hauk and Pulvermller (2004)’s
manual selection) the process still relies on lan-
guage statistics calculated from corpora unrep-
resentative of many participants’ language expe-
riences (e.g. Coltheart (1981); Linguistic Data
Consortium (1996); Kucera and Francis (1967);
Thorndike (1944), etc.). This mismatch between
the language statistics used to generate test items
and participants’ actual language experiences rep-
resents a persistent confound detracting from ex-
perimental validity and perpetuating testing bias.

Our method allows participants to report for
themselves the language they are comfortable
with and regularly consume. Allowing partici-
pants to define their own language experiences en-
sures stimulus representativeness, increases fair-
ness, and captures individual variability. This
moves away from a model that gives researchers
the power to define which language materials are
representative across all participants (e.g. Black
Beauty and Little Women: Thorndike (1944)) and
moves towards a model that empowers partici-
pants to define their own language variety. To
this end, we develop a method for evaluating lan-
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guage experience’s effect on cognitive test perfor-
mance. In this work, we examine the relationship
between the language that participants report con-
suming in media and their performance on two
language-based cognitive tasks. We predict that
participants’ greater familiarity with the particular
language variety of test items (as measured by se-
mantic similarity and statistical predictability) will
decrease test difficulty, resulting in higher scores.

Our previous results showed that participants
cluster into distinct populations based on media
consumption habits (Courtland et al., 2019). We
determined media consumption habits by admin-
istering a self-report survey, asking participants
what media content they currently consume in a
variety of categories (Movies, Books, TV, etc.)
as well as what they consumed in their forma-
tive years. K-means clustering identified two main
clusters of participants based on the media sources
they share in common. These clusters differ sig-
nificantly in their performance on a test of verbal
working memory (Daneman and Carpenter, 1980)
and test of functional hearing (Kalikow et al.,
1977). This is especially noteworthy consider-
ing we found the clusters to be orthogonal to (i.e.
evenly distributed across) the traditionally used
demographic variables we elicited at the end of the
survey (e.g. Race, Socioeconomic Status, etc.).
Here, we pursue a linguistic explanation for this
performance difference by modeling the language
comprising the sources participants reported con-
suming and examining its relationship to their per-
formance on the behavioral tests.

To accomplish this, we use neural network lan-
guage models to learn the joint probability func-
tion of word appearances in a corpus. Learn-
ing the probability of a word appearing at a cer-
tain position in a sentence can be difficult due to
sparse representation in the training corpus. How-
ever, we choose these models based on their abil-
ity to capture long-distance statistical dependen-
cies within a sentence: an advantage they en-
joy over n-grams (Bengio et al., 2003). We ex-
amine a vanilla long short-term memory (LSTM)
model and an attention-based model (Bahdanau
et al., 2014). Both are based on recurrent neu-
ral networks and are designed to exploit seman-
tic information distributed throughout a sentence
to model the probability distribution of vocabulary
words appearing as the sentence-final word (Sun-
dermeyer et al., 2012). In addition to modeling the

predictability of sentence-final words, we also use
a recurrent neural network based encoder to cap-
ture sentence-level semantics (Kiros et al., 2015).
We use this model to examine whether semantic
familiarity affects participants’ performances. We
model semantics by embedding test items and cor-
pus sentences in a high dimensional vector space
and observing the distances between each item and
its neighbors from the corpus. We predict that
greater semantic similarity and greater sentence-
final word predictability as captured by these mod-
els will correlate with participants’ performance
on our cognitive tasks.

2 Methods

2.1 Corpora and Behavioral Data

Participants were recruited from the USC under-
graduate population (N=70) and on a local com-
munity college campus (L.A. Trade-Tech, N=25).
To test language ability, participants complete the
reading span task developed to assess verbal work-
ing memory (Daneman and Carpenter, 1980) and
the speech perception in noise task (SPiN) devel-
oped to assess functional hearing (Kalikow et al.,
1977). In the reading span task, participants read
sets of sentences aloud while remembering the last
word of each sentence. At the end of a set, they
report the full sequence of sentence-final words
in the set (with no partial credit). Set size in-
creases (from 2 to 7) every three sets until partici-
pants cannot correctly recall any set at that length,
at which point the task is terminated. The SPiN
task presents spoken sentences over headphones
masked with 12 talker babble (a combination of 6
male and 6 female voices speaking continuously).
At the end of the sentence, participants are asked
to report the final word of the sentence. We present
the SPiN at +6dB SNR based on pilot results. We
chose these tests for the important, yet often unac-
knowledged, role language processing is likely to
play in both.

To capture participants’ diverse language expe-
riences, we use a proxy measure: the language ma-
terials they choose to consume regularly. Partici-
pants report these sources by completing an online
survey of their current and formative media con-
sumption habits. Using their responses, we aggre-
gate the language data contained in these sources
into corpora. We collect the sources for the cor-
pora from Springfield! Springfield! and YIFY Sub-
titles, online repositories of television scripts and
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movie subtitles. In total, we collect 1027 scripts
of complete series (e.g. all episodes of Futurama)
and 194 movie subtitles. We then clean the sources
by removing information that does not reach view-
ers (e.g. stage directions, parenthetical notes, etc.).
Each corpus is then tokenized into sentences for
model training.

2.2 Neural Cloze Model

Cloze probability refers to the probability of en-
countering the last word of a sentence given the
sequence of words that precede it (i.e. all non-final
words of that sentence). That is, given a sentence
of words w1 through wn, the cloze probability is
expressed by: P (wn|w1...wn−1). This conditional
probability is a particularly important metric for
our purposes because of the privileged position
sentence-final words enjoy in scoring both of our
behavioral tasks (cf. Duffy and Giolas (1974)’s ef-
fect of predictability on task performance). Both
our behavioral tasks place participants in a con-
dition of increased cognitive burden (either using
adverse listening conditions or simultaneous ver-
bal storage and processing demands) and then ask
them to identify or remember the last word of a
sentence (Daneman and Carpenter, 1980; Kalikow
et al., 1977). If these words are predictable for a
given participant, top-down processing can allevi-
ate the cognitive burden of online language pro-
cessing, making the task easier (Winn, 2016). If
participants systematically differ in their ability
to predict these sentence-final words, as might be
caused by different language experiences, the task
would effectively be easier for one group of par-
ticipants, leading to higher scores.

To test whether performance differences on our
tasks were due to cloze probability differences, we
trained a vanilla LSTM and LSTM with attention
on each cluster’s corpus to predict the last word
of a sentence given all the previous words. The
attention-based LSTM model is composed of a
layer of LSTM cells that capture the hidden rep-
resentation of the sequence of words from the be-
ginning of the sentence up to the last word. The
final representation for sentence i is shown by Hi

(eq. 3, below) and is generated by applying atten-
tion weights (αij , eq. 2) to the LSTM’s hidden
states, hij , corresponding to each word j in sen-
tence i of length n. Ws, Wt, us, bs and bt are
learned simultaneously during back propagation
(Wang et al., 2016).

uij = tanh(Wshij + bs) (1)

αij =
exp(usuij)∑n−1

k=0 exp(usuik)
(2)

Hi =
n−1∑

j=0

(αij ∗ hij) (3)

Using a fully connected and a softmax layer, we
then calculate the probability of each word w in
the vocabulary appearing immediately after the se-
quence as pw(i.e. at the end of that sentence).

viw =WtHi + bt (4)

pw =
exp(viw)

∑|vocabulary|
k=0 exp(vik)

(5)

For the experiment, we use a vocabulary con-
sisting of the 10k most frequent words in the cor-
pus. The hidden size of the LSTM and attention
vectors are set to 100. We use 300-dimensional
GloVe word embeddings as the semantic represen-
tation of the words (Pennington et al., 2014).

2.3 Skip-thought Vectors
To obtain a quantitative measure of semantic sim-
ilarity, we embed test items and sentences from
each cluster’s corpus in a high dimensional vec-
tor space and measure the distance of each test
item to neighboring items from the corpus. To
encode target and corpus items into vectors, we
use combine-skip-thought vectors as detailed in
Kiros et al. (2015). These encode sentences using
RNNs with GRU into a 4800-dimensional vector
which is the concatenation of a 2400-dimensional
uni-directional encoder and a 2400-dimensional
bi-directional encoder (1200 dimensions for back-
wards and forwards each). Results from the orig-
inal paper show that these vectors capture a high
degree of sentence-level semantics, particularly as
it relates to encoding similarity as vector-space
distance: the closer two sentences are in the em-
bedded vector space, the more semantically re-
lated they are. We therefore take the distances in
this embedded vector space to be indicative of how
typical a test item’s semantics are given the corpus
of a participant’s cluster.

We measure each test item’s mean distance
from all corpora items using the Taxicab distance
(L1 norm, eq. 6) and standardized Euclidean dis-
tance (eq. 7):
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n∑

i=1

|ui − vi| (6)

√√√√
n∑

i=1

(ui − vi)2/V [xi] (7)

where V [xi] is the variance vector over the com-
ponents of all vectors.

We also measure the mean distance to the clos-
est 100 corpus neighbors in the event that similar-
ity to all corpus items proves less informative than
similarity to the closest matches from the corpus.

3 Results

3.1 Neural Cloze Model

For each test item, we correlate each cluster’s
LSTM activation of the sentence-final word with
that cluster’s mean behavioral performance (i.e.
the percent of the cluster’s participants who an-
swered that item correctly). We use rank corre-
lation as we are uncertain of how linear the map-
ping between predictability and performance ben-
efit will be.

We observe significant rank correlations be-
tween the activation of both clusters’ vanilla
LSTMs and their respective mean performances
on the SPiN items (ρ(48) = .39, p < .01 for
cluster 1, ρ(48) = .46, p < .005 for cluster
2). We observe weaker but still significant cor-
relations between the attention-based LSTM ac-
tivations and mean performances on SPiN items
(ρ(48) = .31, p < .05 for cluster 1, ρ(48) =
.29, p = .05 for cluster 2). This poorer perfor-
mance of the more complex model is notewor-
thy. We observe no significant rank correlations
between any model’s activations and performance
on the corresponding span task item (see Table 1).

3.2 Skip-thought Vectors

For each cluster, we test for a correlation between
the distance from all its corpus items to a given
test item and the mean performance of its partici-
pants on that item. Given uncertainty of whether
the distance-performance relationship will be lin-
ear, we use rank correlation. Using the distance
metrics in eqs. (6) and (7), we observe significant
rank correlations between vector-space distances
and performances on the SPiN task (see Table 1
for test statistics, all ρ(48), p < .005) but not the
span task. In addition to the mean distance of all

Cluster 1 Cluster 2
SPiN span SPiN span

Vanilla LSTM .39 -.03 .46 -.15
Attn. LSTM .31 .02 .29 -.03

Taxicab .486 .075 .519 -.022
Std. Euclid. .408 -.048 .440 .092

Table 1: Mean behavioral performance on SPiN target
items is significantly rank correlated to both LSTM ac-
tivations and skip-thought distances for both clusters.
We find no significant correlations with the span test
for either cluster.

items, we calculated the distance to the closest 100
neighboring corpus items and obtained similar re-
sults.

4 Discussion

Language models tailored to the media consump-
tion of different ”clusters” of English speakers
predict performance at the item level on a test
of functional hearing (SPiN). In particular, LSTM
models, which are perhaps the most natural way to
model a task in which the predictability of the final
word in a sentence has a strong influence on per-
formance, correctly predict accuracy for each clus-
ter. For the reading span task, in contrast, neither
type of model correctly predicted performance. It
is possible that the models are not capturing the
relevant linguistic information for reading span or
that reading span simply depends less on language
(and language experience) overall than SPiN. An
alternative explanation, however, comes from the
difficulty in handling span performance data and
its scoring. In the span task, items are presented
in a fixed order, and difficulty increases from trial
to trial as participants are required to maintain
more items in working memory. This makes scor-
ing at the item level difficult to interpret. Given
these complications with the scoring procedure, it
is possible that item-level analysis of the reading
span is uninformative and invalid compared to the
straight-forward scoring procedure of the SPiN.

Regarding the SPiN task, the robustness of
the correlation between skip-thought vector mean-
neighbor distances and participant performance is
curious, however. The interesting aspect of this
relationship is the direction of the correlation: that
as the distance from corpus neighbors increases,
performance on the item increases. This implies
that unusual items are scored better on than famil-
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iar ones. This finding is not necessarily at odds
with the finding of the neural cloze models: that
increased predictability of the last word positively
correlates with performance on that sentence. The
two models differ in several key aspects which
may explain their differences. Firstly, skipthought
distances do not capture statistical predictability
but rather semantic similarity, so while the last
word (or in fact the sentence as a whole) may be
semantically odd, it also may be relatively easy to
predict the last word from the rest of the sentence.
Secondly, skipthoughts operate at the level of the
entire sentence rather than at the level of just the
last word, which means that all of the words con-
tributing to their embedding but the sentence-final
one do not directly factor into the scoring of be-
havioral performance. This means that the major-
ity of the linguistic information they encode is un-
informative for capturing predictability of the last
word, which is a direct correlate to how the task
is scored. Lastly, skipthoughts are capturing the
semantic novelty of a sentence. It is possible that
the increased attentional resources these items de-
mand above overly typical items actually causes
participants to perform better on these items rather
than worse. This must be tested further before
concrete conclusions can be drawn, but it repre-
sents an interesting future direction for study.

We believe the results obtained here are an ini-
tial step toward taking participants’ self-reported
language experience into account in interpreting
their performance on cognitive tests. In light of
the evidence that a connection likely exists, we
support the approach of normalizing, rather than
standardizing, the language of cognitive tests. We
predict normalization will produce tests that are si-
multaneously more fair and more valid. Regard-
ing increased validity, the use of dynamically gen-
erated corpora would afford a significant benefit
over static corpora by reducing sampling error.
Every corpus necessarily contains idiosyncratic
sampling error affecting results (Clark, 1973). The
repeated use of norms generated from a single cor-
pus (e.g. as was traditionally taken from Kucera
and Francis (1967) or Thorndike (1944)) ampli-
fies this noise and its role in experimental results.
The construction of dynamic corpora we are plan-
ning will mitigate this effect by providing multi-
ple samples across which real statistical regulari-
ties are likely to replicate, while sample noise is
not (like bootstrapping: Efron (1979)).

While the eventual goal of this work is to gen-
erate valid and fair stimuli ex nihilo given peo-
ple’s language models, the evaluation of existing
stimuli materials represents a necessary first step
taken here. The development of models captur-
ing linguistic features that predict behavioral per-
formance provides the possibility for using these
models to identify or synthesize fair test items.
Modeling the relationship between language ex-
perience and task performance allows rapid pro-
totyping and evaluation of stimuli sets with previ-
ously unfeasible speed. This allows a much larger
set of candidate stimuli to be evaluated afford-
ing new levels of rigor to the test creation pro-
cess. This speed also opens the door for individual
personalization of test items, a task far too labor-
intensive to perform manually. Our future work
will test our models’ ability to create test stimuli
equitable across diverse language communities.

These methods for promoting equity are likely
relevant to education where equality vs. equity is
debated as the difference between equal access
to educational resources vs. access to resources
leading to equal outcomes (e.g. Green (1983);
Stromquist (2005); Espinoza (2007)). Language-
based cognitive testing and access to education
share several features in common. Both are mod-
erated by the complex individual variability of per-
sonal experience. Those with the worst outcomes
in both are underrepresented among those setting
policy and creating tests (National Science Foun-
dation, 2013; Thaler and Jones-Forrester, 2013;
Thaler et al., 2015). And most importantly, both
also determine relevant real-world outcomes for
test takers: the tests we consider here are used
clinically to diagnose aphasia (Caspari et al.,
1998), Alzheimer’s disease (Kempler et al., 1998),
schizophrenia (Stone et al., 1998), and age-related
cognitive decline (Salthouse and Kersten, 1993).
Many cognitive tests use linguistic stimuli to as-
sess other cognitive functions; by identifying spe-
cific ways in which individuals’ language variety
influences their performance, we can start to tease
apart potential educationally and clinically mean-
ingful deficits from social and cultural differences
between participant groups.
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Yoshua Bengio, Réjean Ducharme, Pascal Vincent, and
Christian Jauvin. 2003. A neural probabilistic lan-
guage model. Journal of machine learning research,
3(Feb):1137–1155.

Lauren Calandruccio and Rajka Smiljanic. 2012. New
Sentence Recognition Materials Developed Us-
ing a Basic Non-Native English Lexicon. Jour-
nal of Speech, Language, and Hearing Research,
55(5):1342–1355.

Isabelle Caspari, Stanley R. Parkinson, Leonard L. La-
Pointe, and Richard C. Katz. 1998. Working Mem-
ory and Aphasia. Brain and Cognition, 37(2):205–
223.

Maarten van Casteren and Matthew H. Davis. 2007.
Match: A program to assist in matching the condi-
tions of factorial experiments. Behavior Research
Methods, 39(4):973–978.

Herbert H. Clark. 1973. The language-as-fixed-effect
fallacy: A critique of language statistics in psycho-
logical research. Journal of Verbal Learning and
Verbal Behavior, 12(4):335–359.

Max Coltheart. 1981. The MRC Psycholinguistic
Database. The Quarterly Journal of Experimental
Psychology Section A, 33(4):497–505.

Maury Courtland, Aida Davani, Melissa Reyes, Leigh
Yeh, Jun Leung, Brendan Kennedy, Morteza De-
hghani, and Jason Zevin. 2019. Subtle differences
in language experience moderate performance on
language-based cognitive tests. In Proceedings of
the 41st Annual Conference of the Cognitive Science
Society, Austin, Texas. Cognitive Science Society.

Anne Cutler. 1981. Making up materials is a con-
founded nuisance, or: Will we able to run any psy-
cholinguistic experiments at all in 1990? Cognition,
10(1):65–70.

Meredyth Daneman and Patricia A. Carpenter. 1980.
Individual differences in working memory and read-
ing. Journal of Verbal Learning and Verbal Behav-
ior, 19(4):450–466.

Joseph R. Duffy and Thomas G. Giolas. 1974. Sen-
tence Intelligibility as a Function of Key Word Se-
lection. Journal of Speech and Hearing Research.

B. Efron. 1979. Bootstrap Methods: Another Look at
the Jackknife. The Annals of Statistics, 7(1):1–26.

Oscar Espinoza. 2007. Solving the equityequality
conceptual dilemma: a new model for analysis of
the educational process. Educational Research,
49(4):343–363.

Kenneth I. Forster. 2000. The potential for experi-
menter bias effects in word recognition experiments.
Memory & Cognition, 28(7):1109–1115.

Thomas F. Green. 1983. Excellence, Equity, and
Equality.

O Hauk and F Pulvermller. 2004. Effects of word
length and frequency on the human event-related
potential. Clinical Neurophysiology, 115(5):1090–
1103.

D. N. Kalikow, K. N. Stevens, and L. L. Elliott. 1977.
Development of a test of speech intelligibility in
noise using sentence materials with controlled word
predictability. The Journal of the Acoustical Society
of America, 61(5):1337–1351.

Daniel Kempler, Amit Almor, Lorraine K. Tyler,
Elaine S. Andersen, and Maryellen C. MacDon-
ald. 1998. Sentence Comprehension Deficits in
Alzheimer’s Disease: A Comparison of Off-Line vs.
On-Line Sentence Processing. Brain and Language,
64(3):297–316.

Ryan Kiros, Yukun Zhu, Ruslan Salakhutdinov,
Richard S. Zemel, Antonio Torralba, Raquel Urta-
sun, and Sanja Fidler. 2015. Skip-Thought Vectors.
arXiv:1506.06726 [cs]. ArXiv: 1506.06726.

Henry Kucera and Winthrop Nelson Francis. 1967.
Computational analysis of present-day American
English. Dartmouth Publishing Group.

Olaf Lahl and Reinhard Pietrowsky. 2006. EQUI-
WORD: A software application for the automatic
creation of truly equivalent word lists. Behavior Re-
search Methods, 38(1):146–152.

Linguistic Data Consortium. 1996. CELEX2. OCLC:
1023487640.

National Science Foundation. 2013. Women, Minori-
ties, and Persons with Disabilities in Science and
Engineering: 2013: (558442013-001). Technical
report, American Psychological Association. Type:
dataset.

Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. Glove: Global vectors for word
representation. In Proceedings of the 2014 confer-
ence on empirical methods in natural language pro-
cessing (EMNLP), pages 1532–1543.

Timothy A. Salthouse and Alan W. Kersten. 1993. De-
composing adult age differences in symbol arith-
metic. Memory & Cognition, 21(5):699–710.

Maria Stone, John D. E. Gabrieli, Glenn T. Stebbins,
and Edith V. Sullivan. 1998. Working and strategic
memory deficits in schizophrenia. Neuropsychol-
ogy, 12(2):278–288.

Nelly Stromquist. 2005. Comparative and Interna-
tional Education: A Journey toward Equality and
Equity. Harvard Educational Review, 75(1):89–
111.

52



Martin Sundermeyer, Ralf Schlüter, and Hermann Ney.
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Abstract

This paper proposes a method for identi-
fying and studying viral moments or high-
lights during a political debate. Using a
combined strategy of time series analy-
sis and domain adapted word embeddings,
this study provides an in-depth analysis
of several key moments during the 2016
U.S. Presidential election. First, a time se-
ries outlier analysis is used to identify key
moments during the debate. These mo-
ments had to result in a long-term shift
in attention towards either Hillary Clin-
ton or Donald Trump (i.e., a transient
change outlier or an intervention, result-
ing in a permanent change in the time se-
ries). To assess whether these moments
also resulted in a discursive shift, two cor-
pora are produced for each potential viral
moment (a pre-viral corpus and post-viral
corpus). A domain adaptation layer learns
weights to combine a generic and domain
specific (DS) word embedding into a do-
main adapted (DA) embedding. Words
are then classified using a generic en-
coder+classifier framework that relies on
these word embeddings as inputs. Re-
sults suggest that both Clinton and Trump
were able to induced discourse-shifting vi-
ral moments, though the former is much
better at producing a topically-specific dis-
cursive shift.

1 Introduction

Though research across disciplines tends to ana-
lyze language cross-sectionally, or synchronically,
we know that language use is temporally depen-
dent. In other words, discourse about a subject
can ebb and flow dynamically over time, peak-
ing at salient moments or dropping when atten-

tion to that subject is low. This feature is espe-
cially noticeable on social media platforms during
media storms. Here, ”media storm” is defined as
”an explosive increase in news coverage of a spe-
cific item (event or issue) constituting a substan-
tial share of the total news agenda during a cer-
tain time” (Boydstun et al., 2014). Media storms
can be unplanned, such as the coverage of a scan-
dal (Walgrave et al., 2017), or planned, like presi-
dential debates (Dayan and Katz, 1994).

Three components are important to Boydstun’s
definition: news coverage must be explosive, all-
consuming (”constituting a substantial share” of
media attention), and long-lasting. Presidential
debates fulfill all three conditions of a media storm
because they are explosive (attention to the de-
bate explodes when it begins, large (a debate con-
sume most media attention until it is over) and
can be long-lasting (post-debate spin ensures that
coverage of the debate lasts for longer than 24
hours) (Fridkin et al., 2008).

Though news media are obviously important to
media storms, the modern hybrid media ecology
ensures that what appears in news media is likely
to also appear on social media platforms. After
all, if media storms concentrate news media at-
tention towards one news events, social media at-
tention likely becomes concentrated as well. This
is particularly true on Twitter, which journalists
rely on for their professional work (McGregor and
Molyneux, 2016). As a result, Twitter has become
an essential platform for the sharing of news infor-
mation, and for public discussion of media storm
events.

The purpose of this study is to explore the tem-
poral and linguistic dynamics of viral moments
during the first 2016 U.S. Presidential Debate, be-
tween Donald J. Trump and Hillary R. Clinton. In
a media storm, viral moments constitute impor-
tant peaks of attentionthe most discussed moments
in an event that already garners significant media
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scrutiny. Our study relies on an inductive, three-
step approach to identifying and studying these vi-
ral moments during a debate.

2 Related Work on Debates and Viral
Moment

Previous studies of political debates using com-
putational methods have largely focused on can-
didates’ rhetoric and topic shifts. For example a
candidate who is able to shift topics during a de-
bate is perceived to have greater relative power,
which increases their ranks compared to other can-
didates (Prabhakaran et al., 2014). A handful of
studies have also analyzed social media in tandem
with debates, acknowledging the increasing role of
second-screens. In these studies, social media is
used to asses debate performance in real time (Di-
akopoulos and Shamma, 2010; Pond, 2016). We
deviate somewhat from these analysis by focus-
ing specifically on key viral moments, rather than
overall sentiment or topic shifts.

”Going viral” constitutes a process of quickly
becoming popular on one or multiple (digital) plat-
forms (Hong et al., 2011). Many things can ”go vi-
ral”, including hashtags (Bastos et al., 2013) and
people (Pancer and Poole, 2016). A ”viral mo-
ment”, therefore, is a moment in time where a per-
son, place, or thing ”goes viral”. Because we are
focused on debates, we are primarily interested in
viral moments induced by candidates in the de-
bate, and not (for example) by social media dis-
course occurring independently from the debate.

In a debate, candidates are likely to try inducing
viral moments to garner and sustain attention dur-
ing a highly publicized discursive spar. They may
do so by making salient comments or gestures that
received widespread attention for their deviance.
These moments are important to candidates, as
they can garner attention and ”produce memo-
rable and highly referenced moments” (Shah et al.,
2016). Previous studies have found that these mo-
ments tend to be gaffs (misspoken statements) and
zingers (insults) (Freelon and Karpf, 2015).

One unique feature of debates in the digital age
is the popularity of ”second-screening”, whereby
audiences watching something on one screen (the
”first” screen) interact with a ”second” screen,
sometimes to enhance their overall viewing expe-
rience (Schirra et al., 2014). The most common
example of this is live-tweeting when one watches
television. Given the televised nature of politi-

cal debates, many viewers enjoy live-tweeting and
discussing the debate in real-time, often on a plat-
form like Twitter. This creates a unique media
consumption experience that did not exist in the
1960’s or 1970’s (Chadwick et al., 2017).

Within a media storm, particularly salient mo-
ments in time come to represent the media storm
as a whole. These ”highlights”or viral mo-
mentsare important to post-election spin. For ex-
ample, citizens who did not watch the full debate
may still seek out highlights to get the ”main gist”
of the event. This is not unlike news coverage of
other planned media events, which tends to focus
on that events key moments (Fridkin et al., 2007).

Furthermore, because of ability for the view-
ing audienceeveryday citizens, journalists, influ-
encers, and celebrities alike, aka the ”viewer-
tariat” (Anstead and OLoughlin, 2011)to engage
with discourse, the audience becomes especially
meaningful to the production of viral moments.
No longer are news media the gatekeepers of de-
termining what is or is not an important debate
moment. Rather, this can now be gaged through
social media interaction and commentary.

Previous studies of these moments have largely
been inductive (Shah et al., 2016; Freelon and
Karpf, 2015). In other words, these moments are
typically identified through an assessment made
by the researchers, with varying levels of speci-
ficity regarding what constitutes or does not con-
stitute a viral moment. There are a handful of
exceptions; for example, one study looks at what
content media will highlight from a debate (Tan
et al., 2018). They find that many feature sets (in-
cluding emotion, contrast, personal pronouns, and
superlatives) increase the likelihood of a statement
being highlighted. However, this analysis does not
consider the role of social media.

This study contributes to ongoing information
communication research by proposing a more
quantitatively-driven, context-free strategy that
can be applied to study highlights across many
planned events. More specifically, we posit that
viral moments during media storms (like this de-
bate) are likely to have both temporal qualities and
discursive properties that makes such a moment
unique relative to the rest of a media storm.

3 Methodology

This study relies on a combination of time series
models and Natural Language Processing (NLP)
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strategies to explore a set of possible viral mo-
ments induced by the debates candidates (see Fig-
ure 1).

Two primary data are used: the first is a corpus
of English-language tweets about Hillary Clinton
or Donald Trump at the time of the debate. This
corpus was purchased through Gnip, a social me-
dia API aggregation company that is owned by
Twitter. Through Gnip, Twitter sells historic ”fire-
hose” data (a census of tweets using a keyword
search within a given time frame); the cost of this
data varies with the number of tweets in the search.
We purchased all the tweets within the debates
90-minute window using the following keyword
search: ((clinton OR hillary) - (trump OR donald))
OR ((trump OR donald) - (clinton OR hillary)).

For the time series analysis, counts of tweets
referencing either Clinton or Trump were aggre-
gated at the 30-second-level. This resulted in two
time series: one with the number of tweets about
Clinton every 30-seconds, and one with the num-
ber of tweets about Trump every 30-seconds. Be-
cause Twitter activity was high during this time,
there were no gaps in the time seriesall equally-
spaced time points had at least one tweet.

To perform the NLP analysis, we took all the
tweets posted two minutes before each temporal
outlier and constructed a corpus. We then took
all the tweets posted two minutes after each tem-
poral outlier to construct a second corpus. Each
potential viral moment identified by the time se-
ries analysis, therefore, would have a corpora-pair
(one corpus representing pre-viral tweets, and one
representing post-viral tweets).

The second dataset is a C-SPAN video record-
ing of the debate itself (this is analyzed in tan-
dem with a transcript that has been manually time-
stamped for every 10-second increment). C-SPAN
is a public affairs programming network which
televises and records U.S. political events, includ-
ing U.S. Presidential debates. C-SPAN footage
is made publicly available on their website. We
analyzed the video in the ”split-screen” format,
wherein one camera is pointed to each candidate.
The videos of both candidates are then shown side-
by-side.

3.1 Time Series Analysis

This viral-moment identification process takes
place in three steps. We begin with an analysis
of temporal outliers in the two time series: one for

Figure 1: Three-step Method for identifying viral
moments

mentions of Clinton and one for Trump. This is an
inductive process. To identify outliers we estimate
temporal outliers using an ARIMAX model. This
is an extension of the popular univariate ARIMA
model, which stands for a AutoRegressive, Inte-
grated, Moving Average model (Brockwell et al.,
2002). An ARIMA model attempts to identify
and model the temporal data-generating process
of a time series. In other words, to what degree
(and how) is data at time ”T” explained by its own
prior values at time t − 1 or earlier (t − n)? It
does so by looking at three possible dynamics, an
autoregressive (AR) component, an integrated (I)
component, and a moving average (MA) compo-
nent. The ARIMAX model is an extension of the
ARIMA that allows for control variables. Each of
our models included one control: a dichotomous
variable indicating the speaker. For the Clinton
time series, the speaker was coded as ”1” if Clin-
ton was speaking, and ”0” if she was not. For the
Trump time series, the speaker was coded as ”1”
if Trump was speaking.

The R package < tsoutliers > estimates an
ARIMAX model to identify three types of tem-
poral outliers: a ”pulse function”, resulting in a
quickly appearing or disappearing spike; a ”tran-
sient change”, where the series spikes quickly, but
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the effect dissipates slowly; and an ”intervention
outlier”, representing ”a shock in the innovations
of the model” (López-de Lacalle, 2016). More
colloquially, a pulse results in a short-term change,
a transient change reflects an immediate change
that slowly disappears over time, and an interven-
tion indicates a fundamental shift or change in the
time series.

Positive outliers indicate a fast increase in at-
tention towards a candidate. Negative outliers in-
dicate a fast decrease in attention towards a candi-
date. Because this study posits that viral moments
result in more attention (not less), we focus only
on the positive outliers.

3.2 Analyzing Debate Discourse

The positive outliers moments identified through
the time series analysis are then studied further.
As the time series analysis relies entirely on count
data, an outlier analysis cannot tell us why there
would be a spike in attention. To analyze these
moments further, we study the debate content
around the time of the social media time series
outlier, using the C-SPAN video and debate tran-
script, focusing on the speaker’s rhetoric, both in
terms of content and performance, as well as the
opponent’s non-verbal presentation). This is a
necessary process to weed out temporal outliers
triggered by things unrelated to the event (e.g., a
celebrity’s tweet going viral, unrelated to the de-
bate in real-time).

In addition to this, we also explore the debate
content around the time of the social media time
series outlier.This is an important feature, as this
study focuses on viral moments induced by candi-
date discourse during the debate. We use this qual-
itative analysis to identify key terms in the debate
for which there is likely to be a discourse shift.

3.3 Natural Language Processing of
Discursive Shift

To confirm that the debate-induced temporal out-
liers also induces a discursive shift, we apply
a NLP strategy that identifies key words that
have changed in their discursive use between two
corpora. There exist several embedding algo-
rithms that produce highly optimized and effi-
cient embeddings for words in an n-dimensional
vector space. Typically, such algorithms are
trained on large-sized generic bodies of text (e.g.,
Wikipedia), as larger datasets are beneficial for

capturing a wide range of the semantics of a word
in its vector representation.

Recent work by (Sarma et al., 2018) demon-
strates how one can perform ’Domain Adaptation’
in word embeddings for small-sized data sets, by
shifting the space of generic word embeddings.
In their work (Sarma et al., 2018), two sets of
word embeddings are obtained for a single vocab-
ulary of words. One set of embeddings, called
’generic’ embeddings are obtained from off-the-
shelf solvers like word2vec (Mikolov et al., 2013),
GloVe (Pennington et al., 2014) etc that are trained
on a generic corpus such a Wikipedia. A second
set of ’domain specific’ (DS) word embeddings
are obtained by either i)re-training algorithms like
word2vec/GloVe on a target data domain or ii) use
LSA (Deerwester et al., 1990) based embedding
approach if the target domain is small in size. In
the LSA approach, a documents by words (d×N )
matrix of word counts is constructed. Then, a SVD
step is performed followed by projecting the left
singular vectors on to the k largest singular val-
ues to obtain word embeddings for the N words.
Once, the generic and DS embeddings are a ob-
tained, a new adapted subspace is learned for the
two sets of embeddings using Kernel Canonical
Correlation Analysis (KCCA). The objective of
KCCA (Hotelling, 1936) is to obtain a non-linear
subspace such that the statistical correlations be-
tween two sets of variables is maximized. Domain
Adapted (DA) embeddings are obtained by learn-
ing a non-linear subspace between the generic and
DS embeddings. In their work (Sarma et al.,
2018), the authors demonstrate that DA embed-
dings perform particularly well on sentiment anal-
ysis tasks applied to small sized target domains.

In our work, we obtain DA embeddings for
words in tweets posted two minutes before and
two minutes after an time series-identified viral
moment. First, we tokenize texts from tweets
before and after the viral moment and construct
two sets of vocabularies corresponding to tweets
before and after the viral moment. We obtain
DA embeddings for the two vocabularies using
KCCA. Then, we look for words that are common
in both vocabularies and extract their correspond-
ing DA embeddings. Once we have these DA em-
beddings, we measure the semantic shift in words
that occur both before and after the viral moment
by measuring the L2 distance between the pre- and
post- vector representations of a given word.
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Figure 2: Time series of attention to Clinton (blue)
and Trump (red)

4 Results

4.1 Time Series Analysis

The debate was 1 hours and 29 minutes long.
When using a 30-second interval as the time-unit,
this results in 178 points. Figure 2 displays two
time seriesone showing the mentions of Clinton
and one representing the mentions of Trump.

We begin our time series analysis with a test for
unit roots. Unit roots are an indicator that a time
series is non-stationary (i.e., that the time series’
mean, variance and covariance vary over time).
This is a problem for time series models that rely
on stationary time series. For ARIMA models, a
unit root also indicates that the series has at least
one integrated component (the ’I’ in ’ARIMA’ will
be 1 or greater). It is also possible that a time se-
ries could be fractionally integrated, which means
its ’I’ would be between 0 and 1.

Two tests are common for finding unit roots:
a KPSS test and an ADF test (Culver and Pa-
pell, 1997). Both are available in the R package
< tseries >. These test confirm one another and
show that both the Clinton and the Trump time
series have one unit root. To ensure that these
unit roots are indicative of full integration, and not
of fractional integration, we calculated an estima-
tion of the integrated component of each time se-
ries (Haslett and Raftery, 1989). In both instances,
the time series were well over 0.7, suggesting that
both series have full or near-full integration com-
ponents.

To diagnose the data-generating properties of
each candidates Twitter count, we build two uni-
variate auto-regressive integrated moving-average
(ARIMA) models. We use the R package <
forecast > to test the fit of various ARIMA mod-
els on each time series, relying on the Bayesian
Information Criterion to select the optimal model.

Figure 3: Outliers identified in the Clinton Time
Series

This process yielded an optimal ARIMA model
of (0,1,0) for Twitter attention to Trump (BIC
= 3109.361) and an optimal ARIMA model of
(0,1,1) for Twitter attention to Clinton (BIC =
2948.52).

Results of the outliers analysis identify several
time series outliers. Because this study is only in-
terested in positive spikes of attention, negative
outliers are excluded from the subsequent anal-
ysis. For Clinton, there are four positive out-
liers (as a reminder: the time series is measured
in 30-second intervals). The first occurs around
25:18 to 25:48 and is an intervention (coefficient
= 2432.50, t = 5.37 , p < 0.01). The second oc-
curs around 39:18 to 29:48 and is an interven-
tion (coefficient = 3378.01, t = 9.09, p < 0.01).
The third is between 1:12:18 to 1:12:48 and is
another intervention (coefficient = 1048.00, t =
4.20, p<0.01). And finally, the fourth is between
1:14:48 to 1:15:18 and it is an intervention (coef-
ficient = 1789.88, t = 3.11, p < 0.01).

For Trump, four outliers are also found. The
first occurs between 42:18 and 42:48 and is a tran-
sient change outlier. The second happens between
46:18 and 46:48 and is a level shift. The third
is between 1:09:18 to 1:09:48, and begins as a
level-shift, but ends as a transient change. The
fourth is a level shift that occurs between 1:22:48
to 1:23:18. Figure 2 displays Trumps positive out-
liers identified using this strategy. Figure 3 dis-
plays Clintons positive outliers identified using
this strategy and Figure 4 displays Trump’s pos-
itive outliers.

4.2 Analysis of Debate Discourse

To understand these outliers in more detail, we
examine the candidates performative discourse at
the seven aforementioned times. The first Clinton
outlier occurs when she says, ”Donald thinks that
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Figure 4: Outliers identified in the Trump Time
Series

climate change is a hoax perpetrated by the Chi-
nese” (0:25:37-0:25:49) in a response about cli-
mate change. The third outlier is a result of Clin-
ton quoting First Lady Michelle Obama (”When
they go low, we go high”) during a question about
Trump’s Birther scandal (when Trump claimed
that President Obama was not born in the United
States). The fourth outlier happens in Clintons
response to a question about cybersecurity. Cu-
riously, the second outlier does not occur when
Clinton is talking. Rather, mentions of Clinton
increased when the moderator asked a question
about Trumps tax returns:

”Mr. Trump, we’re talking about the
burden that Americans have to pay, yet
you have not released your tax returns.
And the reason nominees have released
their returns for decades is so that vot-
ers will know if their potential president
owes money towho he owes it to and
any business conflicts. Don’t Americans
have a right to know if there are any con-
flicts of interest?”

Because this event seemed to be induced by
the moderators question, and not from either of
the candidates, it was removed for subsequent
analysis (this leaves us with 7 candidate-induced,
temporally-identified viral moments). However,
we posit that it remains a significant moment in
the event worth noting.

The first outlier identified in the Trump atten-
tion time series occurred during the end of Trumps
remarks regarding his taxes, and as Clinton begins
her response. Following a back and forth that in-
cludes remarks about Clintons email scandal, the
second outlier occurs when Trump uses the word
”braggadocious” regarding his income: ”I have a
tremendous income. And the reason I say that

is not in a braggadocios way” (0:46:28-0:46:33).
He continues with a lengthy critique of Clinton,
her foreign policy decisions, and the perceived
economic consequences (this includes describing
the United States as a third-world country). The
third outlier occurs when Trump answers a ques-
tion about the Birther scandal: ”I figured you’d ask
the question tonight, of course. But nobody was
caring much about it. But I was the one that got
him to produce the birth certificate. And I think
I did a good job” (1:09:28-1:09:36). The fourth
outlier occurs when Trump attributes the forma-
tion of Iraq to Clinton: ”Well, President Obama
and Secretary Clinton created a vacuum the way
they got out of Iraq [. . . ] once they got in, the way
they got out was a disaster. And ISIS was formed”
(1:22:08-1:22:22).

4.3 Natural Language Processing

Owing to space constraints, we only discuss three
of the six potential viral moments. These are:
Trump’s use of the word ”braggadocious” regard-
ing his income and competency (Trump Viral Mo-
ment 2), Clinton’s statement that Trump ”thinks
that climate change is a hoax” (Clinton Viral Mo-
ment 1), and Clinton quoting Michelle Obama.
However, we present the NLP results of all seven
viral moments identified through the time series
analysis in our Appendix.

To look at the discursive shift prior to and after
the temporally-identified viral moments, we sub-
set our full corpus of tweets about Trump or Clin-
ton during the first debate into three corpora-pairs.
For viral each moment, there were two corpora:
one from tweets in the pre-viral moment, and one
for tweets in the post-viral moment; this produced
fourteen corpora. Tweets from these were tok-
enized, and unique vocabularies were constructed
using the two minute data from before (the pre-
) and after (the post-) the viral moment. Final
vocabularies were constructed by retaining words
that appear at least two times across all the tweets
from the pre- and post- viral moment. We then
took the intersection of the two vocabularies and
to identify words that occurred often among the
tweets from before and after the viral moment.
Previous studies have shown that the social me-
dia effects of a candidate’s rhetoric tend to last no
longer than two minutes (Bucy et al., 2019).

Words are ranked as ’most different’ in use by
measuring the l2 distance between the vector em-
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bedding for a given word from the pre vocab-
ulary and the corresponding embedding for the
same word in the post vocabulary. Word embed-
dings for words in the pre and post vocabular-
ies are obtained via the Kernel CCA projection
method described in (Sarma et al., 2018). First
domain specific word embeddings for both ‘pre’
and ‘post’ event vocabularies are constructed us-
ing LSA. Then, for words in common to both
vocabularies a max-correlation subspace is con-
structed using KCCA. Projections of both sets of
embeddings in this subspace are then compared to
measure ‘word-shift’, i.e the l2 distance between
the two projections of the same word in the KCCA
derived vector subspace.

Among the three viral moments analyzed, many
of the words that had the largest l2 distance in
the pre-viral moment and the post-viral moment
were words employed directly by a candidate dur-
ing that time, or were relevant to the viral moment
being discussed. This was especially true for Clin-
ton’s viral moments (regarding climate change and
the Birther scandal). For example, in the first
Clinton viral moment, words about climate change
were among those with comparatively larger l2
distances, like green, climate, energy, and change.

Other discourse-specific words also had strong
discursive shifts, such as hoax and China (words
that originated directly from Clinton’s statement).
Similarly, the words with the largest l2-differences
in Clinton’s second viral moment were related to
the Birther scandal, like Obama and Barack, or
came directly from Clinton’s statement, like re-
sponse, high, go, and low. Clinton’s statement also
included a remark that Trump’s accusation was
”very hurtful” (the word ”hurtful” also appeared
to have a significant l2-difference in the pre-viral
and post-viral corpora).

For Trump, the words with the largest l2-
distance difference in the pre- and post-viral mo-
ment were related to the topic Trump was dis-
cussing. However neither the word braggado-
cious, nor the presumed root word brag, appeared
on our list (”brag” appeared in this viral moment’s
pre-viral corpus, but ”braggadocious” did not). In-
stead, the discourse shift on social media seemed
to center around the foreign policy implications of
his statement, which Trump pivoted to immedi-
ately following his statement about being a good
businessman (this is what he was being ’braggado-
cious’ about). Although Trump did not explic-

n Word ∆ L2 distance
1 wrong 102.62
2 Iraq 101.83
3 should 73.67
4 take 62.94
5 China 57.53
6 there 53.07
7 security 51.86
8 really 51.56
9 talking 45.79
10 money 45.33
11 wants 45.02
12 racial 44.28
13 only 41.38
14 plan 41.30
15 even 41.00
16 better 40.14
17 maybe 39.66
18 endorse 38.90
19 lost 36.91
20 International 36.15

Table 1: Words with the greatest l2 distance differ-
ence between the pre-viral and post-viral moment
for Trump’s Viral Moment 2

itly mention any countries in his statement, social
media discourse focused on countries like China
and Iraq (two countries that Trump mentions fre-
quently elsewhere). However, the prevalence of
more unrelated words suggests that this potential
viral moment did not result in as strong of a dis-
course shift as Clinton’s viral moments. More suc-
cinctly put: Trump’s statement likely resulted in
a spike of attention; however, this shock did not
focus attention specifically on Trump’s words the
way shocks in attention to Clinton did.

Figure 5, 6 and 7 provides words that changed
the most between pre and post vocabularies and
their corresponding differences in l2 distance for
each viral moment studied.

5 Conclusion

Using a combination of time series techniques and
natural language processing, this study finds sev-
eral viral moments, or highlights, that have been
induced by candidates during the first debate of
the 2016 U.S. Presidential election. Though we
find other spikes in attention towards either Trump
or Clinton, they may be unrelated to the content
of the debate itself (e.g., a celebrity watching the
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n Word ∆ L2 distance
1 blah 47.95
2 made 41.93
3 fuck 39.47
4 said 38.71
5 green 38.06
6 climate 37.57
7 energy 36.32
8 looks 36.28
9 again 35.19
10 real 33.80
11 because 33.71
12 sexist 33.68
13 change 33.54
14 hoax 33.38
15 important 32.93
16 please 32.21
17 bush 32.07
18 china 30.65
19 those 30.48
20 does 29.69

Table 2: Words with the greatest l2 distance differ-
ence between the pre-viral and post-viral moment
for Clinton’s Viral Moment 1

n Word ∆ L2 distance
1 nothing 57.57
2 response 56.66
3 high 47.37
4 line 44.96
5 go 38.61
6 history 37.44
7 they 37.33
8 record 35.89
9 really 34.23

10 hurtful 33.45
11 vote 33.07
12 lester 31.75
13 low 31.67
14 went 31.64
15 Obama 31.26
16 Barack 31.12
17 better 30.77
18 there 30.75
19 watching 30.30
20 prepare 29.41

Table 3: Words with the greatest l2 distance differ-
ence between the pre-viral and post-viral moment
for for Clinton’s Viral Moment 2

debate that makes an unrelated comment that be-
comes popular). While those moments are impor-
tant, we focus specifically on the stakeholders of
the media storm, as they have the most to gain
from viral moments.

Results of this analysis suggest that Trump and
Clinton were both able to induce viral moments
in the debate. Clinton’s viral moments tended to
produce a strong discursive shift that was directly
related to her debate statement. This is indicated
by the number of words that Clinton said which
were also words that had the largest l2-difference
in the pre-viral and post-viral corpus. By con-
trast, Trump’s viral moment did not seem to have
as prominent of a discursive shift. Nevertheless,
Trump was seemingly able to focus attention on
the topic of his interest. In the debate, Trump used
his statement to pivot away from talk about his
taxes to the present economic state of the country
(in relation to other countries). On social media,
attention also seemed to shift to his international
critiques, reflecting Trump’s ability to change pub-
lic conversation at the time of the debate.

A more qualitative examination of the viral mo-
ments suggests that planned attacks or retorts,
or those delivered in a more neutral tone, were
not able to induce a viral event compared to un-
scripted words (e.g., braggadocious) and strong
statements of condemnation (e.g., ”Trump thinks
climate change is a hoax perpetuated by the Chi-
nese”) were able to. We can note several in-
stances where Trump or Clinton attempt to in-
duce a viral moment, such as Clinton’s use of
Trumped-up, trickle-down economics and when
Trump states: ”Secretary Clinton doesn’t want
to use a few words like law and order.” How-
ever, these statements did not induce temporally-
evident viral moments, and likely did not result in
a discursive shift.

Furthermore, even in instances where we may
suspect the Twitter audience to focus on non-
verbals or unique words (e.g., ”braggadocious”),
we find that the discourse shift occurs around
words about policy issues, not words about the
way a candidate behaves. This suggests that viral
moments occur when the candidate makes a strong
statement, often with critical audio or non-verbal
cues but primarily if it relates to an already-salient
political issue, such as a scandal (e.g., Birther
scandal) or political decision (e.g., support for
Iraq).
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Combined, these results highlight the ability for
debates to create politically salient viral moments,
which carry symbolic meaning that lasts over the
course of the debate, and beyond. As post-debate
spin is important for audiences to understand how
to interpret the debate ( (Fridkin et al., 2007),
(Shah et al., 2016)), we suspect that it is these vi-
ral moments that are subsequently identified as im-
portant highlights of the event. This is confirmed
by news medias post-debate coverage of the top
moment, which includes many of the viral mo-
ments identified here, though more of Trumps vi-
ral moments were listed at top moments by outlets
like NBC, Fox News, and The New York Times.
For example, both NBC and The New York Times
highlighted Trumps remarks about Iraq, particu-
larly when he attributed the creation of ISIS to
Clinton and President Obama.

This debate may also be unique in its ability to
induce viral moments. In particular, we found that
the majority of the potential viral moments iden-
tified through the time series occurred during dis-
cussions of scandals, including the Birther Con-
spiracy, Trumps tax returns, and Clintons email
and server scandal. Importantly, these scandals
were not simple horserace stories. Rather, each
candidate highlighted the other’s scandals to em-
phasize their opponent’s untrustworthiness or in-
competence. The presence of so many scandals
prior to, during, and after the election, likely fed
into the ability for this debate to produce viral mo-
ments compared to other debates. Future work can
explore this further by comparing insults that ”go
viral” in a debate to insults that do not.

5.1 Limitation

As with any study, there are several ways in which
this work can be improved upon. In particular, the
time series ends just as the debate ends. It is there-
fore difficult to interpret viral moments that occur
early or late in the debate. Future studies on de-
bates should therefore expand their time series into
post-debate discourse so as to more accurately ob-
serve viral moments late in the debate.

While we highlight the importance of virality in
spreading content, our study also does not empir-
ically test the number of viral tweets that are pro-
duced as a result of viral moments. Though such
analysis is beyond the scope of what this data can
provide, future studies with more network infor-
mation (i.e., retweets of a tweet over time) can also

explore this phenomenon.
The addition of other control variables, such as

interruptions, topic shifts and non-verbal features,
would provide additional context that could help
further explain why some insults or scandals in-
duce viral events compared to others. For exam-
ple, it is possible that insults induce virality when
they are accompanied by aggressive gestures. Fu-
ture studies can build upon this research by incor-
porating such data.

Nevertheless, we feel this study provides a sub-
stantive contribution to our understanding of de-
bates as planned media storms that generate vi-
ral moments with potentially long-lasting implica-
tions in a political election. Rather than treating
outliers as data to discard (for the purposes of bet-
ter modeling), our research highlights the need to
study why outliers appear the way they do, and to
align these findings with our fields understanding
of the media ecosystem.
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n Word ∆ L2 distance
1 nothing 61.44
2 high 41.52
3 well 38.51
4 back 37.39
5 election 33.89
6 time 32.60
7 they 32.59
8 senator 31.87
9 also 31.73
10 prepare 30.50
11 drop 28.67
12 watching 28.04
13 movement 27.98
14 birth 27.84
15 business 27.40
16 literal 26.99
17 them 26.87
18 hurtful 25.41
19 issue 25.00
20 there 24.94

Table 4: Words with the greatest l2 distance differ-
ence between the pre-viral and post-viral moment
for Clinton’s Viral Moment 3

n Word ∆ L2 distance
1 paying 80.42
2 bubble 79.22
3 discurtir 75.57
4 smart 73.88
5 talk 71.58
6 Obama 69.45
7 federal 66.49
8 income 64.52
9 think 58.67

10 shit 57.66
11 rates 56.64
12 water 54.00
13 down 53.32
14 ugly 51.61
15 make 51.54
16 gold 51.42
17 need 51.41
18 interest 50.03
19 crook 48.75
20 tax 48.43

Table 5: Words with the greatest l2 distance differ-
ence between the pre-viral and post-viral moment
for Trump’s Viral Moment 1

n Word ∆ L2 distance
1 healing 43.71
2 wasn’t 36.56
3 ever 30.48
4 take 29.96
5 much 29.13
6 born 28.77
7 lying 28.09
8 even 27.75
9 here 26.63
10 profil 26.37
11 years 26.25
12 first 26.03
13 produced 25.80
14 very 24.95
15 chicago 24.31
16 politicians 24.23
17 white 23.78
18 must 23.57
19 communities 23.41
20 vote 23.38

Table 6: Words with the greatest l2 distance differ-
ence between the pre-viral and post-viral moment
for Trump’s Viral Moment 3

n Word ∆ L2 distance
1 iraq 103.84
2 wrong 100.95
3 internet 94.33
4 hacker 86.05
5 take 70.37
6 china 59.39
7 really 49.59
8 america 47.04
9 they 45.31

10 does 45.03
11 security 43.57
12 year 43.08
13 racial 42.96
14 talking 42.82
15 wants 41.49
16 very 38.46
17 better 37.95
18 even 37.48
19 russia 35.39
20 jacking 34.81

Table 7: Words with the greatest l2 distance differ-
ence between the pre-viral and post-viral moment
for Trump’s Viral Moment 4
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Abstract

In group decision-making, the nuanced pro-
cess of conflict and resolution that leads to
consensus formation is closely tied to the qual-
ity of decisions made. Behavioral scientists
rarely have rich access to process variables,
though, as unstructured discussion transcripts
are difficult to analyze. Here, we define ways
for NLP researchers to contribute to the study
of groups and teams. We introduce three tasks
alongside a large new corpus of over 400,000
group debates on Wikipedia. We describe the
tasks and their importance, then provide base-
lines showing that BERT contextualized word
embeddings consistently outperform other lan-
guage representations.

1 Introduction

In the study of groups and teams, measuring dis-
cussion quality - plainly, what makes a group de-
bate good? - is an open research area. Controlled
behavioral studies have shown, for instance, that
creativity, diversity, and conflict have major roles
to play in the quality of teamwork (Caruso and
Williams Woolley, 2008). But the value of diverse
discussion and open conflict is complicated, with a
long history of positive, negative, and null results,
depending on the narrow construct being studied
(Jehn et al., 1999). What is clear is that the partic-
ulars of how teams are composed and how team-
mates interact with each other matters a great deal
for effective group work (Milliken et al., 2003; Ko-
zlowski and Ilgen, 2006).

In behavioral science, questions are often ex-
plored through structured equation modeling and
multivariate regressions, allowing behavior scien-
tists sophisticated control over exogenous (fixed,
external) variables, like demographics and task
conditions, as well as process variables that de-
scribe observable behaviors in the groups be-
ing studied (Cheung and Lau, 2008). Reducing

team dynamics from text transcripts to quantita-
tive process variables is computationally complex;
in practice, text data is often ignored in favor of
proxies like count statistics or, more frequently,
participant survey responses (Beal et al., 2003).

These proxies are reliable and effective as
stand-ins, but put a limit on the types of ques-
tions that can be asked. Scientists studying teams
may wish to evaluate which voices truly influ-
enced a conversation, gauge the diversity of peo-
ple or ideas represented in those influential roles,
and measure observed conflicts and consensus-
building. They may also want to assess whether
any particular participant impacted the discussion
and use these variables in aggregate to find which
processes impact quality. This data is difficult to
extract from discussion transcripts.

Of course, large-scale corpus analysis is com-
mon in natural language processing, with many
efficient representations of the complex underly-
ing meaning of texts. In this work, we use these
methods in the domain of group decision-making
research, with three tasks for studying groups:

• Stance1 classification, a fine-grained, fully
supervised classification task for individual
contributions to a discussion.

• Outcome prediction, a distantly supervised
task requiring far less annotated training data
for new domains.

• Individual impact assessment, an unsu-
pervised extension of outcome prediction
to quantify how individual contributions or
users influenced debate.

In the rest of this work, we demonstrate that
these tasks are tractable for NLP researchers to-

1In other fields, the term “preference” is often used where
NLP researchers would say “stance.” Throughout this work,
we use these terms mostly interchangeably.

65



day, especially with modern language representa-
tions like BERT (Devlin et al., 2018). This con-
textual representation is highly accurate in both
supervised tasks and produces interpretable re-
sults for the unsupervised task, suggesting it is
ready for immediate application in social science
research. Alongside these results, we also intro-
duce a real-world corpus of over 423,000 debates
from Wikipedia, preprocessed and released under
an open source license.

2 Background

2.1 Prior Work on Groups

Group discussion data is commonly used in NLP
research. Datasets include the multiparty in-
person group work of the AMI meeting corpus
(McCowan et al., 2005) and the pair task-based di-
alogues in the MapTask corpora (Anderson et al.,
1991; Bard et al., 1996). A range of core tasks
have improved based on these corpora, including
diarization (Anguera et al., 2012), laughter detec-
tion (Petridis and Pantic, 2008), and summariza-
tion (Riedhammer et al., 2010). In online contexts,
group debates have been analyzed for tasks like ar-
gument mining (Mao et al., 2014) and stance clas-
sification (Sobhani et al., 2015), among others.

Outside of NLP venues, though, most studies
of groups and organizations do not perform so-
phisticated text mining or analysis. Methods vary;
some research focuses on fuzzy logic or economic
agent modeling (see Pérez et al. (2018) for a re-
cent systematic review), while others focus on so-
cial factors, network analysis, and the interactive
aspects of teams (see Levine et al. (1993); Hack-
man (2011)). Here we do not address open-ended
discussions, focusing on task-based debates where
multiple people participate, a fixed set of options
are available, and there is no gold standard “cor-
rect” answer (in social psychology, “Decision-
Making Tasks,” from McGrath (1984)).

In these tasks, dysfunction leads to poor out-
comes. Low-quality group discussion can fo-
cus on already-shared knowledge, rather than new
problem solving; high-performing groups by con-
trast have specific characteristics like shared val-
ues, mental models, and communication styles,
and nuanced patterns of conflict and consensus-
building (Stasser and Titus, 1985). But getting
at these patterns quantitatively is complex - most
social science research instead avoids the ques-
tion of extracting structure directly from text, in-

stead relying on direct observable variables and
survey data (Jehn et al., 1999), or simulation with
explicit preferences encoded in modeled agents
(Chiclana et al., 2013). In most work on group
decision-making (with the notable exception of
some collaborative learning settings, see Rosé
et al. (2008)), automated discourse analysis is rare.

2.2 Prior Work on Wikipedia

We situate our study in a corpus of Wikipedia data.
Ours is far from the first work in this domain,
with hundreds of papers published over the last
two decades (Mesgari et al., 2015). Large cor-
pora of user discussions on Wikipedia have pre-
viously been collected for NLP (Prabhakaran and
Rambow, 2016; Hua et al., 2018), though most
study discussion in the general case rather than in
decision-making contexts. We specifically study
Articles for Deletion debates (hereafter, AfD). In
this setting, editors nominate pages for debate that
they believe should be removed from the wiki,
and other editors debate whether to keep or delete
the page. Other reviews of deletion discussions
were published during Wikipedia’s peak almost
a decade ago (Taraborelli and Ciampaglia, 2010;
Lam et al., 2010; Geiger and Ford, 2011); since
then, only a handful of studies have evaluated this
domain, mostly in the context of argument struc-
ture mining (Schneider et al., 2013). Since the
most recent comprehensive study of AfD (Lam
et al., 2011), available data has nearly tripled.

The challenges of maintaining good discussion
quality are directly applicable to Wikipedia. The
health of production communities online requires
good working conditions for users, who are vol-
unteers (Halfaker et al., 2011); however, many at-
tempts at improving experiences actually decrease
productivity and retention (Schneider et al., 2014).
The AfD process is not amenable to automation
or algorithmic decision-making2; instead, it is the
process itself and the quality of interactions that
must be prioritized and improved over time. Bet-
ter metrics for teamwork could therefore have an
immediate effect on the site’s policy and practice.

3 Context and Data

When a page is nominated to AfD, a group
decision-making task begins. Any user (includ-
ing unregistered users, provided they sign their

2Halfaker, personal communication.
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Figure 1: Excerpt from a single AfD discussion, with a nominating statement, five votes, and four comments
displayed. Votes labeled in “bold” are explicit preferences (or stances), which are masked in our tasks.

post with an IP address) can participate, provid-
ing either votes or comments. Votes are public,
signed, and timestamped; they contain a labeled
stance followed by a rationale for why they be-
lieve an article should be kept or removed from the
wiki. Non-voting comments, either in direct reply
to the nomination, a vote, or other comments, con-
tain only rationales and not labeled preferences.
The structure of these votes and comments follows
the standard “reply tree” model of online forums
(Aragón et al., 2017).

After nomination, discussions are held open for
at least seven days3. Discussions are then closed
by an administrator, who determines the discus-
sion outcome. While this is not a popular vote, ad-
ministrators rarely deviate from group consensus.
Administrators may also “re-list” debates to hold
another seven days of discussion, or close discus-
sions with a verdict of No consensus. When
that happens, articles are kept by default.

Figure 1 gives an example of how these
dynamics play out in practice for the article
“Missed Call.” The nominating statement cites the
“Wikipedia is not a dictionary” policy and lack of
sources to open the debate:

Orderinchaos (nomination): Seems to fail
WP:NOT, is essentially social commentary and
no references are given for the major assertions
presented.

This statement is followed by votes and com-
ments, which also contain rationale texts. User
preferences for Delete and Keep are given in
bold, with some users voting to remove the page,
some to keep, and discussion occurring through
followup comments:

3Exceptions to this timeline exist and allow “speedy” res-
olution of discussions - for instance, libelous pages or plagia-
rism of copyrighted material.

Jmlk (voting for Delete): “Just a junk article,
not notable.”

Ankur Jain (voting for Keep): “I added enough
links to merit inclusion” .

Lenticel (voting for Keep): “this thing is very
prevalent in our culture. See [1].” .

Ankur Jain (comment): “just because you guys
don’t know about the widespread use of this
thing, that does not mean it does not exist”

After a long discussion and a total of eight votes
and thirteen comments from ten total participants,
the decision was made in favor of Keep.

3.1 Notation

For any discussion d, we say that it has length
N corresponding to the number of contributions
[c0, c1, . . . cN ], which are nominating statements,
comments, or votes. Each contribution ci has a
corresponding tuple (ui, ti, ri, li) representing ex-
tracted user, timestamp, rationale text, and stance
label, respectively. In our corpus we provide two
possible labeling schemes L, a 2-label case for bi-
nary classification (which we use), and a 5-label
case for direct comparison with prior work like
Lam et al. (2010):

L2 = {Delete,Keep}
L5 = {Delete,Keep,Merge,Redirect,Other}
In any discussion, the initial contribution c0 is

the nominating statement, which is assumed to
have a preference l0 = Delete. For comments,
li = ∅. Table 1 gives distributions of these la-
bels in our corpus; the two primary labels domi-
nate. The largest difference between vote and out-
come distributions is from No consensus re-
sults, which default to Keep in practice.
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Label 5-Label 2-Label
Vote Final Vote Final

Delete 54.9 64.0 62.3 73.0
Keep 28.5 20.5 37.7 27.0

Merge 3.6 3.1
Redirect 3.8 5.9

Other 9.3 6.5

Table 1: Distribution of preference labels in votes and
final outcomes in our corpus.

3.2 Corpus and Experimental Details

We evaluate an offline database of all Articles for
Deletion discussions4. The snapshot contains ap-
proximately 19 million pages. Over one third
of the pages in the administrative Wikipedia:
namespace are archives related to AfD. We include
all data from January 1, 2005 to December 31,
2018. Prior to 2005, traffic was low and decision-
making dynamics were erratic, while data from
2019 is (as yet) incomplete. This 14-year window
includes over 423,000 discussions.

For all machine learning results, we train a lo-
gistic regression classifier implemented in Scikit-
Learn (Pedregosa et al., 2011) with L2 regulariza-
tion and the LIBLINEAR solver (Fan et al., 2008).
Experiments represent average results of 10-fold
cross-validation. All instances from a particular
discussion appear in only one fold; there is never
crossover from the same debate between train and
test data. We report results on a randomized sub-
set of 5% of the corpus, approximately 20,000 dis-
cussions. In preliminary evaluation, a 20x growth
in training data increased computational resources
beyond what is practical for social scientists, for
model accuracy improvements of less than 1%;
we exclude full analyses here but provide training
splits (for potential future approaches that benefit
from larger corpora) in the released data.

For further details on data release and corpus
preprocessing, including how free-form prefer-
ence labels were collapsed, see Appendix A.

3.3 Language Representations

We consider three representations of language.
First, we extract standard binary unigram bag-of-
words features φBoW (c). These were the standard
representation of text data for decades and are still
in widespread use (Jurafsky and Martin, 2014).

4From the January 1, 2019 snapshot
dumps.wikimedia.org/enwiki/20180701

Bag-of-words models struggle in classification
tasks for short texts, where sparsity is a significant
problem. The most effective recent solution to this
has been word embeddings, where words are rep-
resented not as a single feature but as dense vectors
learned from large unsupervised corpora. This al-
lows similar words to have approximately similar
representations, and effectively manages sparsity.
In our experiments we test a widely-used and ef-
fective word embedding model, GloVe (Penning-
ton et al., 2014), set to the maximum of 300 di-
mensions and represented as φGloV e(c).

The newest word embedding models are con-
textual. Rather than encoding a word’s semantics
as a static high-dimensional vector, these mod-
els adjust the representation of words based on
the words they appear near at classification time.
This approach, combined with extensive pre-
training, has led to improvements on numerous
tasks. We use the most effective model to date, the
BERTBASE model from Devlin et al. (2018) with
768-dimensional embeddings φBERT (c). This
model was already trained on Wikipedia texts (and
other sources), so we perform no fine-tuning5.

4 Turn-Level Stance Classification

In most other collaborative team decision-making
contexts, opinions are expressed but explicit
stances are latent. Because of the unique format
of Wikipedia discussions, those stances are easily
extracted from “‘bolded”’ votes. We use this as a
test case for building supervised classifiers which
elicit participant stance based on their statements
alone. All bolded text is masked from rationales
and models must predict what vote is associated
with a given rationale.

Similar tasks have been effective in labeling
turns in prose text (see Wilson et al. (2005) and
other work with their MPQA corpus), open-ended
group dialogues (Stolcke et al., 2000; Mu et al.,
2012), and in stance classification for more open-
ended social media (Sobhani et al., 2015); here
we apply the task to contributions in a structured
group decision-making context.

Fundamentally this is a test of how closely the
Wikipedia domain hews to other decision-making
contexts. If rationales are not sufficient to predict

5This may mean text from our corpus is included in
BERTBASE training data, causing a minuscule exposure to
test data in our experimental setup; we do not investigate this
question here, but note it as a complicating factor.
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Representation Accuracy
% κ

Majority Class 63.8 0.00
GloVe 76.0 0.45
Bag-of-Words 81.8 0.59
BERT 82.0 0.60

Table 2: Accuracy of stance classification models for
individual contributions, based on rationale text alone.

stances accurately, it means one of two things. Ei-
ther rationales do not carry information about user
preferences, and so are not comparable to group
decision-making in contexts where those prefer-
ences are not explicitly labeled with votes; or the
rationales do carry this information, but they are
not tractable with current NLP methods. To evalu-
ate this, we define a task to label each vote in each
AfD discussion:

• Possible Labels: L = {Delete, Keep}

• Input: Rationale text ri from a single vote.

• Features: A representation vector φ(ci).

• Output: A predicted stance l ∈ L.

We exclude the problem of classifying stance
in non-voting comments from our analysis, as
no gold labels are available for supervised train-
ing. Expansion to distant supervision, where user
stances from votes are used as gold labels for that
user’s comments, is a possibility for future work.

4.1 Results
User stances are explicitly given by users in the
original corpus and there is no ambiguity; the
upper bound for this task is 100% accuracy and
κ = 1.0. Individual votes or comments have short
rationales, however, typically only a sentence or
a few words. Despite this, n-gram models pro-
vide a robust baseline, and while the BERT model
outperforms a unigram baseline, the difference is
small. Comparing embeddings, the newer contex-
tualized BERT model outperforms GloVe by more
than 6% absolute and 10% relative. Overall, we
find that this task is tractable, with good accuracy.

5 Discussion-Level Outcome Prediction

The prior task is a useful proof-of-concept that text
rationales carry recognizable stance information
and can be reliably recognized. With that being

said, the task has limitations for practical use in
other group decision-making research. Foremost,
it requires training data with labeled votes; this
is difficult to get in many cases. Moreover, the
stances of individual votes in a discussion are too
granular for process variables that aim to represent
discussion dynamics overall.

A more relevant goal for social scientists is
analysis of group discussions where the prefer-
ences of individuals are unlabeled, even in training
data. Next, we aim to predict the consensus pref-
erence of a group, after discussion. This task mea-
sures whether language representations can model
the many turns in a discussion and mimic the be-
havior of administrators. To do this, we give as in-
put the rationale texts of nominations, votes, and
comments throughout a discussion, and treat the
label from administrative closure of a debate as the
only supervised label of group consensus.

• Possible Labels: L = {Delete, Keep}

• Input: Discussion d, with nomination c0, fol-
lowed by votes and comments c1 . . . cN .
Each contribution ci consists of:

– User ID ui.
– Timestamp ti.
– Rationale text ri.
– Stance label li ∈ L , or for comments,
l = ∅. In experiments other than our
gold-label comparison, li is masked.

• Features: A representation vector φ(d).

• Output: An outcome label l ∈ L.

For our embedding representations, we again
extract features φGloV e and φBERT , but in this
case there is a need to combine vectors from multi-
ple contributions [c0, c1, . . . cN ] into a single vec-
tor for discussion d. To do so, we encode each con-
tribution’s rationale ri separately (again removing
all occurrences of “‘bolded”’ text to mask votes).
We then average each contribution’s vector, nor-
malized for length:

φ(d) =

∑N
i=0

φ(ci)
ln(len(ri))

N

Unlike in the first task, outcome prediction is
distantly supervised and the task is sometimes un-
decidable; as discussed previously, administrators
occasionally close conversations with results of
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Representation Final Real-Time
% κ % κ

Majority Class 74.0 0.00 62.1 0.00
GloVe 81.7 0.49 69.1 0.31
Bag-of-Words 84.2 0.58 72.4 0.39
BERT 85.8 0.62 73.4 0.41
Gold Inputs 93.5 0.83 79.7 0.55

Table 3: Accuracy of outcome prediction models, for
full discussions and in real-time predictions.

No consensus. To evaluate an upper bound
on model accuracy with masked preferences, we
include a gold feature vector φ∗(d) where gold-
standard user preference labels are made avail-
able for modeling. Specifically, for each possible
l ∈ L, this vector includes the raw count and per-
cent of votes that label received. While Wikipedia
is not a direct democracy, administrators rarely de-
viate from consensus; this represents a good ap-
proximation of an upper bound on meaning repre-
sentation from rationales alone.

As in the first task, we compare binary bag-
of-words, GloVe, and BERT representations. We
evaluate these models in two scenarios. First, we
consider the case where we only predict outcomes
after a full discussion has elapsed (Final). Sec-
ond, we consider a just-in-time classifier that pre-
dicts the outcome separately after each contribu-
tion to the discussion (Real-Time). While train-
ing data includes only final discussions, N sepa-
rate instances are generated for testing. As such,
long discussions have more influence on reported
accuracy. By extension, discussions resulting in
Keep are also over-weighted, as they tend to have
more contributions.

5.1 Results

Table 3 shows our comparison of models. As
expected, the model given access to stances of
group members is highly accurate. That model
is able to predict outcomes with a Cohen’s κ =
0.84 for full discussions. The BERT model also
reaches good levels of agreement, outperforming
other language representations by at least 1.6%
absolute. In the real-time evaluation, GloVe and
bag-of-words models are more competitive, but
BERT maintains the highest accuracy. All models
(including the gold-standard) see significant per-
formance degradation, suggesting that discussions
are not foregone conclusions after early contribu-

Figure 2: Real-Time BERT model accuracy mid-
discussion, split by final debate length: short (5 or
fewer), medium (6-10), and long (over 10).

tions. To demonstrate this more clearly, see Figure
2, where in conversations of any length, outcome
prediction early in the debate is less reliable, then
improves in accuracy steadily over time as more
contributions are made visible to the classifier.

6 Assessing Individual Impact

The prior two tasks were important for un-
derstanding how participants use language, and
whether preferences of an individual or group are
revealed through rationale texts in a discussion.
Next, we aim to provide more direct value to be-
havioral science research, by constructing a metric
Impact(u) to identify the primary sources of in-
fluence in these discussions.

Our definition of impact hinges on the idea
that influential contributions immediately change
the likely outcome of a debate. As the basis
for this measurement we follow Chouldechova
(2017). That work defined “disparate impact” as
the difference in expected outcomes, given cir-
cumstances that differed by exactly one variable.
We borrow this definition, and evaluate impact by
varying only time; specifically, we measure the ex-
pected outcome of a discussion immediately be-
fore and after each contribution is posted6. To do
so, we use the trained model from our outcome
prediction task, in the real-time setting. For a dis-
cussion d at a timestamp t, this gives the expected
outcome label l - represented as E(l|d, t), using

6For the special case of nominations (i = 0), for each
possible P (l), for l ∈ L, we instead subtract the baseline
probability distribution of all outcomes l ∈ L as measured
from training data.
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the model trained on BERT (φB). Thus:

∆(l, ci) = E(l|d, ti)− E(l|d, ti−1)

Probability movement in one label shifts that
label upward, and another simultaneously down-
ward, doubling the cumulative impact of changes;
therefore, we sum the change in expected out-
comes of all labels and introduce a normalizing
factor of 1/2 to produce an impact value for each
contribution ranging from [0,1].

Impact(ci) =
1

2

∑

l∈L
|∆(l, ci)|

Finally, we define impact for a user in a conver-
sation as the sum of impacts of their contributions.

Impact(u) =
N∑

i=0

{
Impact(ci) ui = u

0 otherwise

}

This measurement of impact, based on prob-
abilities learned from outcome prediction, again
does not require any explicit labeling on the level
of individuals or turns.

6.1 Evaluation
The prior two tasks were supervised, with la-
beled outcomes that could be measured for per-
formance accuracy. Impact assessment has no
specific ground truth to compare against. In this
scenario, other NLP research has provided jus-
tifications for a mix of quantitative and qualita-
tive evaluations, as well as validation with hu-
man annotators and evaluation based on perfor-
mance improvement in downstream tasks (Louis
and Nenkova, 2013; Yang, 2019). We present a
mix of qualitative analysis and downstream tasks,
while leaving room for future validation studies.

6.1.1 Application: Measuring Volatility
Wikipedia’s cultural preference is for open debate
and a willingness to voice contrasting views (dis-
cussions should be “not a mere formality, but an
integral part of writing the encyclopedia”7). Us-
ing raw activity counts cannot measure this, par-
tially because many contributors join late in dis-
cussions, mostly to voice agreement for foregone
conclusion outcomes, a result of social rewards for

7en.wikipedia.org/wiki/Wikipedia:
Dispute resolution

editors who participate in more discussions and in-
crease edit counts (Derthick et al., 2011).

To avoid reliance on counts, we define the
volatility of a full discussion as the total amount of
impact in that discussion, over all contributions:

V olatility(d) =

N∑

i=0

Impact(ci)

We find that our this measure is effective in cap-
turing highly contentious debates. As an illustra-
tion, the most volatile debate in our corpus was on
the article8, “Justin Bieber on Twitter”. This de-
bate which resulted in nearly 100 votes and many
more comments, an article rewrite, a followup
deletion review (an appeals process meant to serve
an oversight function for AfD), an extended ex-
ternal debate on Wikipedia’s general purpose dis-
cussion board, and the establishment of prevailing
policy thereafter for “[X] on Twitter” articles.

Other long debates with similarly large numbers
of participants were given low volatility scores
based on our outcome prediction metric. Upon in-
spection, these debates end with a string of repeti-
tive votes, like “Delete. As per nom.” or “Delete.
As above.” While these debates have high counting
statistics, each late vote alters the expected out-
come probabilities by well under 0.1%, and some-
times by less than 1× 10−5%. This is an intuitive
result, accurately reproducing the qualitative find-
ings on behaviors from Derthick et al. (2011). Ad-
ditionally, this means that more “talkative” users
with many contributions do not necessarily make
a greater impact, even though Impact is a running
sum rather than normalized by contribution count.

6.1.2 Application: Long-term Roles
We can also use outcome prediction to measure the
role specific users play over time. By summing in-
fluence across all discussions, we find users who
have had a disproportionate impact on the AfD
process over Wikipedia’s lifespan. Ranked highly,
we find users like TenPoundHammer - a user in-
fluential enough to spawn an eponymous and well-
cited policy essay9, “TenPoundHammer’s Law.”
The most impactful posts typically occur early in
debates and are closely tied to policy (linked in
double square brackets) and the broader context
of Wikipedia’s social norms.

8bit.ly/2FcSNY7
9en.wikipedia.org/wiki/Wikipedia:

TenPoundHammer%27s Law
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(voting for Delete) ”Unlikely redirect term,
hasn’t charted yet, the sources above only con-
firm that the single ”will be” released and tell
absolutely nothing else about it.”

(voting for Keep) “I would think anyone who
played the NFL for ten seasons is notable...
[[WP:Notability (people)]] seems to suggest so.”

We can also evaluate average impact rather than
cumulative. Here, we find users who are highly
active and attentive to new debates, participating
early in discussions. Our definition does not en-
code time explicitly, but in practice early contribu-
tions have a larger impact. This is particularly true
for Keep votes to open debate, which are uniquely
influential. Posting in favor of Keep immedi-
ately after a nomination influences probabilities
by nearly three times as much as early Delete
votes, and more than five times as much as votes
that are the tenth or later contribution to a debate.

We can also find prolific users whose roles
nevertheless do not had an impact on decision-
making. User Captain Raju, for instance, is a
highly active user primarily participating in ad-
ministrative tasks like vandalism prevention and
sorting, rather than voting. Despite frequent ac-
tivity, their posts have an Impact measure of less
than 2% on average. This matches the past finding
of “mopping up” roles, which have high impor-
tance for the site and highly active users despite
relatively low prestige (Burke and Kraut, 2008;
Yang et al., 2017). The BERT-powered metric
may therefore be useful for role identification.

Overall, our findings show that our Impact(u)
rating matches intuitions when given concrete ex-
amples, and is able to give interesting insights
into group decision-making dynamics longitudi-
nally and in specific circumstances.

7 Discussion

7.1 Opportunities for NLP
Our error analysis shows that on top of support
for social sciences, the remaining errors in clas-
sification will only be resolved with improved
NLP methods. For instance, in stance classifica-
tion, there are some cases where individual con-
tributions simply lack the content that is neces-
sary to classify them accurately (e.g. “Per all
the above.”). These cases would benefit from a
more detailed awareness of threads of conversa-
tion (Zhang et al., 2018). Even more often, clas-
sification errors occur when users themselves ex-
press uncertainty:

Final φ Short Medium Long

Delete
BERT 92.9 85.6 74.7
Gold 97.3 92.9 85.4

(-4.4) (-7.3) (-10.7)

Keep
BERT 71.9 80.6 75.0
Gold 91.8 92.2 85.3

(-19.9) (-11.6) (-10.3)

Table 4: Accuracy of outcome prediction, split by final
outcome and total debate length (as in Figure 2).

(voting for Delete) “[. . . ] as I said, I am

not really qualified to assess these sources in

a deeper way, other than to indicate their ex-

istence, and “apparent” reliability under our

usual sourcing guidelines.”

Instances like these require not just classifica-
tion for stance but also for uncertainty (Forbes-
Riley and Litman, 2011). Multi-task learning is
a particularly fruitful domain for neural methods
and the public release of our full corpus should be
a resource for development of that field.

In outcome prediction, we find that text mod-
els underperform the gold-labels model when pre-
dicting an outcome of Keep, particularly for short
debates. As seen in Table 4, when predicting
Delete in short discussions, the BERT model
is almost always accurate; as conversations grow,
Delete predictions become less reliable, at just
over 75% for debates longer than 10 contributions.

By contrast, when BERT predicts Keep it be-
comes more accurate as conversations grow. In
short discussions where the final outcome was
Keep, performance is at its worst, with a gap in
accuracy over 22% compared to the gold model.
In conjunction with our Impactmetric evaluation,
this suggests that there is significant opportunity to
better identify persuasive early Keep votes, which
are elusive in existing representations.

Further technological advances may also focus
on recognizing short discussions that ought to be
enhanced with additional evidence, either through
intelligent routing to potential participants or di-
rect intervention with relevant content. When the
outcome prediction expects a Keep decision and
few users have participated, there is an opportu-
nity for the gap in debate to be filled with decision
support aids showcasing the potential of NLP.
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7.2 Further Validation of Impact Measures

Our work evaluating impact as a metric, us-
ing downstream interpretation tasks as a measure
of success, is preliminary. Prior work in the
NLP community has developed evaluation met-
rics hand-in-hand with human input, aiming for
high correlation with their judgments (cf. Papineni
et al. (2002); Banerjee and Lavie (2005) in ma-
chine translation, and Lin (2004) in summariza-
tion). This is a natural next step for this work.

Once validated, impact assessment has imme-
diate applications. Distinguishing the impact of
individuals will enable deeper process analysis
of the impact of diversity on teams (Bear and
Williams Woolley, 2011), the interplay between
individual participants and the process of resolv-
ing conflicts or disputes (Jehn et al., 1999), and
the granular habits that lead to effective outcomes.
These habits are often process-oriented, small-
scale, and not adequately captured by survey or
demographic variables (Riedl and Williams Wool-
ley, 2017), opening exciting new dimensions for
behavioral science research.
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Finn Årup Nielsen, and Arto Lanamäki. 2015. the
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A Appendix

A.1 Corpus Preprocessing

Compared to the broader internet, Wikipedia is
simpler to preprocess due to the rigid formality of
the archival process, the MediaWiki markup lan-
guage, and enforced community standards. For
most tasks, we are able to extract names, times-
tamps, and labels with only regular expressions.

Extracting Timestamps
AfD discussion norms require that all contribu-
tions are signed using a standard format, which
includes the contributor’s username or IP address
and a timestamp in UTC format10. All lines fol-
lowing the outcome are checked for timestamps in
Wikipedia standard format11:

\d\d:\d\d, \w+ \d+, 20\d\d (UTC)

Extracting outcomes
AfD discussions are archived in a specific format
with only minor variation, and can be easily ex-
tracted for structured representation. We define
a discussion as having an outcome if its archival
page includes a header line with one of three fixed
phrases (ignoring whitespace):

The result of the debate was [x]
The result was [x]

The result of this discussion was [x]

We save the captured string [x] as the debate
outcome. When these lines are timestamped, we
also log the user and timestamp of the outcome.

Extracting nominations, votes, and comments.
If a timestamped contribution appears at the top
of the discussion, prior to any votes, it is treated
as a nomination. These statements have become
more common over time: while they occur in only
67% of nominations in 2005, they were rapidly
adopted and are present in 98% of nominations
since 200812.

Following the nominating statement, any times-
tamped line is captured as either a vote or a com-
ment. We define votes as any timestamped line be-

10These signatures are highly formulaic and easy to ex-
tract, because they can be automatically generated by Me-
diaWiki’s ˜˜˜˜ shorthand. When users do not sign con-
tributions, bots add them, along with a citation to the
SIGNATURES policy.

11In regular expressions, \w matches any letter and \d can
match any numeric character. A + suffix captures one or more
consecutive characters of that type.

12Under present policy, omitting a nominating statement
is an acceptable reason for “speedy” dismissal and default
“Keep” outcome for an AfD nomination.

ginning with a bolded phrase, following Wikipedia
convention for contributions:

* ‘‘‘[y]’’’

Posts beginning with one or more leading aster-
isks creates a bulleted, threaded discussion. Words
or phrases surrounded with three apostrophes cre-
ates ′′′bolded′′′ text. The value of this bolded text
[y] is captured and stored. If no bolded phrase
is present, but the line is still signed and times-
tamped, that line is treated as a comment13. Lines
with no timestamped signature are discarded.

Several alternative solutions to deletion exist;
each maintains the content of the page while delet-
ing the page itself. In the five-label case, Merge
and Redirect, the two most common alternate
outcomes, are represented separately in line with
prior work; in the two-label case they are merged
in with Delete. All other values are grouped to-
gether as Other in the five-label case14; in the
two-label case they are merged in with Keep.
Votes and outcomes of “Close”, “Withdraw”, and
“Cancel” are treated as “Keep” outcomes as the
page as well as its content is fully maintained.
Copyright violations are treated as a “Delete” out-
come, as the content is deleted as a result of the
outcome. Any given vote or outcome is repre-
sented as a set that can contain zero or more nor-
malized labels. Therefore, the probability of a vote
for a particular label is not drawn from a distribu-
tion; probabilities of each label in L are disjoint.

Extracting users

For each nomination, outcome, vote, or comment,
we log the user whose signature immediately ap-
pears before the timestamp, either with a Medi-
aWiki link to their User page or their User Talk
page:

[[User Talk:[z]
[[User:[z]

We extract [z] as a username and associate it
with the nomination, outcome, vote, or comment
where it was captured. When user signatures link
to both User and User Talk pages and those user-
names differ, the Talk page’s username is priori-
tized.

13Lines beginning with the bolded phrase “Comment”
are also treated as comments. Lines beginning with “Note”
are automatically generated, typically for categorizing dis-
cussions by topic, and are discarded. Lines with “Relist”
bolded are administrative notes to keep the discussion open
for longer than the typical seven days, and are also discarded.

14“Userfy”, “Transwiki”, “Move”, and “Incubate”
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A.2 Reproducibility
The public release of this corpus will include
designated fold assignments for reproducible re-
sults and future comparisons against baselines
on the 5% subset used in this work. We will
also include two formats for experimenting with
the full corpus: a 10-fold cross-validation split,
as well as a single train/validation/test split for
use with more resource-intensive classifiers, espe-
cially neural methods.

The library that we developed for producing
these variables is written in Python and compat-
ible with standard implementation of BERT and a
standard JSON format for representing group dis-
cussions.
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Abstract

Online social media platforms such as Face-
book and Twitter are increasingly facing criti-
cism for polarization of users. One particular
aspect which has caught the attention of vari-
ous critics is presence of users in echo cham-
bers - a situation wherein users are exposed
mostly to the opinions which are in sync with
their own views. In this paper, we perform a
socio-linguistic study by comparing the tweets
of users in echo chambers with the tweets of
users not in echo chambers with similar lev-
els of polarity on a broad topic. Specifically,
we carry out a comparative analysis of tweet
structure, lexical choices, and focus issues,
and provide possible explanations for the re-
sults.

1 Introduction

An echo chamber refers to a social phenomenon
in which most of the content one receives in one’s
social media feed is heavily skewed toward one’s
own opinion, often defined in context of controver-
sial political topics (Garimella et al., 2018). In so-
cial media environments, users are exposed to sev-
eral polarized views on political topics. According
to the selective exposure theory (Frey, 1986), indi-
viduals have a tendency to consume information
from like minded individuals content and avoid
contrasting perspectives. This leads to the exis-
tence of polarized segregated communities in so-
cial media, with resounding similar views. This
can be concerning as such users are not exposed to
alternate or opposing perspectives, which may ad-
versely impact deliberative democratic processes.

In this work we carry out a comparative anal-
ysis of tweets from users in echo chambers ver-
sus tweets from users not in echo chambers.
Specifically, we compare some properties pertain-
ing to tweet structure, lexical choices, and top-

∗ ND and HJ contributed equally for this paper

Figure 1: Visualizing user-followee network for a user in
echo chamber (center of left sub-figure) and another user not
in echo chamber (center of right sub-figure) on Twitter. A red
circle represents a user with positive polarity scores for the
topic Obamacare, while a blue circle represents a user with
negative polarity scores. An arrow from x to y means that
user x follows user y. A user in an echo chamber is exposed
only to views very similar to his/her own opinions while a
user not in an echo chamber witnesses opposing views as
well. We focus on analyzing differences in tweets from the
two types of users.

ics/attributes discussed in tweets. Table 1 sum-
marizes some hypotheses of interest we framed to
compare the tweets. To perform the analysis, we
identify two sets of users with similar polarity lev-
els on a topic, with one set of users being in echo
chambers, while the other control set of users are
not in echo chambers. We build on prior works
(Garimella et al., 2018) to identify such sets of
twitter users on topics such as Affordable Care Act
(Obamacare), a comprehensive health care reform
law that was enacted under the Obama administra-
tion. Figure 1 provides a pictorial overview of the
network of a user in an echo chamber and another
user not in an echo chamber.

There have been many recent works focusing on
echo chambers in online social media (Garimella
et al., 2018; Grömping, 2014; Barberá et al., 2015;
Kwon et al., 2012). Many prior works point out
presence of a large number of social media users
in echo chambers (An et al., 2014; Bakshy et al.,
2015; Lawrence et al., 2010). Our primary con-
tribution is a comparative analysis of tweets from
users in echo chambers versus users not in echo
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chambers. We build on work of Garimella et al.
(2018), who focus on identifying users in echo
chambers and characterizing various social net-
work properties of such users. We believe our
study can help in further characterizing and under-
standing online echo chambers, which may help in
mitigating negative impacts associated with echo
chambers.

2 Dataset

We use data from Garimella et al. (2018) who
calculated polarity of twitter users towards top-
ics such as Obamacare on twitter. The dataset
contains polarities of users, as well as the user-
follower graph for the same set of users.

We choose to work with Obamacare topic for
the analysis in this paper. All the polarity scores of
users are in the range (−2.5, 2.5). A higher posi-
tive score represents more conservative viewpoint,
while a more negative score represents a more lib-
eral viewpoint (Garimella et al., 2018) (Not to be
confused with sentiment towards the topic). In
general, positive score users can be considered as
conservative users, while negative score users can
be considered as liberal users.

The dataset also consists of user-follower net-
work in Twitter for the relevant set of users. We
are mainly interested in finding the followees of
users since a user is typically exposed to tweets
and re-tweets of his/her followees in the social me-
dia feed.

2.1 Echo chambers
We consider following notation for a twitter user
u ∈ U , where U is the set of all users under con-
sideration.

• S(u) : Set of followees of u having same po-
larity as the user u

• D(u) Set of followees of u having different
polarity as the user u

To characterize an echo chamber, we define Ho-
mophily score H(u) for a user u as follows:

H(u) =
|S(u)| − |D(u)|
|S(u)|+ |D(u)| (1)

Thus, H(u) ∈ (−1, 1) range (both inclusive).
A score of H(u) = 1 means that all the followees
of the user u have same polarity about the given
topic as u himself/herself. This characterizes an

extreme case of being in an echo chamber. On the
other hand, score close to 0 would suggest that the
user has followees of both polarity, i.e they belong
to classes on both sides of the spectrum in equal
number. We define a threshold of θ1 such that
users with H(u) above θ1 are said to be in echo
chamber EC. Users having H(u) < θ2 (θ2 < θ1)
are said to not be in an echo chamber NE. We first
report results for θ1 = 0.9, θ2 = 0.7, and later
discuss the robustness to these choices.

EC = {u : u ∈ U,H(u) ≥ θ1} (2)

NE = {u : u ∈ U,H(u) < θ2} (3)

3 Methodology

Our aim is to compare tweets from users in echo
chambers against tweets of users not in echo
chambers. Towards this end, we control for the po-
larity of the users, so that we could study any dif-
ferences in nature of tweets which correlates with
being in an echo chamber. Specifically, we restrict
users to polarity range 0.5 to 1.5. We term users
in this polarity region as moderate conservatives
(MC).

We work with moderate conservatives and com-
pare the tweets of users in echo chambers ver-
sus users not in echo chambers. Next, we fil-
ter to retain only those tweets which talk about
Obamacare (the original data contains all tweets
of users over a long time duration). This leaves
us with 47,533 tweets for moderate conservatives
in echo chambers MC-EC, and 35,820 tweets of
moderate conservatives not in echo chamber MC-
NE, talking about Obamacare.

Table 1 lists our main hypotheses which we test
on the dataset. We use chi-squared tests for test-
ing statistical significance while comparing counts
of features. The chi-squared test (Greenwood and
Nikulin, 1996) is used to determine whether a per-
ceived association between two categorical vari-
ables is by chance or reflects a real association be-
tween these two variables in the data. It compares
the observed frequency with expected frequency
(expected assuming no correlation).

We perform some pre-processing on the tweet
texts before conducting the experiments. We use
Twitter tokenizer from NLTK (Bird et al., 2009)
to tokenize the tweets. We retain the hashtags and
URLs as they are needed in the experiments and
analysis.
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Type Hypothesis Holds in
data?

Tweet-structure MC-NE tweets are more likely than MC-EC to cite external resource Yes
Tweet-structure MC-EC tweets are more likely than MC-NE to contain hashtags Yes

Vocabulary MC-NE tweets are more likely than MC-EC to express uncertainty Yes
Vocabulary MC-NE tweets are more likely than MC-EC to use swear words Yes

Topical Certain topics are talked about more in MC-EC tweets and vice versa Yes

Table 1: Summary of the hypotheses and the results. We carry out tweet structure analysis, vocabulary choice analysis, and a
topic-level analysis, and observe significant difference in the tweets from the two types of users.

4 Experiments

In this section, we describe more details about the
experiments and corresponding observations. We
define three types of hypotheses: 1) Tweet Struc-
ture Analysis 2) Vocabulary Analysis 3) Topic
Analysis.

4.1 Tweet structure analysis
Tweet structure analysis aims to uncover differ-
ences in tweets from the two types of users with re-
gard to aspects like use of hash-tags, use of accom-
panying URLs, etc. Our first hypothesis is based
on intuition that MC-EC users feel less compelled
to cite an external resource while tweeting, as all
the tweets in their feed already resonate with their
own view-points. Our second hypothesis is that
MC-EC tweets are more likely to contain hash-
tags, as MC-EC users may more strongly believe
in correctness of their own viewpoint, and may use
more hash-tags with the intention to spread their
strongly believed view-points.

4.1.1 Evidence / Link citing
Hypothesis: We hypothesize that users not in
echo chamber may be more likely to tweet or
re-tweet with citing external news link or other
sources. This follows the general idea that users
in an ‘echo chamber’ might feel less of a need
to justify their claims or opinions as people (fol-
lowees) around them echo with similar opinions.

Analysis: We perform the test using a chi-squared
test. We first identify URLs using simple regu-
lar expressions. We notice that most of the urls
were shortened URLs. We leverage python library
BeautifulSoup (Richardson, 2007) to identify the
expanded URLs, and then filter out any twitter
URLs (since these often correspond to other user’s
status’). We observe that tweets from MC-NE
users are much more likely to contain external
URLs, which are often news or opinion pieces,

compared to users in echo chambers( p < 0.01
as per chi-squared test). Specifically, about 35%
tweets from MC-NE users had an external link
while only about 19% of the tweets from MC-EC
contained an external link.

4.1.2 Use of hashtag
Hypothesis: Hashtags are widely used in tweets,
often to explicitly tag the tweet about being a
specific topic or point, and are often used with the
intention to spread messages or viewpoints. We
hypothesize that MC-EC users’ tweets are more
likely to use hashtags.

Analysis: We explore the degree to which hash-
tags are used in tweets between the two types of
users. We observe that our hypothesis holds in
the dataset - tweets and re-tweets from MC-EC
users are much more likely to contain hashtags(
p < 0.01 as per chi-squared test). Specifically,
45909 MC-EC tweets out of 47533 had at least
one hashtag, while only 17097 MC-NE tweets out
of 35820 had hashtags.

4.2 Vocabulary analysis

We inspect if being in an echo chamber is cor-
related with more/less usage of specific types of
words. For example, MC-NE users are exposed to
varying viewpoints, and therefore their vocabulary
choice might reflect some uncertainty in views.

4.2.1 Words expressing uncertainty
Hypothesis: Since users in echo chambers are
exposed only to opinions similar to theirs in the
online media, they might show more certainty in
their tweets. Similarly, users not in echo chambers
are exposed to alternative views also in online
social media, and as such may use uncertainty
expressing words more frequently. We hypoth-
esize that tweets from MC-NE users are more
likely to contain uncertainty depicting words.
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We use following list of uncertainty depicting
words: ‘may’,‘might’,‘perhaps’, ‘maybe/may-be’,
‘possibly’, ‘likely’ .

Analysis: We test the hypothesis using chi-
squared test and observe that the usage is more
frequent in users outside of echo chambers (p <
0.01). For example, word ‘might’ appears 238
times in MC-NE tweets, while occurs only 159
times in MC-EC tweets. Word ‘may’ appears 720
times in MC-NE, while occurs only 581 times in
MC-EC.

4.2.2 Use of swear words
Hypothesis: We hypothesize that users not
in echo chambers are more likely to express
frustration through swear words on witnessing
opposing viewpoints. We use the list of common
English swear words 1. We do expand the list
to include commonly occurring variants. For
example, f**cking is a commonly used word
which would not have shown up on doing exact
token match to f**ck. This expansion was done
manually, as automatic lemmatization tools did
not work satisfactorily. Improving swear word
detection would be part of future work.

Analysis: We inspect the total count of swear
words used in the two set of tweets. We observe
that the proposed hypothesis holds in the data (p <
0.01 using a chi-squared test). For example, word
‘f**k’ appears 41 times in MC-NE tweets, while
occurs only 1 time in our set of MC-EC tweets.
This analysis suggests that being in echo chamber
is correlated with lesser use of swear words.

4.3 Topic analysis
We had filtered the tweets to be about the broad
topic of Obamacare. In this analysis, we are
interested in comparing the main (sub-)topics
about Obamacare that are discussed in the two
user groups. Towards this goal, we run a topic
model on the set of tweets from each user group.

Hypothesis: We hypothesize that certain topics
would be correlated with presence in echo cham-
ber i.e. some topics would be talked about more
in MC-EC tweets while certain other topics would
be covered more in MC-NE tweets. We believe
that presence in echo chambers might have an

1 Available at https://en.wiktionary.org/
wiki/Category:English_swear_words

effect on the aspects of Obamacare that users are
tweeting about.

Analysis: We run LDA (Latent Dirichlet Alloca-
tion) topic model to extract the topics for the com-
bined set of tweets from both user types. LDA is a
generative model, where each ‘document’ is sup-
posed to have been generated using a multinomial
distribution over the set of topics, and each word
in the document can be thought of being generated
from a topic picked up based on the drawn topic
distribution for that document. Each topic itself is
a multinomial distribution over the vocabulary of
words.

Towards this end, we run the topic model for K
number of topics on all the tweets i.e. tweets from
MC-NE and MC-EC combined. We limit the vo-
cabulary to 1000 most frequently occurring words
in the dataset excluding the English stop words.
The model approximates the multinomial distribu-
tion over vocabulary for each topic, and also com-
putes the relative proportion of each topic for ev-
ery document (tweet). For each of the two types of
tweets (from MC-NE and MC-EC users), we com-
pute an aggregated topic distribution for that type
by summing the topic distribution vectors of corre-
sponding tweets. This can be thought of summing
up fractional counts of occurrence of topics, and
this provides us with two topic occurrence pseudo-
counts, one for each set of tweets.

For each topic, we test if it’s pseudo count is
significantly different between the two types of
tweets. We experiment with K = 10, 15, 20, and
observe that 11 (for K = 20), 6 (for K = 10)
and 3 (for K = 5) topics had statistically sig-
nificant different occurrence in the two sets of
tweets (p < 0.01). For example, for K = 20,
topic future (‘time’,‘year’,‘watch’,‘future’) occurs
much more in MC-EC tweets while topic repeal
(‘repeal’,‘vote’,‘repeal’,‘senate’) is present much
more in MC-NE.

4.4 Sensitivity to homophily threshold
parameters θ1 and θ2

Above experiments were reported for homophily
thresholds θ1 = 0.9, θ2 = 0.7. These values
were selected such that users with very high ho-
mophily scores are marked as being in echo cham-
bers. We repeat the all the experiments with more
sets of parameter values (θ1 = 0.8, θ2 = 0.8)
and (θ1 = 0.9, θ2 = 0.9), and observe very sim-
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ilar results, with all the tested hypotheses leading
to same conclusions. This demonstrates that the
analysis is robust to changes in these parameter
values.

5 Discussions

Since we were interested in comparing the linguis-
tic properties of the tweets from two types of users,
we control for polarity levels, and select MC-EC
and MC-NE sets of users. It is possible to extend
the work on other such pairs of categories, such
as ML-EC and ML-NE (ML: moderate liberals),
and test the generality of the proposed hypothe-
ses to other such groups. Moreover, we experi-
ment with tweets on only one topic: Obamacare -
it would be interesting to test the generalizability
of the hypotheses to other data sets as well. Such
extensions to the current work are part of future
directions.

There are certain limitations of the current
analysis. We did not take into account many
network and content popularity effects. Moreover,
we do not comment on any causality aspect:
for example, does one’s presence in an echo
chamber makes one’s tweet less likely to contain
uncertainty depicting words, or if less polarized
users are less likely to get trapped in an echo
chamber. This remains an important possible
future extension.

Related Work Garimella et al. (2018) propose
methods to identify partisan and bipartisan users,
and characterize such users based on network ef-
fect, profile information, and interaction actions
such as retweets. We leverage their work and
dataset to define echo chambers. However, our
main focus is to do a linguistic comparison of
tweets based on whether the tweet is from a user
in an echo chamber or not.

Many prior works (Garimella et al., 2018) aim
to study echo chambers in context of various net-
work effects. Some prior works correlate retweet
network with political ideology of the users (Bar-
berá et al., 2015). Bakshy et al. (2015) study the
consumption of online content generated by users
of opposing views. Gilbert et al. (2009) conduct
a comment based study on political blogs and find
that, to a great extent, comments are in agreement
with the views of the author of the blog. We on the
other hand correlate some linguistic properties of
tweets with presence in an online echo chamber.

6 Conclusion

We have carried out a comparison of tweets be-
tween moderate conservatives in echo chambers
with moderate conservatives not in echo cham-
bers, on the topic Obamacare. We carry out anal-
ysis at three different levels: tweet-structure level,
topic level, and word-group level. We observe
statistically significant difference in frequency of
usage of uncertainty depicting words, hashtags,
swear words, and external URL links, as well as
a difference in the aspects of Obamacare talked
about frequently between the two types of tweets.
We also highlight possible future extensions to our
work.
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Abstract

News consumption exhibits an increasing shift
towards online sources, which bring platforms
such as YouTube more into focus. Thus, the
distribution of politically loaded news is eas-
ier, receives more attention, but also raises the
concern of forming isolated ideological com-
munities. Understanding how such news is
communicated and received is becoming in-
creasingly important. To expand our under-
standing in this domain, we apply a linguistic
temporal trajectory analysis to analyze senti-
ment patterns in English-language videos from
news channels on YouTube. We examine tran-
scripts from videos distributed through eight
channels with pro-left and pro-right political
leanings. Using unsupervised clustering, we
identify seven different sentiment patterns in
the transcripts. We found that the use of two
sentiment patterns differed significantly de-
pending on political leaning. Furthermore, we
used predictive models to examine how differ-
ent sentiment patterns relate to video popular-
ity and if they differ depending on the chan-
nel’s political leaning. No clear relations be-
tween sentiment patterns and popularity were
found. However, results indicate, that videos
from pro-right news channels are more pop-
ular and that a negative sentiment further in-
creases that popularity, when sentiments are
averaged for each video.

Keywords: linguistic temporal trajectory
analysis, online news, left-wing, right-wing,
sentiment analysis, YouTube

1 Introduction

Today, news is increasingly consumed through on-
line platforms. Approximately nine out of ten
adults (93%) in the US acknowledge reading news
online (Center, 2018); similar, if slightly lower
rates, are observed for many European coun-
tries (e.g. 65% of Germany and 79% in the

Netherlands) (Newman et al., 2018). The reasons
for the growing online consumption of news are
many: digital outlets provide higher interactivity
and greater freedom of choice for news readers
(Van Aelst et al., 2017), and the possibility to ac-
cess them through mobile devices enables more
flexibility and convenience in consuming news
content (Schrøder, 2015).

Despite the multiple benefits associated with
"the digital turn" in news consumption, it also
raises concerns regarding possible changes in the
societal role of news media (Coddington, 2015).
It has been established that there is a relationship
between news consumption and the formation of
public agendas, including political attitudes of the
general population (McCombs, 2014). However,
the possible impact of digitalization on these re-
lationships remains a subject of academic debate
(Helberger, 2015; Eskens et al., 2017; Van Aelst
et al., 2017). An increasing number of stud-
ies examine the possible connection between on-
line news consumption and the formation of iso-
lated ideological communities, which can nur-
ture biases and limit citizens’ societal participa-
tion (Gentzkow and Shapiro, 2011; Flaxman et al.,
2016; Sunstein, 2017). Such formations can lead
to increased political or personal radicalization,
which is a concern for societal cohesion.

Polarization concerns related to audience seg-
mentation are amplified by the use of affective lan-
guage for producing online news stories (Soroka
et al., 2015). Despite the widespread belief that
news stories tend to use balanced and unbiased
language, recent studies suggest that this is not
necessarily true, in particular in the case of news
stories crafted for online environments such as
news websites (Young and Soroka, 2012). A num-
ber of studies suggest that the use of affective
language can increase audience engagement with
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news content (e.g. stories with a negative tone
seem to be more popular (Trussler and Soroka,
2014; Soroka et al., 2015)). At the same time, the
relationship between a narrative’s popularity and
the specific patterns of sentiment remains under-
investigated, as well as the ways this relation-
ship varies among audiences with different politi-
cal leanings.

In this paper, we contribute to the debate on
the use of emotionally loaded language in on-
line news stories as well as its variations between
outlets with different political leanings. Specif-
ically, we examine the sentiment trajectories of
YouTube news channels related to major English-
language media outlets. Our interest in YouTube
is attributed to the platform’s significant impact
on information consumption as users increasingly
consume news in the video format (al Nashmi
et al., 2017). Together with Facebook, YouTube
is the main platform used by consumers to watch
news outside of news organizations’ own websites
(Newman et al., 2018). News content produced by
news organizations for YouTube usually follows
traditional broadcast standards (Peer and Ksiazek,
2011) and formats (al Nashmi et al., 2017) and
often serves as an extension of their distribution
model. At the same, YouTube also enables ex-
perimenting with new formats and engaging au-
diences in more interactive or provocative ways
(al Nashmi et al., 2017).

Using YouTube as a case platform, we test for
differences in the dynamic use of sentiment in
news coverage between channels leaning to the
political left (e.g. CNN) and right (e.g. Fox
News). Additionally, we examine if sentiment pat-
terns have predictive value for news videos’ popu-
larity on YouTube.

2 Related Work

Since the mid 2000s, sentiment analysis remains
one of the fastest growing fields of machine learn-
ing and computational linguistics (Mäntylä et al.,
2018). Defined by Liu (2010) as a collection of
methods for detecting and extracting subjective
information (e.g. opinions, attitudes and emo-
tions) from language, sentiment analysis is in-
creasingly adopted for multiple academic areas,
varying from from media studies (Sivek, 2018)
to literature (Gao et al., 2016) to political sci-
ence (Cambria, 2016) and conflict studies (Welch,
2018).

The growing adoption of sentiment analysis as
a research tool is accompanied by methodologi-
cal improvements. Originally employed for clas-
sifying user reviews coming from the commercial
domain (Pang and Lee, 2008), early approaches
to sentiment analysis were focused on producing a
single sentiment score for the specific document or
a text section using binary assessments of polarity.
Such approaches, however, resulted in rather sim-
plified evaluations, which reduced sentiment com-
plexity to binary constructs under which the whole
document could be either positive or negative or
(in some cases) neutral. This can lead to incorrect
conflations of sentiment variations within a text.

The response to these limitations included the
advancement towards more fine-grained assess-
ments of sentiment, including the identification of
a more complex spectrum of emotions (Cambria
et al., 2015), but also the transition towards the dy-
namic assessment of sentiment shifts throughout
texts (Jockers, 2015; Tanveer et al., 2018; Klein-
berg et al., 2018).

Until now, the sentiment of news stories re-
mains a rather under-investigated subject. Kaya
et al. (2012) note that unlike user reviews of prod-
ucts (e.g. movies), news stories are considered
to be written in a neutral way. A different study
found that news stories about the economy and
the environment were overall more positive than
about crime or international topics, which were
overall more negative (Young and Soroka, 2012).
Despite the growing number of studies on news
sentiment, only a few of them so far approach it
by considering the dynamic shifts of sentiment.
A study, examining sentiments of different top-
ics (e.g. earthquakes) included time stamps over
a three months period, to model the sentimental
change of news stories (Fukuhara et al., 2007).
In that way, they were able to show a sudden in-
crease of negative emotions in news corpora, when
an earthquake occurred. These negative emotions
slowly decreases over time. While this approach
models sentiment change over time, it cannot ac-
count for shifts within single stories.

Among multiple areas of research on news story
sentiment, the issue of variation in the use of affec-
tive language by news outlets with different politi-
cal leanings (e.g. left- or right-wing) is both under-
investigated and urgent. The language of politics-
related texts does not only reflect, but can also
influence the sentiments of the audience (Brader,
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2005). A number of studies point to the dis-
tinct features of online political communication
depending on the actors’ political leaning (e.g.
(Engesser et al., 2017; Bracciale and Martella,
2017; Hameleers et al., 2017; Schoonvelde et al.,
2019a)). Engesser et al. (2017) identify that social
media usage of right-wing political actors is char-
acterized by the use of a few key features, such as
emphasizing the sovereignty of the people, advo-
cating for the people, attacking the elite, ostraciz-
ing others, and invoking the concept of a "heart-
land". Similarly, Bracciale and Martella (2017)
show that communication styles of populist actors
tend to involve highly emotional language and that
they are particularly keen on referring to negative
emotions (e.g. fear) to mobilize their supporters.

The studies mentioned above, however, focus
on political statements produced and distributed
through different media; yet, little is known how
different political sentiments materialize in online
news stories, in particular in the YouTube video
format, which is the major focus of our study. A
number of studies discuss the impact of news out-
let ideological leanings on the way specific sub-
jects are covered (de Vreese, 2005). Most of these
works, however, tend to focus on traditional for-
mats of news stories (i.e. text) and use qualitative
approaches to examine coverage of a specific sub-
ject, such as climate change (Dotson et al., 2012;
Feldman et al., 2012) or protest campaigns (Ha
and Shin, 2016; Shahin et al., 2016). In our paper,
we propose to look at the intra-textual dynamics
of the overall sentiment of content produced by
the outlet in question and employ a quantitative
approach to trace if there are differences between
right- and left-wing news outlets.

3 Method

The data used in this study are publicly available1

and the current work is the joint product of a work-
shop on linguistic temporal trajectory analysis at
the European Symposium Series on Societal Chal-
lenges in Computational Social Science in 2018.
This includes the pre-processing and feature ex-
traction2 of the data, which is needed for the anal-
yses we performed in the current study. The data
has not been used in other research and was specif-
ically collected to devise the current work.

1Data: https://github.com/ben-aaron188/
ltta_workshop

2Code for feature extraction: https://github.
com/ben-aaron188/naive_context_sentiment

3.1 News channels selection

The data consist of all English-language chan-
nels from the top 250 news channels on
YouTube, which were ranked by SOCIAL-
BLADE3 (www.socialblade.com, retrieved
November 2018). From that pool, 18 news chan-
nels were selected, which were identified as the
ones holding political bias (i.e. either left- or
right-wing) by Media Bias/Fact Check4. The web-
site uses a rating method to identify biases among
information sources and has been used by pre-
vious studies dealing with media bias (Bentley
et al., 2019; Bovet and Makse, 2019; Mehta and
Guzmán, 2018).

3.2 Obtaining video transcripts

Video transcripts were scraped with the help of
"www.downsub.com", which retrieves the tran-
scripts of specific YouTube video URLs, and
the "beautifulsoup" python package (Richardson,
2019) (for more details see Kleinberg et al.
(2018)). Downloaded transcripts were manu-
ally or automatically generated. Videos with-
out transcripts were not included in further anal-
yses. Retrieved transcripts were cleaned by re-
moving XML tags and merged into one string,
without punctuation for each video. Selected tran-
scripts for further processing adhered to the fol-
lowing criteria: at least 100 words; at least 50%
of words are matched English words; at least 90%
of words are ASCII-encoded; and from channels
with more than 2000 valid transcripts. Subse-
quently, for 4 left and 4 right channels (randomly
selected) 2000 transcripts were selected, 7 non-
English transcripts from Business Insider and Rus-
sian today were then excluded, resulting in a bal-
anced dataset of 15993 transcripts (table 1).

3.3 Popularity rating

Since we are interested in the popularity rating of
each video and its association to sentiment style,
we created an adjusted popularity rating. We cal-
culated a popularity index defined as the num-
ber of upvotes divided by the total views for each
video, which would be a score between 0 (no up-
votes) and 1 (upvotes is equal to views). The ad-
justment allows us to compare the popularity be-

3SOCIALBALDE is an online platform, using data from
different online platforms, such as Youtube, to create statis-
tics and rankings of these platforms and their content.

4For more details, see the project’s website, https://
mediabiasfactcheck.com.
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tween videos, which have different upload dates,
because videos available over a prolonged period
of time have the advantage of accumulating more
upvotes.

3.4 Feature extraction

The organizers of the workshop provided us
with the necessary features for further analyses,
who were inspired by Jockers (2015) and Gao
et al. (2016); (for more details see Kleinberg
et al. (2018)). Features were generated from the
transcripts, which capture the sentiment change
throughout the transcript. The applied method is
based on the approach of the R package "sen-
timentr" (Rinker, 2019a), which generates senti-
ments on a sentence level, but the current approach
extends it to continuous text without punctuation
as is the case with video transcripts. The "naive
context" sentiment extractor (Kleinberg et al.,
2018) accounts for valence shifters, which influ-
ence the meaning of the sentiment. Negators (e.g.,
not, doesn’t), [de-]amplifiers (e.g., really, hardly),
and adversative conjunctions (e.g., but, however)
were included. This is important when generating
the sentiments for sentences like "I had a really
good day" (amplifying "good" through "really")
or "My day was not bad" (changing "bad" from a
negative to a positive sentiment through "not"). In
order to extract sentiment values, each word is as-
signed a sentiment value based on the "Jockers and
Rinker Polarity Lookup Table" from the lexicon R
package (Rinker, 2019b). For the extractions of
the features a window approach is taken, by which
the sentiment of the core word and its surround-
ing words of +/ − 3 are considered. This cluster
of seven words is assigned an adjusted sentiment
value by calculating the product of all the senti-
ment values in the cluster. The features are repre-
sented in vectors, containing zeros and weighted
sentiment values. Theses values are standardized
to a narrative time from 0 to 100, with a discrete
cosine transformation from the "syuzhet" R pack-
age (Jockers, 2015) and scaled from −1 to +1 (i.e.
lowest sentiment (negative) per transcript to high-
est sentiment (positive) per transcript).

4 Results

4.1 Data

The total data set consists of 15993 video tran-
scripts, which are distributed between eight news
channels, and are equally divided into political

Channel Pol N. of videos Avg. wc
AI Jazeera English Left 2000 1000.49
Business Insider Left 1997 501.56
Fox news channel Right 2000 777.85
MSNBC clean forward Left 2000 1499.25
Russia today5 Right 1996 1422.71
The young turks Left 2000 1504.59
The daily wire Right 2000 4845.80
Rebel Media Right 2000 1250.73

Table 1: YouTube news channels distribution; Pol =
Political leaning; N. = number; wc = word count

leanings (table 1).

4.2 Clustering

In order to examine sentiment patterns within the
YouTube videos and their predictive value on pop-
ularity, we examined whether overarching senti-
ment patterns are present. We used an unsuper-
vised k-means clustering method and determined
the number of k through the within cluster sum of
squares inflexion method (Thorndike, 1953) for 1
to 30 clusters (figure 1). Following this, we used
a k-means method with k = 7, which resulted in
seven clusters, each representing a sentiment be-
havior pattern found in the transcripts. All the pat-
terns are displayed in figure 1, showing the aver-
age sentiment trajectory for the adjusted timescale
from 0 to 100, and sentiments from −1 (most neg-
ative) to +1 (most positive). The patterns corre-
spond well with the patterns found in related work
(Kleinberg et al., 2018). Thus, we assigned the
corresponding taxonomy names to our patterns.
The dotted blue line indicates the average behavior
pattern for the cluster and the red lines indicate the
standard deviation of +/ − 1. Table 2 shows the
taxonomies and descriptive statistics of the senti-
ment clusters.

4.3 Sentiment styles and political stance

We also examined whether there is a relationship
between political stance and sentiment clusters. A
significant association was found with a 2 (po-
litical stance) by seven (cluster) Chi-square test
(χ2(14) = 25.31, p < 0.001). Table 3 shows
that the cluster "Downhill from here" was signif-
icantly p < 0.01 more used by politically right
leaning news channels. The reversed effect was
observed for the cluster "Uphill from here", which

5Russia today (RT) can be considered as having a right-
leaning political political stance at its core. However, this
can have some exceptions, such as supporting the yellow vest
movement in France.
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Figure 1: Cluster plot and sentiment behavior patterns for each cluster.
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Cluster Description N. of videos % of videos Avg. vc Avg. up v.
Rags to riches Negative curve turns into positive curve 2675 16.73 827.00 15.53
Riches to rags Positive curve turns into negative curve 2587 16.18 1002.47 17.11
Downhill from here Short positive turns into consistent negative 2177 13.61 919.94 16.82
End on a high note Short negative turns into consistent positive 2194 13.72 928.78 17.03
Uphill from here Consistent negative turns into short positive 2085 13.04 823.17 14.37
End on a low note Consistent positive turns into short negative 1547 9.67 846.80 16.81
Mood swing Small positive start into negative-positive-

negative curves with small positive ending
2728 17.06 910.83 16.57

Total All 15993 100 897.71 16.32

Table 2: Sentiment styles taxonomy (adopted from Kleinberg et al. (2018)) and descriptive statistics; Average
(Avg.) scores are adjusted by the number of days the videos were uploaded; N = Number; vc = view count; v =
votes.

Political leaning
Cluster Left Right
Rags to riches -0.96 0.96
Riches to rags 1.09 -1.09
Downhill from here -3.25* 3.25*
End on a high note 1.28 -1.28
Uphill from here 2.74* -2.74*
End on a low note -2.44 2.44
Mood swing 1.13 -1.13

Table 3: Chi-Square residuals; * = statistically signifi-
cant (α = 0.01).

were used more often by politically left leaning
news channels.

4.4 Sentiment clusters and popularity

To assess the relationship between the sentiment
clusters and political orientations on popularity
rating, we conducted three least square regres-
sion models in R with the "caret" package (Kuhn,
2008). The different sentiment clusters were the
predictors for the adjusted popularity rating. We
used the cluster "mood swing" as the reference
category as it was closest to the overall average
of the adjusted upvotes, all other clusters were
treated as a separate dichotomous variable. Our
first regression model included sentiment clusters,
which consisted of all news channels. The second
regression model included the channel as a fixed
effect along with sentiment clusters. The analysis
indicated that there was no significant difference
in the adjusted popularity rating between the clus-
ters in the second model; "Rags to riches" (β =
−1.28, se = 1.60, p = .42), "Riches to rags" (β =
.47, se = 1.61, p = .77), "Down hill from here"
(β = −1.25, se = 1.69, p = .46), "End on a high
note" (β = .4, se = 1.69, p = .81), "Up hill from
her" (β = −1.71, se = 1.71, p = .32), "End on

a low note" (β = .02, se = 1.87, p = .99). Nei-
ther model explains a sufficient proportion of the
variance to be considered informative, R2 = 0.00
and R2 = 0.03, for the first and second model,
respectively.

We also split the transcripts in three equal sized
components (beginning, middle, and end) and cal-
culated the average sentiment rating for each part
and used a OLS regression model to test for an ef-
fect of the components on the adjusted popularity
(F (10, 15982) = 52.46, p < .001, r2 = 0.03).
No significant effects were found, after control-
ling for channel: "Beginning" (β = −1.28, se =
1.02, p = .68), "Middle" (β = −1.65, se =
−1.65, p = .11), "End" (β = −1.79, se =
1.09, p = .1).

In addition we used an OLS regression model
to test if the average sentiment score of each tran-
script and political leaning had an effect on the
adjusted popularity (F (3, 15989) = 1759, p <
.001, r2 = 0.248). It seems that the model can
account for 24% of the variance in adjusted pop-
ularity. The model exhibits a significant con-
stant (β = 0.013, se < 0.001, p < 0.001), a
significant main effect of political leaning (right)
(β = 0.021, se < 0.001, p < 0.001), an in-
significant main effect for average sentiment (β =
−0.0004, se = 0.001, p = 0.66), and a significant
interaction between average sentiment and politi-
cal leaning (right) (β = −0.003, se < 0.001, p =
0.034). The model predicted adjusted popular-
ity for left wing channel when average sentiment
equals to zero is 0.013 and 0.013 + 0.02 = 0.033
for right wing channels. The slope of the regres-
sion line for the left wing channel is -0.0004 and
-0.0004 - 0.003 = -0.0034 for right wing channels,
suggesting that the effect of average sentiment is
greater in magnitude for right wing than for left
wing channels.
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5 Discussion

In this study we examined sentiment patterns in
news videos published on YouTube channels with
different political leanings. Using sentiment tra-
jectory analysis, we identified recurring patterns
of sentiment changes, which were then grouped
through k-means clustering into seven major cat-
egories of videos based on their sentiment pat-
terns (e.g. "rags to riches" or "mood swings").
These patterns correspond to the ones identified in
previous research on sentiment patterns of vlog-
gers on YouTube (Kleinberg et al., 2018). While
YouTube videos of vloggers and news channels
differ in their domain, the persistence of similar
sentiment clusters might indicate the presence of a
few consistent sentiment styles that are shared be-
tween specific content domains and themes across
YouTube. Future research could further examine
whether similar patterns persist across various do-
mains of YouTube content.

5.1 Sentiment pattern by political stance

Our results show, that political leanings seem to
influence the usage of sentiment patterns: "Down-
hill from here" was used more often by pro-right
news channels than by pro-left news channels, and
conversely "Uphill from here" was used more of-
ten by pro-left news channels. It is interesting
that both sentiment patterns exhibit the same pro-
portion of negative and positive sentiment (80/20
respectively), but are different in sentiment order
(see figure 1).

It is important to note that previous studies show
that the sentiment of politics-related content, such
as political ads, can affect the emotional state of
the viewer (Brader, 2005). For the "Downhill from
here" and "Uphill from here" patterns, viewers of
pro-right news channels are left with a more nega-
tive sentiment and viewers of pro-left news chan-
nels are left with a more positive sentiment after
watching the whole video.

At the same time, while some sentiment pat-
terns seem to be more commonly used by channels
with specific political leaning, it is difficult to pro-
pose a strong theoretical background which can
explain this link. The complexity of this task is re-
lated to the large number of factors (both ideolog-
ical, but also contextual) which can influence the
use of language for political purposes (for a more
detailed discussion see recent work on linguis-
tic complexity of political speeches (Schoonvelde

et al., 2019b)).
Further research could examine the distribution

of sentiment patterns between specific YouTube
channels and investigate how factors, such as
viewership or content influence them. This could
include how pro-right/left channels differ in the
amount of content creation for specific topics and
how sentiment is used within this content. In addi-
tion, future work could examine if political lean-
ing has predictive value on sentiment clusters for
specific topics. This could be useful to ascertain
whether news channels with a right or left politi-
cal leaning discuss specific topics more often and
differently than others and with what type of sen-
timent style.

5.2 Predicting video popularity through
sentiment patterns

Our study indicated that sentiment patterns are
weak predictors of news video popularity. A
number of studies suggest that content-based fea-
tures, in particular sentiment, have a strong impact
on news content popularity (Trussler and Soroka,
2014; Soroka et al., 2015). However, our findings
align with results of other studies that emphasize
the importance of looking at a broader set of fea-
tures, in particular contextual ones (e.g., the time
of publication), for predicting the popularity of
news content (Tatar et al., 2012; Keneshloo et al.,
2016). Additionally, in the case of YouTube, the
importance of other content-agnostic factors (e.g.,
the total views a channel received previously) for
predicting the popularity of videos has been noted
(Borghol et al., 2012; Figueiredo et al., 2014).

It is important to note that the current prediction
task, with sentiment clusters, does not account for
the temporal properties of the sentiment trajecto-
ries. Future research could utilize the sequential
alignment of the raw sentiment scores by integrat-
ing this aspect into a prediction task of video pop-
ularity. That way, the features could be used with-
out condensing information (e.g., into clusters)
and acknowledge the sequential nature of senti-
ment trajectories.

5.3 Predicting popularity through average
sentiment and political stance

We also tested for effects of average sentiment
scores and political leaning on popularity with.
The regression model was able to account for 24%
of the variance of video popularity. Examining
the model’s coefficients more closely show, that
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popularity seem to be higher when the video origi-
nated from a pro-right news channel. Furthermore,
the interaction of political leaning and sentiment
scores shows, that a negative sentiment will in-
crease popularity, while a positive sentiment will
decrease popularity more for videos from pro-
right news channels. Our findings support earlier
work, which show that a negative tone seem to be
more popular overall (Trussler and Soroka, 2014;
Soroka et al., 2015).

5.4 Limitations

The current dataset consists of transcripts of
YouTube videos and it is important to recognize
that aspects such as video and audio of the clips
are not integrated in the analyses. News channels
might utilize audio and visual effects differently,
which could affect text sentiment and video popu-
larity.

In addition, the obtained transcripts in our anal-
yses could have been generated manually or au-
tomatically, hence might differ in quality. Since
there is no direct indicator of this, we do not know
in what proportion they are represented in our cor-
pus.

Generating appropriate and accurate bias rat-
ings for news channels is not easy. Therefore,
it is not guaranteed that the bias rating of Media
Bias/Fact Check is accurate in all regards. How-
ever, it has a comprehensive list of news channels,
which are not always covered by other bias rating
resources (Budak et al., 2016; Center, 2018).

Finally, in our study we specifically focused on
YouTube videos. While earlier studies (Peer and
Ksiazek, 2011; al Nashmi et al., 2017) demon-
strate that content produced by legacy media for
YouTube often follows the same standards and
formats as stories produced for other platforms,
there also exceptions from this rule. Some news
organizations (for instance, RT) tend to push
more provocative stories to YouTube, whereas
others (such as CNN) preferred to publish more
lighter content on the platform (al Nashmi et al.,
2017). These distinct features of content dis-
tributed through YouTube news channels can im-
pact our observations.

6 Conclusion

In this study we showed that news channels
on YouTube exhibit different sentiment patterns,
which can be clustered into overarching groups.

We found seven sentiment shapes similar to those
found in previous research. The cluster "Mood
swings" was most prominent whereas "End on a
low note" was least prominent. Two additional
sentiment clusters seemed to be used differently
depending on political leaning of the channels: the
cluster "Downhill from here" was used more often
by pro-right news channels than by pro-left news
channels. The reversed effect was observed for
the cluster "Uphill from here". In addition, senti-
ment clusters seem to have no predictive value on
popularity ratings. However, we found that pro-
right videos were more popular and that negative
sentiments increased popularity, for averaged sen-
timent scores of each video. Future research on
dynamic approaches to sentiment analysis might
help overcome some of the current limitations and
offer more nuanced insights into language use in
online media.
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Abstract

Word embeddings trained on large-scale his-
torical corpora can illuminate human biases
and stereotypes that perpetuate social inequal-
ities. These embeddings are often trained in
separate vector space models defined accord-
ing to different attributes of interest. In this
paper, we develop a single, unified dynamic
embedding model that learns attribute-specific
word embeddings and apply it to a novel
dataset—talk radio shows from around the
US—to analyze perceptions about refugees.
We validate our model on a benchmark dataset
and apply it to two corpora of talk radio shows
averaging 117 million words produced over
one month across 83 stations and 64 cities.
Our findings suggest that dynamic word em-
beddings are capable of identifying nuanced
differences in public discourse about con-
tentious topics, suggesting their usefulness as
a tool for better understanding how the pub-
lic perceives and engages with different issues
across time, geography, and other dimensions.

1 Introduction

Language has long been described as both a
cause and reflection of our psycho-social con-
texts (Lewis and Lupyan, 2018). Recent work
using word embeddings—low-dimensional vec-
tor representations of words trained on large
datasets to capture key semantic information—
has demonstrated that language encodes several
gender, racial, and other common contempo-
rary biases that correlate with both implicit bi-
ases (Caliskan et al., 2017) and macro-scale his-
torical trends (Garg et al., 2018).

These studies have validated the use of word
embeddings to measure a range of psychologi-
cal and social contexts, yet in most cases, they
have failed to leverage the full power of avail-
able datasets. For example, the historical biases

presented in (Garg et al., 2018) are computed us-
ing decade-specific word embeddings produced
by training different Word2Vec (Mikolov et al.,
2013) models on a large corpus of historical text
from that decade. The authors then use a Pro-
crustes alignment to project embeddings from dif-
ferent models into the same vector space so they
can be compared across decades (Hamilton et al.,
2016). While this approach is reasonable when
there are large-scale datasets available for a given
attribute of interest (e.g. decade), it requires an
additional optimization step and also disregards
valuable training data that could be pooled and
leveraged across attribute values to help with both
training and regularization. This latter property
is particularly appealing—and necessary—in the
context of limited data.

In this paper, we use a simple, unified dynamic
word embedding model that jointly trains linguis-
tic information alongside any categorical variable
of interest—e.g. year, geography, income bracket,
etc.—that describes the context in which a particu-
lar word was used. We apply this model to a novel
data corpus—talk radio transcripts from stations
located in over 64 US cities—to explore the evo-
lution of perceptions about refugees during a one-
month period in late 2018. The results from our
model suggest the potential to use dynamic word
embeddings to obtain a granular, near real-time
pulse on how people feel about different issues in
the public sphere.

2 Model

2.1 Overview
Our dynamic embedding for word w is defined as

E(w,A) = γw + Σa∈A βaw (1)

where γw is an attribute-invariant embedding of w
computed across the entire corpus, βaw is the off-
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set for w with respect to attribute a across the set
of attributes A we are interested in computing the
word embedding with respect to. For example, if
we wish to compute the embedding for the word
“refugee” as it was used on the 25th day of a par-
ticular 30-day corpus of talk radio transcripts, we
would set w = refugee and A = {25}. This ap-
proach, as formalized in Equation 1 above, is iden-
tical to one introduced by (Bamman et al., 2014),
though finer details of our model and training dif-
fer slightly, as described below.

To learn γw and βaw, we train a neural network.
Our model is a simple extension to the distributed
memory (DM) model for learning paragraph vec-
tors originally introduced in (Le and Mikolov,
2014). The DM model uses a continuous bag-of-
words architecture to jointly train a paragraph ID
with a sequence of words sampled from that para-
graph to predict a particular word given the words
that surround it. The output of this model includes
a semantic vector representation of a) each para-
graph, and b) each word in the vocabulary.

Our model extends the DM model by adding
an additional dimension to the paragraph vec-
tor to learn specific paragraph-by-word—or, in
our context, attribute-by-word—embeddings (i.e.,
βaw). The penultimate layer (before word predic-
tion) is computed as an average of the dynamic
embeddings for each context word, i.e., X =
1
N ΣN

i=1E(wi, S,A), where N is the size of our
context window. This average embedding is then
multiplied by the output layer parameters and fed
through the final layer for word prediction. Figure
1 depicts our model architecture.

2.2 Implementation

We build on an existing PyTorch implementation
of paragraph vectors1 to implement our model,
setting the dimensionality of γw and βaw to be 100.
We use the Adam optimization algorithm with a
batch size of 128, word context window size of
8 (sampling four words to the left and right of
a target prediction word), learning rate of 0.001,
and L2 penalty to regularize all model parameters.
We only train embeddings for words that occur
at least 10 times in the corpus. For training, we
use the negative sampling loss function, described
in (Mikolov et al., 2013) to be much more efficient
than the hierarchical softmax and yield competi-

1Available at: https://github.com/inejc/
paragraph-vectors.

Figure 1: Our dynamic embedding model learns an at-
tribute invariant embedding for each training word w
(i.e., γw), along with an attribute-specific offset for at-
tribute A = {a1} (i.e., βa1

w ). The γw and βa1
w terms

are summed to computeE(w,A) for each context word
and averaged across words before classification. Figure
inspired by (Le and Mikolov, 2014).

tive results2. We train for 1 to 3 epochs and select
the model with the lowest loss.

2.3 Validation

To validate our model, we compare our results to
those produced via the decade-by-decade models
trained in (Garg et al., 2018) using the Corpus of
Historical American English (Davies, 2010). We
use the same metric and word lists as the authors
to compute bias scores. In particular, we com-
pute linguistic bias scores for two analyses pre-
sented in (Garg et al., 2018): the extent to which
female versus male words are semantically simi-
lar to occupation-related words, and the extent to
which Asian vs. White last names are semanti-
cally similar to the same, from 1910 through 1990.
We then compute correlations between changes
in these scores and the actual changes in female
and Asian workforce participation rates (relative
to men and Whites, respectively) over the same
time period.

Figure 2 depicts these results. The correlation
between our scores and changes in workforce par-
ticipation rates are similar to the correlation be-
tween the scores from (Garg et al., 2018) and the
same (r = 0.8, p = 0.01 and r = 0.81, p <
0.01, respectively, for gender occupation bias; r =
0.84, p < 0.01 and r = 0.79, p = 0.01, respec-
tively, for Asian/White occupation bias). Qualita-
tive inspection of Figure 2 suggests that our model
also produces smoother decade-by-decade scores,
suggesting that it not only identifies attribute-

2We include three noise words when computing the loss.
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Figure 2: Scores produced by (Garg et al., 2018) and
our model (blue dotted and green dashed lines, respec-
tively) compared to actual workforce participation rates
(solid lines) for gender (top) and Asian/White (bottom)
linguistic biases. To compare all values on a single y-
axis, we standardize both sets of bias scores and work-
force participation rates by subtracting the mean and
dividing by the standard deviation across decades.

specific fluctuations in word semantics, but also,
may provide a more general, regularized model for
learning attribute-conditioned word embeddings.
Future research should include a comparison of
our model’s outputs to the outputs of other dy-
namic word embedding models that treat time as
a continuously-valued attribute, e.g. (Bamler and
Mandt, 2017; Rudolph and Blei, 2018; Yao et al.,
2018).

3 Case study: refugee bias on talk radio

We are interested in applying our dynamic embed-
ding model to better-understand talk radio-show
biases towards refugees. Talk radio is a significant
source of news for a large fraction of Americans:
In 2017, over 90% of Americans over the age of 12
listened to some type of broadcast radio during the
course of a given week, with news/talk radio serv-
ing as one of the most popular types (Pew, 2018).
With listener call-ins and live dialog, talk ra-
dio provides an interesting source of information,
commentary, and discussion that distinguishes it
from discourse found in both print and social me-
dia. Given the proliferation of refugees and dis-

placed peoples in recent years (totalling nearly 66
million individuals in 2016 (UNHCR, 2017))—
coupled with the rise of talk radio as a particularly
popular media channel for conservative political
discourse (Mort, 2012)—analyzing bias towards
refugees across talk radio stations may provide a
unique window into a large portion of the Ameri-
can population’s views on the issue.

3.1 Dataset and analyses
Our data is sourced from talk radio audio data col-
lected by the media analytics nonprofit Cortico3.
Audio data is ingested from nearly 170 differ-
ent radio stations and automatically transcribed to
text. The data is further processed to identify dif-
ferent speaker turns into “snippets”; infer the gen-
der of the speaker; and compute other useful met-
rics (more details on the radio data pipeline can be
found in (Beeferman and Roy, 2018)).

We train our dynamic embedding model on two
talk radio datasets sourced from 83 stations lo-
cated in 64 cities across the US. Dataset 1 includes
4.4 million snippets comprised of 114 million
words produced by 390 shows between September
1 and 30, 2018. Dataset 2 includes over 4.8 mil-
lion snippets comprised of 119 million total words
produced by 433 shows between August 15, and
September 15, 20184. These datasets are used for
analyses 1 and 2, respectively, described below.

Finally, we define bias towards refugees simi-
lar to how the authors of (Garg et al., 2018) define
bias against Asians during the 20th century, mea-
suring to what extent radio shows associate “out-
sider” adjectives like “aggressive”, “frightening”,
“illegal”, etc. with refugee and immigrant-related
terms in comparison to all other adjectives. To
compute refugee bias scores with respect to the
attribute set A, we use the relative norm distance
metric from (Garg et al., 2018):

biasA = Σr∈R||E(r,A)−all||2−||E(r,A)−out||2
Where E(r,A) is the dynamic embedding for a

given word refugee word r in the set of all refugee-
related words R (e.g. “refugee”, ”immigrant”,
”asylum”, etc); all is the average dynamic embed-
ding computed for each w in the set of all adjec-
tives with respect to A; out is analogously defined
for outsider adjectives; and || · ||2 is the L2 norm.

3http://cortico.ai.
4As a rough proxy for removing syndicated content, we

include only those snippets produced by a talk radio shows
that air on one station.
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Figure 3: Bias towards refugees as outsiders across talk radio shows from mid-August to mid-September 2018: (a)
depicts bias scores computed using a “non-dynamic model”, i.e., training multiple Word2Vec models (one per day
of data) and then projecting these models into the same vector space using orthogonal Procrustes alignment, and (b)
depicts bias scores computed using our dynamic model. From qualitative inspection, the dynamic model appears
to regularize scores across days during which refugee-related news is likely less-salient in public discourse.

Figure 4: Bias towards refugees as outsiders computed
across cities for radio shows aired between September
1 and 30, 2018 (darker means more biased).

3.2 Analysis 1: refugee bias over time
We analyze how refugee biases on talk radio vary
by day between August 15 and September 15,
2018. We choose this interval to center on the
August 31, 2018 news story regarding the Trump
administration’s contentious decision to pull fund-
ing from a UN agency that supports Palestinian
refugees5. Our attribute of interest is the day in
which a particular snippet occurred. Figure 3(b)
illustrates the temporal variation in bias scores,
highlighting a notable shift towards greater bias
against refugees in response to the news story. In-
terestingly, bias towards refugees returns to pre-
event levels very quickly after the spike. Comput-
ing the correlation between daily bias scores and

5For historical coverage of different refugee-
related news events, please see https:
//www.nytimes.com/topic/subject/
refugees-and-displaced-people.

the number of mentions of the keyword “refugee”
across stations yields r = 0.56, p < 0.001, sug-
gesting that additional discourse about refugees
tends to be biased against them.

As a comparison, we also compute bias scores
by training one Word2Vec model per day and pro-
jecting all day-by-day models into the same vec-
tor space using orthogonal Procrustes alignment6

similar to (Hamilton et al., 2016). The resulting
scores from this non-dynamic model are depicted
in 3(a). From qualitative inspection, the day-by-
day scores produced by the non-dynamic model
appear much less smooth, and hence, fail to show
the relative shift in discourse that likely occurred
in response to a major refugee-related news event.
One possible reason for this is that the median
number of words for each day in the talk radio
corpus is 4 million—over 5x fewer than a me-
dian of 22 million words per decade used to train
each decade-specific model in (Garg et al., 2018).
These results suggest that using our dynamic em-
bedding approach is particularly valuable when
data is sparse for any given attribute.

3.3 Analysis 2: refugee bias by city

Next, we analyze how bias towards refugees varies
by city for talk radio produced between Septem-
ber 1 and 30, 2018. We first train our model
to learn a city-specific embedding for each word

6We use the Gensim implementations of Word2Vec and
orthogonal Procrustes alignment, aligning hyperparameters
as closely as possible to our dynamic model.
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and then use these embeddings to compute corre-
sponding bias scores, which are depicted in fig-
ure 4. Qualitatively, cities in the Southeastern US,
those closer to the US-Mexico border, and some
that have suffered from economic decline in recent
years (e.g. Detroit, MI; Youngstown, OH) tend to
have talk radio coverage that is more biased to-
wards refugees, though the trends are quite var-
ied. Interestingly, there is a weak negative, though
marginally insignificant, correlation between the
level of bias per city and the number of refugees
the city admitted in 20177 (r = −0.21, p = 0.1).
This relationship persists even after controlling
for state fixed effects. A more thorough analysis
with additional cities and other city-level covari-
ates may reveal meaningful patterns and perhaps
even help illuminate which geographies are par-
ticularly welcoming towards refugees.

4 Conclusion

In this paper, we present a unified dynamic
word embedding model mirroring the earlier work
of (Bamman et al., 2014) to learn attribute-specific
embeddings. We validated our model by repli-
cating gender and ethnic stereotypes produced
in (Garg et al., 2018) by training multiple word
embedding models and applied it to a novel cor-
pus of talk radio data to analyze how perceptions
of refugees as “outsiders” vary by geography and
over time. Our results illustrate that dynamic word
embeddings capture salient shifts in public dis-
course around specific topics, suggesting their po-
tential usefulness as a tool for obtaining a granu-
lar understanding of how the media and members
of the public perceive different issues, especially
when data is sparse.

Opportunities for future work include a) com-
paring the results of our model to other existing
dynamic embedding models, particularly when the
attribute of interest is temporal in nature, b) ex-
ploring embeddings defined with respect to other
attributes of interest, perhaps in combination with
other contextual embedding models like (Peters
et al., 2018), c) exploring alternative definitions
of bias towards refugees and other groups, and d)
learning a dynamic embedding model for contin-
uous attributes in order to limit the need to im-
pose (perhaps arbitrary) discretizations. We be-

7We sourced per-city 2017 refugee arrival numbers from
the Refugee Processing Center’s interactive reporting web-
page: http://ireports.wrapsnet.org/.

lieve these approaches hold promise in helping us
illuminate evolving attitudes and perceptions to-
wards different issues and groups across a rapidly
expanding digital public sphere.
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Abstract

Political discourse on social media mi-
croblogs, specifically Twitter, has become an
undeniable part of mainstream U.S. politics.
Given the length constraint of tweets, politi-
cians must carefully word their statements to
ensure their message is understood by their in-
tended audience. This constraint often elim-
inates the context of the tweet, making auto-
matic analysis of social media political dis-
course a difficult task. To overcome this chal-
lenge, we propose simultaneous modeling of
high-level abstractions of political language,
such as political slogans and framing strate-
gies, with abstractions of how politicians be-
have on Twitter. These behavioral abstrac-
tions can be further leveraged as forms of su-
pervision in order to increase prediction accu-
racy, while reducing the burden of annotation.
In this work, we use Probabilistic Soft Logic
(PSL) to build relational models to capture the
similarities in language and behavior that ob-
fuscate political messages on Twitter. When
combined, these descriptors reveal the moral
foundations underlying the discourse of U.S.
politicians online, across differing governing
administrations, showing how party talking
points remain cohesive or change over time.

1 Introduction

Over the last decade social media has taken a
central role in facilitating and shaping political
discourse. Such platforms are regularly used by
politicians across the political spectrum to directly
address the public and influence its opinion on a
wide range of current issues. This phenomenon
provides a tantalizing opportunity to study polit-
ical discourse at a large-scale by using computa-
tional methods to shed light on the ways in which
politicians express their views and frame the dis-
cussion to help promote these views. However, the
short and often ambiguous nature of social media

posts makes this analysis extremely challenging.
For example, consider the discussion around gun
regulation in the United States. Proponents of the
two opposing views, supporting and objecting the
imposing of gun regulations, tend to use similar
vocabulary when mass shooting events occur, such
as “thoughts and prayers”. This common phrase
can express solidarity with the victims and their
families or indicate that these actions are not suffi-
cient and further regulations should be imposed.
Given the wide range of real-world events and
policy issues discussed online, and the purposeful
ambiguity in the way in which they are discussed,
there is a clear need for abstracting over the spe-
cific issues and word choices in order to find com-
monalities in the way issues are presented.

Previous works in social psychology and po-
litical science suggest moral framing as a way
to explain the ideological differences that under-
lie the stances taken by liberals and conserva-
tives on different issues (Graham et al., 2009).
The Moral Foundations Theory (MFT) (Haidt
and Joseph, 2004; Haidt and Graham, 2007)
provides a theoretical framework for analyzing
moral framing, suggesting that human morality
is based on five key values, emerging from evo-
lutionary, social, and cultural origins. These
values are referred to as the moral foundations
and consist of Care/Harm, Fairness/Cheating,
Loyalty/Betrayal, Authority/Subversion and Pu-
rity/Degradation. These foundations are defined
in more detail in Section 3.

Consider the following examples, in the con-
text of the immigration debate, in which different
moral foundations can be used to justify different
stances. A conservative stance might view immi-
gration as a potential safety threat, and then frame
the discussion using the Care/Harm moral founda-
tion by emphasizing the lives lost at the hands of
“illegal immigrants”.
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Care/Harm

I know the faces of the parents of half the
children pictured below. Every victim be-
low would be alive today if we enforced our
immigration laws.

Alternatively, a liberal point of view could high-
light the origins of the United States as a na-
tion founded by immigrants and argue that immi-
grants today should receive a similar treatment.
This stance can be expressed using the Fairness
moral foundation by emphasizing that current im-
migrants should have access to the same rights.

Fairness/Cheating

We are a country of immigrants & refugees,
of people fleeing religious persecution &
seeking freedom, a country made strong by
diversity.

Our goal in this paper is to make headway to-
wards large-scale analysis of political discourse
using the Moral Foundations Theory. Tradition-
ally, analyzing text using Moral Foundations The-
ory relied on lexical resources, such as the Moral
Foundations Dictionary (Haidt and Graham, 2007;
Graham et al., 2009), which provides relevant key-
words for each foundation. This tool is not well
suited for text analysis on social media, given the
diversity of topics discussed and their ambiguity.
Using machine learning methods to automatically
predict the relevant moral foundations is a partial
solution, as keeping the model up-to-date as the
discussion shifts and new terms are introduced can
be difficult and time consuming.

Instead, we follow the intuition that when an-
alyzing political messaging on social media, the
context in which a message appears provides valu-
able information which can help support the deci-
sion and provide an alternative source of supervi-
sion. Instead of viewing the problem as a text clas-
sification problem, defined over the text alone, we
take into account the author of the tweet, as well
as their activities and social interactions (such as
retweeting and following other users). This infor-
mation is incorporated into a probabilistic graph-
ical model, which makes a global inference deci-
sion forcing consistency across the messages by
similar party members on the same issues. We use
Probabilistic Soft Logic (PSL) (Bach et al., 2013),
which specifies high level rules over relational rep-

resentations of the textual content and social inter-
actions between politicians on social media.

In this paper, we make two main contributions:
(1) We suggest global computational models for
operationalizing the Moral Foundations Theory.
Given the highly connected structure of the polit-
ical sphere on social media, identifying the sim-
ilarity between users’ ideologies based on their
behavior can significantly improve performance.
Our experiments in Section 5 validate this hypoth-
esis, showing that our modeling approach is able
to perform better than human annotation for moral
foundations classification in both supervised and
unsupervised settings, and highlighting that mod-
els using behavioral information can outperform
language-based baselines.

(2) We perform large-scale analyses, provid-
ing both intrinsic evaluations of moral foundations
prediction using our models, as well as case study
analyses of trends in U.S. political discourse on
various policy issues across administrations. Our
experiments show that there are distinct patterns
in which moral foundations are used to discuss is-
sues and that these patterns can shift over time in
response to the occurrence of new events.

2 Related Works

To the best of our knowledge, this is the first work
to leverage the interaction of social networks and
behavioral features on Twitter, in addition to lan-
guage, for the task of weakly-supervised modeling
and unsupervised classification of moral founda-
tions implied in social media political discourse.
Similar studies have used models which only em-
ploy language features for this task in a supervised
setting (Johnson and Goldwasser, 2018). These
language-based models serve as the baselines in
our experimental analyses.

Ideology measurement (Iyyer et al., 2014; Bam-
man and Smith, 2015; Sim et al., 2013; Djemili
et al., 2014), political sentiment analysis (Pla and
Hurtado, 2014; Bakliwal et al., 2013), and polls
based on Twitter political sentiment (Bermingham
and Smeaton, 2011; O’Connor et al., 2010; Tu-
masjan et al., 2010) are related to the study of ab-
stract language, specifically political framing anal-
ysis which is a key feature in the language baseline
of our approach. The association between Twitter
and framing in molding public opinion of events
and issues (Burch et al., 2015; Harlow and John-
son, 2011; Meraz and Papacharissi, 2013; Jang
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MORAL FOUNDATION AND DESCRIPTION

1. Care/Harm: Compassion for others, ability
to empathize, prohibiting actions that harm.
2. Fairness/Cheating: Fairness, justice, reci-
procity, rights, equality, proportionality, pro-
hibit cheating.
3. Loyalty/Betrayal: Group affiliation and sol-
idarity, virtues of patriotism, prohibiting be-
trayal of one’s group.
4. Authority/Subversion: Fulfilling social roles,
submitting to authority, respect for social hier-
archy/traditions, prohibiting rebellion.
5. Purity/Degradation: Associations with the
sacred and holy, religious notions which guide
how to live, prohibiting violating the sacred.
6. Non-moral: Does not match other moral
foundations.

Table 1: Brief Descriptions of Moral Foundations.

and Hart, 2015) has also been studied.
Connections between morality dimensions and

political ideology have been analyzed in the fields
of psychology and sociology (Graham et al., 2009,
2012). Moral foundations have also been used via
the Moral Foundations Dictionary (MFD) to iden-
tify the foundations in partisan news sources (Ful-
goni et al., 2016) and to construct features for
other downstream tasks (Volkova et al., 2017).
Several recent works have explored using data-
driven methods that go beyond the MFD to study
tweets related to specific events, rather than pol-
icy issues, such as natural disasters (Garten et al.,
2016; Lin et al., 2017).

3 Moral Foundations Theory and
Datasets

Moral Foundations Theory. The Moral Foun-
dations Theory (Haidt and Graham, 2007) was
proposed by psychologists and sociologists as a
way to analyze how morality develops, includ-
ing its similarities and differences, across cultures.
The theory consists of the five moral foundations
described in Table 1. Each foundation has a posi-
tive and negative aspect, e.g., the Care/Harm foun-
dation has a positive aspect, Care, and a negative
aspect, Harm. The goal of this work is to build
a relational model capable of classifying the im-
plied moral foundations which are used to express
stances in the tweets of U.S. politicians. To do so,
three datasets are used in our model design, evalu-

ation, and application.

The Congressional Tweets Dataset. The Con-
gressional Tweets Dataset (Johnson and Gold-
wasser, 2018) consists of the tweets of the 114th

Congress covering varying years and is annotated
to indicate which moral foundation is used in each
tweet. This dataset was collected in June 2016 us-
ing Twitter API collection methods. Therefore, for
each politician in this dataset, only the most recent
3200 tweets were recovered. In this work, we use
this dataset to design and evaluate our model in a
supervised and unsupervised setting.

Senate Tweets 2016. Using a combination of
web scraping and the Twitter API, we collected
the available tweets of all Senators during the year
2016. This approach allows us to overcome the
recovery limit of the Twitter API by scraping for
available tweet IDs, while still adhering to the
terms of service, i.e., if a politician deletes a tweet,
we are unable to recover it. This dataset will be
made publicly available for use by the community.

CongressTweets. CongessTweets is a collection
of the tweets of all congressional members in
2018 1. To facilitate comparison with the Senate
Tweets 2016 dataset, we used only the tweets of
senators from this collection. This dataset and the
Senate Tweets 2016 dataset (described previously)
are used in Section 6 for the qualitative application
of our models to the analysis of real world political
behavior.

4 Weakly-supervised Model Design

Global Modeling Using PSL. PSL is a declara-
tive modeling language used to specify weighted,
first-order logic formulas which are compiled into
the rules of a graphical model, specifically a hinge-
loss Markov Random Field. This model defines
a probability distribution over possible continuous
value assignments to the random variables of the
model (Bach et al., 2015). The defined probability
density function is represented as follows:

P (Y | X) =
1

Z
exp

(
−

M∑

r=1

λrφr(Y , X)

)

where Z is the normalization constant, λ is the
vector of weights, and

φr(Y,X) = (max{lr(Y, X), 0})ρr
1The dataset is available for download at:

https://github.com/alexlitel/congresstweets/tree/master/data.
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is the hinge-loss potential which represents a rule
instantiation. This potential is specified by the lin-
ear function lr and the optional exponent ρr ∈
1, 2. PSL has been used in a variety of network
modeling applications; for more details we refer
the reader to Bach et al..

PSL rules have the following form:

λ1 : P1(x) ∧ P2(x, y)→ P3(y)

λ2 : P1(x) ∧ P4(x, y)→ ¬P3(y)

where P1, P2, P3, P4 are predicates describing
language or behavioral features and x, y are vari-
ables. Each rule has a learned weight λ which
reflects that rule’s importance in the prediction.
Contrary to other probabilistic logical models,
concrete constants a, b (e.g., specific tweets or
other features), which instantiate the variables
x, y, are mapped to soft [0,1] assignments with
preference given to rules with larger weights.

Predicate Design. For each feature of interest,
represented as a predicate in PSL notation, scripts
are written to identify and extract the relevant in-
formation from tweets. Because of this initial step,
which operates on keywords to identify the ap-
propriate information for extraction, we refer to
our overall approach as weakly-supervised. Once
isolated, this information is transcribed into PSL
predicate notation and input to the rules of the
PSL models. Table 2 presents one example rule
for each PSL model used in this work.

The BASELINE model consists of language-
based features only. For this work, we recreated
the model and features of Johnson and Goldwasser
(2018): unigrams based on the Moral Founda-
tions Dictionary, political slogans represented by
bigrams and trigrams associated with each party
for each issue, ideological phrase indicators, and
frames. For more details on each of these features,
we refer the reader to their work.

The first row of Table 2 shows the use of uni-
gram indicators from the Moral Foundations Dic-
tionary (MFDM (T, U)) and ideological phrases
(PHRASE(T1, S)). For example, the predicate
MFDM (T, U) indicates that this tweet T has un-
igram U from the Moral Foundations Dictionary
(MFD) list of unigrams for an expected Moral
Foundation M. The rule in this row would there-
fore read as: if tweet T has unigram U from the
MFD list for moral M and has slogan S that be-
longs to a group of phrases, then we expect moral
M is implied in tweet T.

The next model, RETWEETS, builds upon the
language-based baseline by adding retweet infor-
mation into the prediction. Retweets are useful
because they are both textual indicators and minia-
ture representations of the network structure inher-
ent in the political sphere of Twitter. This feature
is therefore able to simultaneously capture both
the impact of language and social connections.

The FOLLOWING model takes this one step
further and incorporates the actual social net-
work into the PSL model. This predicate, FOL-
LOWS(T1, T2), indicates that the author of tweet
T1 follows the author of tweet T2. Since politi-
cians are likely to follow other politicians or Twit-
ter accounts that share similar ideologies and ide-
ology has been shown to be associated with moral
foundations, this PSL model can exploit the social
network relationships of politicians to detect sim-
ilar moral foundations patterns.

Lastly, the TEMPORAL PSL model adds infor-
mation about similar time activity between tweets.
Rules in this model indicate if tweets occur within
the same time frame as one another. For this work,
a time window of one day was used. This feature is
motivated by the observation that most politicians
tweet about an event on the day it occurs, and dis-
cussion of the event declines over time. Therefore,
if two politicians share similar moral viewpoints,
we expect them to use the same moral foundations
to discuss an event at the same time.

5 Quantitative Results

In this section, we present the quantitative results
of our weakly-supervised modeling approach eval-
uated under both supervised and unsupervised set-
tings. For both tasks, the weakly-supervised mod-
els are evaluated using the Congressional Tweets
Dataset because the annotations of this dataset
allow the predicted classifications to be verified.
For the supervised experiments, tweets were clas-
sified using five-fold cross validation with ran-
domly chosen splits. The results are shown in Ta-
ble 3. For the unsupervised experiments, shown
in Table 4, tweets were classified using the PSL-
provided implementation of a hard expectation-
maximization algorithm.

Evaluation Metrics. For evaluation, we use tra-
ditional multilabel classification metrics for preci-
sion and recall. These metrics are used in order
to accurately reflect how each tweet can represent
more than one moral foundation. The F1 score is
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PSL MODEL FEATURES EXAMPLE OF PSL RULE
BASELINE LANGUAGE MFDM (T, U) ∧ PHRASE(T1, S) →MORAL(T, M)
+RETWEETS RETWEETS RETWEETS(T1, T2) ∧ MORAL(T1, M) →MORAL(T2, M)
+FOLLOWING SOCIAL NETWORK FOLLOWS(T1, T2) ∧ MORAL(T1, M) →MORAL(T2, M)
+TEMPORAL TIME PATTERNS TEMPORAL(T1, T2) ∧ FOLLOWS(T1, T2) →MORAL(T1, M)

Table 2: Examples of PSL Model Rules. Each row shows an example of how the model combines rules from
previous models to build an increasingly comprehensive model.

MORAL FDN. RESULTS OF PSL MODEL PREDICTIONS
BASELINE +RETWEETS +FOLLOWING +TEMPORAL

CARE 67.78 67.78 69.75 75.59
HARM 73.68 73.64 73.32 77.65
FAIRNESS 75.48 75.48 80.14 85.40
CHEATING 60.00 60.00 61.02 65.81
LOYALTY 64.20 64.19 65.57 75.10
BETRAYAL 70.00 70.00 71.67 72.11
AUTHORITY 69.61 69.62 70.67 71.43
SUBVERSION 79.61 81.19 85.82 88.58
PURITY 80.41 80.43 81.29 85.95
DEGRADATION 73.47 72.30 72.83 74.42
NON-MORAL 83.33 83.35 88.27 92.31
AVERAGE 72.49 74.16 76.02 81.63

Table 3: F1 Scores of Supervised Experiments. Numbers in boldface indicate the highest prediction. The average
is the macro-weighted average F1 score over all moral foundations.

MORAL FDN. RESULTS OF PSL MODEL PREDICTIONS
BASELINE +RETWEETS +FOLLOWING +TEMPORAL

CARE 55.49 56.37 63.99 67.23
HARM 53.11 53.21 55.07 64.40
FAIRNESS 56.22 56.22 64.78 68.80
CHEATING 38.06 40.00 44.29 47.92
CHEATING 49.91 50.34 54.82 59.09
LOYALTY 50.00 50.00 51.79 57.78
BETRAYAL 52.32 52.73 56.43 58.15
AUTHORITY 55.80 57.61 62.04 64.40
SUBVERSION 62.11 62.54 63.422 67.50
PURITY 52.34 52.34 57.27 60.95
DEGRADATION 57.51 57.88 71.01 73.98
AVERAGE 52.69 53.57 61.20 64.75

Table 4: F1 Scores of Unsupervised Experiments. Numbers in boldface indicate the highest prediction. The
average is the macro-weighted average F1 score over all moral foundations.

the harmonic mean of these two measures. In this
work, the precision is calculated as the ratio of the
number of correctly predicted labels:

Precision =
1

T

T∑

t=1

|Yt ∩ h(xt)|
|h(xt)|

(1)

The recall then represents how many of the true
labels were predicted:

Recall =
1

T

T∑

t=1

|Yt ∩ h(xt)|
|Yt|

(2)

In both formulas, T is the total number of tweets,
Yt is the gold label for a tweet t, xt is a specific
tweet, and h(xt) are all the model-predicted labels
for tweet xt.

Analysis of Supervised Experiments. Super-
vised experiments were conducted using five-fold
cross validation with randomly chosen splits. The
first column of Table 3 shows the results when us-
ing only language-based features in the PSL mod-
els (Johnson and Goldwasser, 2018). Since we are
interested in showing the benefits of modeling so-
cial network and behavioral features in addition to
language features, we use this as our baseline to
show improvement against. The second column
presents results when politician retweet informa-
tion, i.e., when politicians retweet each other, is
included into the language model. Similarly, the
third column is when following information, i.e.,
when politicians are following another politician,
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(a) Republican Tweets 2016. (b) Republican Tweets 2018.

(c) Democrat Tweets 2016. (d) Democrat Tweets 2018.

Figure 1: Monthly Coverage of Moral Foundations in Republican and Democrat Tweets.

is used in the prediction. Finally, the last column
indicates the results when features related to the
timing of tweets are incorporated into the model.

This table shows that for all moral foundations
adding features of social or behavioral informa-
tion extracted from politician’s Twitter networks
improves the overall prediction, with a 9.14 point
increase in average F1 score over all foundations.

For most foundations however, incorporation of
retweet information did not increase the score, and
in some cases lowered the score. This could be due
to two likely reasons: first, there is a low quantity
of retweet information in this dataset, resulting in
too little social information to increase the score,
or second, many retweets are a copy of the orig-
inal tweet with little new information added. In
such cases, the model would only have access to
the language-based features used in the baseline.
However, based on the results of Table 3, retweet
information is a useful predictor of the Subversion
moral foundation. This is reflected in the data in
tweets where a politician from one political party
retweets a politician from the opposite party in or-
der to criticize their statement in the original tweet.

Analysis of Unsupervised Experiments. To the
best of our knowledge, this is the first work to eval-
uate the classification of moral foundations in po-
litical tweets in an unsupervised fashion. More-
over, prior works did not provide unsupervised
analyses for their findings. Therefore, we recon-
structed the language-based features to create a
language only PSL model, with results shown in
column one of Table 4). The remaining columns
of Table 4 correspond to the addition of each
social-behavioral network feature, similar to the
supervised testing approach.

From these results, we observe that the addition
of social and behavioral information results in the
best prediction in an unsupervised setting as well.
The final combined model has an improved aver-
age F1 score of 12.06 points over the language-
only baseline. Furthermore, approximately half of
the predictions exceed the reported inter-annotator
agreement of 67.2% for this dataset, calculated us-
ing Cohen’s Kappa coefficient (Johnson and Gold-
wasser, 2018), suggesting that weakly-supervised
models incorporating social and behavioral infor-
mation can help overcome the need for annotation,
even in an unsupervised approach.
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6 Qualitative Results

In this section, we present two case studies show-
ing the usefulness of the weakly-supervised mod-
els in an unsupervised setting for the analysis of
the relationships between moral foundations used
in social media discourse and real world political
behavior. Predicted moral foundations were ob-
tained by running the tweets from the two Senate
collections of 2016 and 2018, as described in Sec-
tion 3, through the unsupervised PSL model.

Figure 1 shows the predicted moral foundations
for each political party over the two years of 2016
and 2018. Figures 2 through 4 show the distribu-
tions of moral foundations used by each party in
tweets discussing specific events.

Case Study 1: Trends by Year. Figure 1(a) and
Figure 1(b) show the predicted moral foundations
of Republicans’ tweets in 2016 and 2018, respec-
tively, concerning the six issues studied in this
work: health care, women’s rights, gun violence,
immigration, terrorism, and LGBTQ rights. From
these two figures, we can see that Republicans fa-
vor the Care foundation, but still use the other
foundations as well throughout the year. However,
there is a greater concentration of tweets express-
ing Care in 2016 compared to 2018, in which use
of this foundation drops. Consequently, the use of
other moral foundations increases in 2018 and is
more evenly spread out throughout the year.

In Figure 1(a), there are two areas with peak use
of the Care foundation during 2016. The first is
around June and corresponds to increased Twitter
activity during Whole Woman’s Health v. Heller-
stedt, a Supreme Court case concerning women’s
rights to health care, and the Orlando Pulse Night-
club shooting, an event related to both terrorism
and gun violence. The second peak is during
the months of September and October and cor-
responds to increased activity in the months pro-
ceeding November in which the midterm elections
were held. Figure 1(b) also reflects this peak in
the months proceeding the midterm elections for
2018. Furthermore, activity in this time frame
spiked in July due to the Brett Kavanaugh nom-
ination hearings. Figures 1(c) and 1(d) sim-
ilarly show the predicted moral foundations of
Democrats’ tweets in 2016 and 2018, respectively.
Figure 1(c) shows that Democrats favor the first
four moral foundations (Care, Harm, Fairness, and
Cheating) more evenly. This only changes during

a spike in activity in June, over the same issues
which caused an increase in Republican activity.
However, the lower frequency of foundations used
in 2016 correlates with the more infrequent use of
Twitter by Democratic Senators.This changes dra-
matically in Figure 1(d), which shows that Demo-
cratic activity discussing these issues on Twitter
triples. Additionally, more moral foundations are
used throughout 2018 by Democrats.

Similar to Republicans in 2018, Democrats also
show a spike in activity and moral foundations
during the months of July to October. Tweets from
these months also correspond to the Kavanaugh
hearings and pre-election activity. An interesting
point between the two 2018 heatmaps is that both
Republicans and Democrats use the Care founda-
tion in their tweets in similar proportions during
these months, but their use of other foundations is
more varied.

Case Study 2: Event-specific Trends. We have
observed that when events occur, such as a shoot-
ing, Twitter activity discussing the event peaks on
the day of the event and gradually diminishes over
the following weeks. Figures 2 through 4 high-
light key events in 2016 and 2018 for three differ-
ent policy issues: gun violence, women’s rights,
and LGBTQ rights. Each heat map shows the
frequency of each moral foundation used by Re-
publicans and Democrats to discuss these specific
events, for one month after the event occurs.

Figure 2: Moral Foundations of Tweets Discussing
Shooting Events. The two columns on the left are pre-
dictions for tweets one month after the Orlando Pulse
Nightclub shooting. The two columns on the right
are predictions for tweets one month after the Marjory
Stoneman Douglas High School shooting.

Gun Violence. Figure 2 shows the predicted
moral foundations for tweets discussing two

106



events related to gun violence. The first is the June
12, 2016 shooting at the Pulse Nightclub in Or-
lando, Florida. The first column of the heat map
shows Republican moral foundations used to dis-
cuss this shooting. The second column shows the
foundations used by Democrats. Columns three
and four are the Republican and Democrat founda-
tions used to discuss the Marjory Stoneman Dou-
glas High School shooting on February 14, 2018.
For both parties, over both years, the first four
moral foundations (i.e., Care, Harm, Fairness, and
Cheating) are used more frequently than all oth-
ers. Similar to the yearly trends, Care is the most
used foundation to discuss these events. This is to
be expected because after shootings both parties
express their concern for the victims and families
and offer their “thoughts and prayers” to those af-
fected. Two interesting trends are shown in this
heat map: (1) an increase from 2016 to 2018 in
the use of the Care foundation by Republicans and
the Harm and Fairness foundations by Democrats,
and (2) increased use of the Cheating moral foun-
dation when compared to other events. This foun-
dation appears in tweets related to a lack of justice
for the victims of the shootings and their families,
as well as tweets discussing the need for blood do-
nations for the Orlando victims being hindered by
unjust blood donor restrictions.

Figure 3: Moral Foundations of Tweets Discussing
Events Related to Women’s Rights and the Supreme
Court. The two columns on the left are predictions for
tweets one month after the Whole Women’s Health v.
Hellerstedt Supreme Court case. The two columns on
the right are predictions for tweets during the month of
testimonies during the Brett Kavanaugh hearing.

Women’s Rights. Figure 3 presents a similar
heat map for two events related to women’s rights.
The first two columns are the predicted moral
foundations of Republican and Democrat tweets

for the Whole Woman’s Health v. Hellerstedt
Supreme Court case which determined that laws
enacted by Texas placed an undue burden on
women seeking a legal abortion, and thus were
unconstitutional. The second two columns cor-
respond to predicted foundations for tweets dis-
cussing the testimony of Dr. Christine Blasey Ford
in the Brett Kavanaugh Supreme Court nomina-
tion hearing. For both parties and years, the top
moral foundations used are Care, Harm, Author-
ity, and Non-moral. Interestingly, Democrats in
2016 discuss this issue in terms of Fairness, but
the use of Fairness in 2018 declines and is replaced
with Non-moral arguments. In 2016, both parties
use the Authority foundation to discuss support
or lack thereof for the Supreme Court and Presi-
dent Obama on this issue. However, in 2018, there
is a significant decrease in the use of this foun-
dation, while the use of the Non-moral founda-
tion increases for both parties. For Republicans in
2018, the top foundations are Care and Authority,
reflected in tweets which discuss a simultaneous
care and support for the hearing proceedings and
Kavanaugh’s reputation. Democrats, however, use
Care, Harm, and Fairness as their top foundations
to express concern about the potentially harmful
effect on legislation pertaining to women’s rights
that his nomination to the Supreme Court might
cause.

Figure 4: Moral Foundations of Tweets Discussing
Events Related to Transgender Rights. The two
columns on the left are predictions for tweets one
month after the North Carolina “bathroom bill”. The
two columns on the right are predictions for tweets
one month after the current administration announced
transgender people would not be allowed to serve in the
military.

LGBTQ Rights. Figure 4 presents a heat map
of predicted moral foundations concerning two
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events related to transgender rights. The leftmost
columns represent tweets discussing the passage
of the Public Facilities Privacy & Security Act
in North Carolina which constrains transgender
people to only access bathrooms corresponding
to their gender at birth. The rightmost columns
represent tweets discussing the current administra-
tion’s proposed ban prohibiting transgender peo-
ple from serving in the military.

For this issue, both parties use a dual Care-
Harm foundation to express concern over how the
legislation will harm differing populations. Differ-
ent from most issues, there is a greater emphasis
on the harm such legislation could cause, as evi-
denced by the significantly higher representation
of Harm foundation predictions for all groups, ex-
cept the Republicans in 2016.

7 Future Work and Conclusion

In this work, we concentrated our qualitative anal-
yses on a subset of issues and used only the tweets
of senators. In the future, we will expand the is-
sue coverage to include more in-depth analysis of
currently trending issues. We are also collecting
the tweets for the members of the House of Repre-
sentatives for the last 5 years and will incorporate
these tweets into our dataset.

We presented global, relational models for the
classification of moral foundations in political dis-
course on social media microblogs. We have
shown the usefulness of incorporating social and
behavioral information into the predictive models,
which perform well in both supervised and unsu-
pervised settings. These models can be used to
shed light on political discourse trends over time
and their relation to real-world events and policy
issues.
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