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Abstract

This paper describes the systems developed
for 1st and 2nd tasks of the 3rd Social Me-
dia Mining for Health Applications Shared
Task at EMNLP 2018. The first task focuses
on automatic detection of posts mentioning
a drug name or dietary supplement, a binary
classification. The second task is about dis-
tinguishing the tweets that present personal
medication intake, possible medication intake
and non-intake. We performed extensive ex-
periments with various classifiers like Logis-
tic Regression, Random Forest, SVMs, Gradi-
ent Boosted Decision Trees (GBDT) and deep
learning architectures such as Long Short-
Term Memory Networks (LSTM), jointed
Convolutional Neural Networks (CNN) and
LSTM architecture, and attention based LSTM
architecture both at word and character level.
We have also explored using various pre-
trained embeddings like Global Vectors for
Word Representation (GloVe), Word2Vec and
task-specific embeddings learned using CNN-
LSTM and LSTMs.

1 Introduction

The tasks (Davy Weissenbacher, 2018) involve
NLP challenges on social media mining for health
monitoring and surveillance and in particular
pharmaco-vigilance. This requires processing
noisy, real-world, and substantially creative lan-
guage expressions from social media. The pro-
posed systems should be able to deal with many
linguistic variations and semantic complexities in
various ways people express medication-related
concepts and outcomes. The tasks present several
interesting challenges including the noisy nature
of the data, the informal language of the user posts,
misspellings, and data imbalance.

Deep learning has the potential to improve anal-
ysis of social media text because of its ability to
learn patterns from unlabelled data (Arel et al.,
2010). This property has enabled deep learn-

ing to produce breakthroughs in the domain of
image, text and speech recognition. Moreover,
deep learning has the ability to generalize learnt
patterns beyond data similar to the training data,
which can be advantageous while dealing with so-
cial media text. Despite the breakthroughs brought
by deep learning, improvements are still to be
made to further optimise it and improve its perfor-
mance (LeCun et al., 2015). This paper proposes
to explore how the emerging advantages of deep
learning can be expanded upon to address the per-
tinent challenges for social media text analysis.

For Task 1, tweets are required to be distin-
guished those that mention any drug names or di-
etary supplement. For Task 2, the data-set con-
tains tweets mentioning a drug and the objective is
to classify the tweet into three classes. The class
descriptions are as follows: personal medication
intake tweets in which the user clearly expresses
a personal medication intake/consumption; possi-
ble medication intake tweets that are ambiguous
but suggest that the user may have taken the medi-
cation; non-intake tweets that mention medication
names but do not indicate personal intake.

2 Method

This section describes the deep learning architec-
tures we used for the tasks, described as follows:
1) CNN-LSTM 2) LSTM with attention mecha-
nism. The subsections give a brief description of
both of the approaches.

2.1 CNN-LSTM

With the development of deep learning, typical
deep learning models such as CNNs and recurrent
neural networks (RNNs) have achieved remark-
able results in computer vision and speech recog-
nition. Word embeddings, CNNs (Kim, 2014) and
RNNs (Graves, 2012) have been applied to text
classification and got good results. CNN and RNN
are two mainstream architectures for such model-
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ing tasks, which adopt totally different ways of
understanding natural languages. In this system,
we combine the strengths of both architectures
and use a novel and unified model called CNN-
LSTM (Zhou et al., 2015) for sentence classifica-
tion. CNN-LSTM utilizes CNN to extract a se-
quence of higher-level phrase representations, and
are fed into an LSTM to obtain the sentence rep-
resentation. We take the word embeddings as the
input of our CNN model in which windows of dif-
ferent length and various weight matrices are ap-
plied to generate a number of feature maps. After
convolution and pooling operations, the encoded
feature maps are taken as the input to the LSTM
model. The long-term dependencies learned by
LSTM can be viewed as the sentence- level rep-
resentation. The sentence-level representation is
fed to the fully connected network and the softmax
output reveals the classification result. The deep
learning algorithm we put forward to use for these
tasks differs from the existing methods in that our
model takes advantage of the encoded local fea-
tures extracted from the CNN model and the long-
term dependencies captured by the LSTM model.

2.2 LSTM with attention mechanism

A limitation of the usual LSTM architecture is that
it encodes the input sequence to a fixed length in-
ternal representation. This imposes limits on the
length of input sequences that can be reasonably
learned. A recently proposed method for easier
modeling of long-term dependencies is attention.
Attention mechanisms allow for a more direct de-
pendence between the state of the model at dif-
ferent points in time. Attention-based RNNs have
proven effective in a variety of sequence trans-
duction tasks, including machine translation (Bah-
danau et al., 2014), image captioning (Xu et al.,
2015), and speech recognition (Chan et al., 2016).
This is achieved by keeping the intermediate out-
puts from the LSTM from each step of the input
sequence and training the model to learn to pay
selective attention to these inputs and relate them
to items in the output sequence.

3 Experiment

This section details how the proposed approach is
applied to Task 1 and Task 2 data sets. Task 1 is a
binary classification problem and task 2 is a multi-
class classification problem. The dataset statistics
are given in Table 1 and Table 2. The dataset for

each task includes training data and test data.
As baselines, we experimented with several

classifiers like Logistic Regression, Random For-
est, SVMs, Gradient Boosted Decision Trees
(GBDT). We have used TF-IDF to extract the
feature values. We then used the CNN-LSTM
and attention based LSTM networks and are
trained (fine-tuned) using labeled data with back-
propagation. We have also experimented with
CNN-LSTM and attention based LSTM networks
by using pre-trained embeddings such as GloVE
and Word2vec for word level and we have also
experimented them at character level. These net-
works also learn task-specific word embeddings.
Therefore, for each of the networks, we also ex-
perimented by using these embeddings as features
and trained various classifiers like Logistic Re-
gression, Random Forest, SVMs, GBDT.

4 Results

We have submitted the top 3 systems for each task
on validation data. Table 3 and 4 describes the pre-
cision, recall and F1-score on the validation data
and test data for Task 1 respectively. We have
selected top 3 based on cumulative score of re-
call, precision and F1-score. On test data charac-
ter level LSTM-CNN gave the good precision and
F1-score whereas word level LSTM with attention
embeddings trained on Naive bayes classifier gave
the good recall. Table 5 and 6 describes the pre-
cision, recall and F1-score on the validation data
and test data for the Task 2. On test data charac-
ter level LSTM-CNN gave highest micro-averaged
precision, recall and F1-score.

5 Conclusion

In this paper we described briefly our two sys-
tems CNN-LSTM and LSTM with attention. We
have experimented both at character level and at
word level. We have also explored using differ-
ent pre-trained embeddings like Word2Vec, GloVe
and also with embeddings learned from deep neu-
ral network models combined with several classi-
fiers.
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Data Presence of drug Absence of drug

Train 3834 3572

Validation 959 893

Table 1: Task 1 Data Statistics

Data personal medication
intake

possible medication
intake non-intake

Train 2460 3932 5426

Validation 615 984 1357

Table 2: Task 2 Data Statistics

Method Precision Recall F Score

LSTM-CNN with GloVe (word level) 0.8537 0.8537 0.8537

LSTMattention with GloVe and Naive Bayes classifier
(word level)

0.8718 0.8718 0.8718

LSTM-CNN (character level) 0.8864 0.8864 0.8864

Table 3: Validation Data Results for Task 1

Method Precision Recall F Score

LSTM-CNN with GloVe (word level) 0.8963 0.82433 0.85881

LSTMattention with GloVe and Naive bayes classifier)
(word level)

0.86264 0.87202 0.86731

LSTM-CNN (character level) 0.91833 0.83976 0.87229

Table 4: Test Data Results for Task 1

Method Micro-averaged
Precision

Micro-averaged
Recall

Micro-averaged
F Score

LSTM-CNN with GloVe and GBDT
(word level)

0.683 0.683 0.683

LSTM attention with Word2Vec)
(word level)

0.706 0.694 0.694

LSTM-CNN (character level) 0.715 0.715 0.715

Table 5: Validation Data Results for Task 2
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Method Micro-averaged
Precision

Micro-averaged
Recall

Micro-averaged
F Score

LSTM-CNN with GloVe and GBDT
(word level)

0.350 0.365 0.358

LSTM attention with Word2Vec)
(word level)

0.409 0.363 0.385

LSTM-CNN (character level) 0.408 0.407 0.408

Table 6: Test Data Results for Task 2
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