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Preface

With the rapid of expansion of Chinese language materials on the Internet, the use of natural language
technology as a way of harnessing Chinese language content is drawing growing interest from
researchers around the globe. The rise of China as a global power with increasing influence on the
world stage is only fanning this interest. The Chinese language also has a number of characteristics
that make Chinese language processing particularly challenging and intellectually rewarding. To meet
the challenge, the first CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010) is
organized under the auspices of CIPS (Chinese Information Processing Society of China) and SIGHAN,
a Special Interest Group of the ACL.

The goal of CLP2010 is to bring together both established and aspiring researchers around the globe and
provide a unified forum for them to showcase their research achievements, share their ideas, and frame
research problems that are crucial in advancing the state-of-the-art in Chinese language processing.

There have been four successful international Chinese word segmentation bakeoffs sponsored by
SIGHAN that have greatly advanced the state-of-the-art in this area. This year, in addition to the
Chinese word segmentation task, the conference will include tasks in Chinese parsing, Chinese personal
name disambiguation and Chinese word sense induction, hence attracting wider participation.

The proceedings includes 5 invited papers from senior researchers and 20 regular papers carefully
reviewed and selected out of 31 submissions from different areas of Chinese language processing. The
four bakeoff tasks have attracted more than 68 groups to submit their results. The proceedings also
includes 4 overview papers that introduce the bakeoff tasks as well as the 44 bakeoff papers.

Last but not least, we would like to thank professors Chu-Ren Huang, Dan Jurafsky, Youqi Cao, and
Chenging Zong for initiating and proposing to hold this conference. We are also deeply indebted to the
reviewers for their tireless and generous work.

We wish you all an enjoyable and thought-provoking conference.

Le Sun and Keh-Jiann Chen CLP2010 General Co-Chairs
Qun Liu and Nianwen Xue CLP2010 Program Co-Chairs
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Word Segmentation needs change

— From a linguist’s view

Zhendong Dong
Research Center of Computer

dzd@keenage .com

Abstract

The authors propose that we need some
change for the current technology in
Chinese word segmentation. We should
have separate and different phases in the
so-called segmentation. First of all, we
need to limit segmentation only to the
segmentation of Chinese characters in-
stead of the so-called Chinese words. In
character segmentation, we will extract
all the information of each character.
Then we start a phase called Chinese
morphological processing (CMP). The
first step of CMP is to do a combination
of the separate characters and is then fol-
lowed by post-segmentation processing,
including all sorts of repetitive structures,
Chinese-style abbreviations, recognition
of pseudo-OOVs and their processing,
etc. The most part of post-segmentation
processing may have to be done by some
rule-based sub-routines, thus we need
change the current corpus-based meth-
odology by merging with rule-based
technique.

1 Introduction

Chinese word segmentation seems to be an old
grandma’s story. We very often hear some con-
tradictory remarks about its advance. Most of
reports from the evaluation tasks always gave us
positive, or even impressive results, such as over
96% accuracy, but some reports were rather
negative and expressed their deep concern. They
claimed that word segmentation was still entan-
gled in a difficult situation and no breakthrough
in real applications. By careful and longtime ob-

Qiang Dong
Canada Keentime Inc.
& Language Engineering, CAS donggiang@keenage . com

1

Changling Hao
Canada Keentime Inc.
support@keenage.com

servation, the incompetence is usually caused by
the coarseness in the currently prevalent tech-
nology.

We carefully observed some Chinese-English
MT systems and found some errors were caused
even in the very early stage of the processing,
that is, in the stage of word segmentation. No
matter the MT is statistics-based or rule-based,
they have their Achilles' heel in the segmenta-
tion stage. Can today’s prevalent technology
effectively cope with the problem? Or do we
need some change? The present technology is
characterized by its “trilogy”, that is, “corpora +
statistics (ML) + evaluation”. We regret to say
that many researchers today may be indulged in
methodology itself rather than the language they
have to target. They are enchanted by the scores
and ranks, but they forget the object they are
processing.

Therefore we propose that a Chinese morpho-
logical processing (CMP) should be taken to
replace the current Chinese word segmentation.
CMP includes the following components:

e  Chinese character processing (CCP)

e Initial combination of Chinese multi-
character expressions (CMES)

e  Morphological structure

(MSP)

processing

2  Chinese character processing
2.1  “Word” in Chinese

“Word or no word” may be an even older story
in Chinese linguistic circle. One assertion about
Chinese words may be quite popular, even to
most of western researchers in the NLP circle,
that is, different from English or other western
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languages, there is no space between Chinese
words and thus segmentation of a running text
into words is necessary for Chinese processing.
However, do words really exist in Chinese? It is
still a vexing and controversial issue. Some
Chinese grammarians argue that in Chinese there
are no words at all, but there are only characters
instead and some express their strong objection.

What is a Chinese “word”? It was reported
that the concept of “word” had not been intro-
duced into China until the very beginning of the
last century. In fact word is alien to Chinese. At
least the concept of word in Chinese is rather
vague. In Chinese there are no clear-cut distinc-
tion between characters and so-called word, ei-
ther between multi-character words and those
that are similar to English MWE. Ordinary Eng-
lish people may be surprised if they are told that
even in popular Chinese dictionaries there are no
entries equivalent to English “pork (J&WA)”,
“beef 2~ A", “egg (W FK)”, “rain (verb F)”,
“snow (verb )", but there are entries equiva-
lent to English “lower limbs(FJi%)”, “give or-
ders (F4)”, “appendicitis (E#4)”. There is
somewhat arbitrariness in recognition of Chinese
“words”, so the vocabulary in different Chinese
dictionaries may vary very greatly. Does a dic-
tionary take usage frequency into account when
it decides on its entries? Let’s compare their oc-
currence with the following entries in the dic-
tionary as shown in Table 1. Let’s compare the
occurrence with the following entries in different
dictionaries and in reference to Google’s results.
In Table 1, “-” indicates that the entry does not
occur and “+” indicates the entry occurs.

Results in
Google

Entries | 3 Popular dictionaries

- B
- B?
- AR E

S5k 32,500,000

51 - I
+ BE

- OB AR

24,300,000

B - B
+ s

- OB AR

16,600,000

! Modern Chinese Dictionary
2 Modern Chinese Standard Dictionary
® New Age Chinese-English Dictionary

+ I
- A
+ B A

B 6,760,000

B# + HIX
+ Five

+ OB I A

497,000

B - B
+ Five

+ iAo

409,000

+ PN
+ e
+ HTIARI

900,000

Table 1. Comparison of entry occurrence in
dictionaries

In a word, since “word” in Chinese is rather
vague, what is a better tactics we should take
then? The present word segmentation is bur-
dened too heavily. In comparison with English
tokenization, it goes too far. Does English to-
kenization deal with MWEs, such as “United
nations”, “free of charge”, “first lady”? Why
does Chinese word segmentation have to deal
with Chinese multi-character “word”?

2.2  Chinese character processing (CCP)

We propose that the real task of so-called Chi-
nese word segmentation is to segment a running
text into single characters with spaces between.
We call this processing Chinese character proc-
essing (CCP). CCP is in parallel with English
tokenization. In most cases CCP can achieve
100% accuracy. The most important task for
CCP is not only to segment a text, but also to
obtain various kinds of information (syntactic,
semantic) of every character. What will be fol-
lowed depends on the tasks to be designated.
Usually a demand-led morphological processing
will be taken.

3 Initial combination

In most cases, what we called initial combina-
tion of Chinese multi-character expressions
(CMEs) should be followed indispensably. It
may be either shallow or deep, and may be done
either with the help of a lexical database or a
corpus, and the longest matching may be the
frequently-used technique.



4 Morphological structure processing
(MSP)

Pseudo-OOVs

The first task of MSP is to recognize and process
Chinese OOVs. What are OOVs in English?
Normally if a string between two spaces in a
running text does not exist in the lexical
database or the corpus the processing system is
using, this string is taken as an OOV. However,
what is an OOV in Chinese then? It is really not
so easy to define an OOV in Chinese as in
English. The recognition of English OOVs may
be done in the phase of tokenization, but the
recognition of Chinese OOVs should, in a strict
sense, not be done in so-called word
segmentation. It should be regarded as a special
phase of the morphological processing. It is
commonly acknowledged that OOV recognition
is the most serious factor that impairs the
performance of current Chinese  word
segmentation.

We may first look at some instances of ma-
chine translation results and find the actual prob-
lems. The reason why we use MT systems to test
and evaluate segmentation is because this will
make it explicit and easy for human to assess.
One error in segmentation makes a 100% failure
in translation. In our examples, the translation (a)
is done by a statistical MT system and the trans-
lation (b) by a rule-based MT system. (C) is hu-
man translation, which may help make compari-
son and find the errors made by MT.

4.1

1. EERARNEM L H P 2020 FFRIZ 45,

(a) Americans even behind the bid to host
the 2020 Olympic Games in Nanjing.

(b) American people's strength holds out
in Nanjing and bids for the 2020 Olympic
Games.

(c) Americans fully backed up Nanijing’s
bid to host the 2020 Olympic Games.

Chinese OOVs can be roughly categorized
into two classes, one is true OOVs and the other
is pseudo-OO0Vs. The recognition and process-
ing of true OOVs can be done as English OOVs

are treated in English. However, the recognition
and processing of Chinese pseudo-OOVs should
be done by a special processing module. Chinese
pseudo-O0Vs includes two types: plain pseudo-

OOVs, such as “JJHE”, “yE k", “BFik”, “U 5™,
“EHE”, 5, and abbreviated pseudo-OOVs,
such as “ 0", “HHAd”, T, USSR
HuL, “BERURT, “4ERa AR, chdidssr,
AR R, A H .

e Plain pseudo-OOVs

A pseudo-OOV is a combinatory string of
Chinese characters in which each character car-
ries one of its original meanings and the way of
combination conforms to Chinese grammatical
pattern. In the above Chinese sentence the word
“JJHE” is a typical pseudo-OOV. “JJH#E” is a
combination of two characters, “Jj” and “#&”.
“7JJ” has four meanings, one of which is “do
one’s best”. “#£” has six meanings, one of which
is “back up”. Originally in Chinese dictionaries
we can find the following expressions similar to
the pattern of “JJ#£”, such as “Jji”, “J1%§”,
B LTSI I S VAN
GANDIE SARS T RS IE ANEPTE S L]
these expressions the character “JJ” carries the
same meaning as that in “Jj#£”, and the second
characters in the combinations are all actions.
Therefore the expression “Jj#£” is a grammati-
cal and meaningful pseudo-OOV. It should be
noticed that this kind of pseudo-OOV is highly
productive in Chinese. In addition to all the dic-
tionary entries that we listed above, we found
“J1M:(to strongly state)”and “7j$i(to strongly
resist)” are already used in the web. Its highly
occurrence in real texts calls our special atten-
tion. Let’s see how MT will tackle them poorly.

2. PPN TIBR 2 Ab5E .

(@) Chen multiple defense of human
doubt.

(b) Many old doubtful points of the man-
power of pleading.

(c) The pleader argued and showed many

doubtful points.



We wonder how the current technique of
segmentation tackles the problem. We are not
sure how one error in a segmentation effect the
score in Bakeoff.

Let’s look at two more examples and have a
brief discussion of them.

A ARSE W, G IR PR R
P SURIE NG

(a) According to neighbors reflected the
incident that day at noon there is a fast food
take-Lang came to the victim's home.

(b) According to the

neighbour's, a fast food takes out the my

information of

darling to been to victim's home at noon on
the day when the case happened.

(c) According to the neighbors, at noon on
the same day a fast food takeout boy came

to the victim’s house.

4. —E ABASBIZRIZE T .

(a) One officer was stabbed to death the
women pedicure.

(b) An officer is trimmed the foot daughter
and assassinated.

(c) An official was stabbed to death by the

girl pedicurist.

All the four erroneous MT translations above
originate from the so-called recognition of
O0Vs “4psZHE” and “1& |22 in the segmenta-
tion. The MT systems might make out “ 4h
sE”and “BE” or “fE 4 and “Z” separately, but
fail to recognize their combinations. The combi-
nation pattern of these two plain pseudo-OOVs
is a very typical and popular one in Chinese, just
similar to the suffix “-er” or “-or” in English to
derive a noun of a doer. “4=ZHE” is a combina-
tion of “#ps2”(takeout) and “EE”(boy). When a
MT failed to tackle it, the translation would be
SO poor.

o Abbreviated pseudo-OOVs

Different from English abbreviations or acro-
nyms, Chinese abbreviations in essence are con-
tracted forms of words and expressions. The
contraction is mainly related to three factors: (1)
maximal preservation of the original meaning; (2)
possible maintenance of Chinese grammatical
structural pattern; (3) consideration of accept-
ableness of rhythm. Let’s take “4if& 71" for ex-
ample. “4Ef273” is the contraction of
“dEPEa e /04 =7, The literal translation of the
expression is “maintain stability office”. Thus
the first part of the expression “4EJ FaE” is
contracted to “4E#2”, and the second part is con-
tracted to “7p”. “4E A E” grammatically is a
“verb + object” structure while “4E%%” can be
regarded as the same grammatical structure.
Grammatically “/rA%” is modified by
““dEPFase”, and in the contraction the word
“73” is also modified by the contraction “4Ef”.
As for acceptableness of rhythm, “4Ef2 75" is a
three-character expression, in which the first two
are a “verb + object structure and the last is sin-
gle. The structure of “2-character verb + 1-
character noun” is a highly-productive pattern of
noun expression in Chinese. So it is desirable to
process this type of structures before syntactic
processing. As the structure can usually be pat-
ternized, it is possible to have them well-
processed. We propose that we should deal with
it in the morphological processing stage.

4.2  Repetitive structures

First let’s look at a MT translation and see what
has happened when a Chinese repetitive struc-
ture is ill-processed.

5. KKRZFHFH, KT

(a) Come see Chuan Chuan, too small.
(b) You come to wear looking, it is too
small.

(c) Come and try on, it is too small.

The above two erroneous MT translations (a)
and (b) originate from the failure in dealing with
a typical verb structural pattern for expression to
urge someone to have a try. This pattern is:
“VVZE&?”, its actual meaning is “have a try” and



“to see if ...”. The literal translation of the above
instance “% % %" may be “put on, put on and
let’s have a look”. Similarly we can have
“WZNZFE™ (which can be literally translated as
“taste, taste, and let’s see™).

Chinese is unique with its various types of re-
petitive structures. They are by no means rare
phenomena in real texts. Any negligence or fail-
ure in the processing of repetitive structures will
surely spoil the succedent tasks. Unfortunately
this problem has not caught enough attention of
researchers and developers of word segmenta-
tion tools. Most of neglecters usually leave the
problem to the vocabulary that they collect.
Let’s compare the following two groups of
translations:

Group A

PRAHAF AT —Wr, JEAEMR LI K T .
& T HF AL K2

Group B

PRPAT- A — I, AN AT IR
AR T RO, X EEE T AR
Group Al

You listen carefully, is not where the leak
was.

He looked at the stop next to the train.
Group B1
Carefully you chew a chewing is not a

mint flavor.

He sat down, then back by the by.

The English translations of the repetitive
structures in Group Al are acceptable for the
structures “Wr—Wr” and “%& T &™ are no doubt
in the vocabulary. And the translations of Group
B are messy enough to show that the repetitive
structures become OOVs and are not well-
processed.

Generally most of Chinese repetitive struc-
tures originate from three word classes:

e Verb repetitive patterns:

AA Wrir, AEAR R 1%

ABAB i i, RS

A—ITA g, 5T A

AAE FEE, W2

AT —IXA [T, %7 4% 5T

e  Adjective repetitive patterns:

AA fds ﬁ?ﬁ?, ARANE 2
AABB B, KK 7 Wi s se
ABAB FUPE R, fE B AR o

o  Classifier repetitive patterns:

AA A GEEFDO
A4 (mﬁ%ﬁf"%)
—AA éﬁﬁ% /\/\, *@Eﬁﬁﬁ,
—IRIR
—A—A —f—f, —E—F,
—AN A RN R, e N2,

— 5 N —%%

All these patterns are highly productive in
Chinese. It will be impracticable for any Chinese
parsing or MT systems to leave all the resolu-
tions of them to the vocabulary rather than spe-
cial processing module.

4.3 Plain classifier and unit structures

Chinese is featured by its plenty of classifiers. In
many cases a concrete noun occurs idiomatically
with its particular classifier especially when
modified a numeral, for example, “—/> \”(a
person), “PHEHZ-"(two cars), “=/AJT3ER"(3
kilos of apples). The processing of this type of
structures will surely benefit the succeeding
parsing and even word sense disambiguation.
Besides the processing is comparatively easy
even in the early stage.

4.4  Chinese verb aspect processing

The verb aspect in Chinese is different from that
in English. In general, by using Chinese aspects,
we add some procedural tune to a verb rather
than relating to time. In other words Chinese
verb aspects give hints of the developmental
phases or results, or the capability or possibility
of the events. Chinese verb aspects are expressed
by the aspect markers, such as simple markers
b e T g
“Z” and compound markers “_I>k”, “ K27,
etc.

Again let’s look at two pair of Chinese-to-
English MT translations.

(6) HETHTAERZT,
kT

AN



(a) To dry too much work, a person in-
deed dry However come.

(b) The ones that should do have too
much work, one can not really be dry.

(c) I have too much work to do, | can

hardly cope with it.

(7) W AR BEA DA DOk K T

(a) Said the girl spoke to cry.

(b) The girl has cried saying.

(c) The girl began to weep while talking.

The messy translations tell us how serious the
impairment of the translation will be if we fail to
process the Chinese verb aspects.

Table 2 shows the meanings conveyed by
most Chinese aspect and its corresponding “as-
pect markers” and examples. Finally, when
speaking about Chinese aspect, one point we
would like to invite readers’ attention that dif-
ferent from the aspect of English. It is known
that English aspect is usually closely related to
tenses, for example, English verbs can be used in
progressive aspect with various tenses, such as
present progressive, progressive and future pro-
gressive tenses. However, Chinese aspects are
related to the development of the event itself, but
not related to the time when the event happens.

5 Conclusion

Is it time for Chinese NLP circle to rethink what
we have actually achieved in the word segmen-
tation and consider some radical change? How
much room left is there for the current trilogy to
improve? We propose that we should have mor-
phological processing to replace the so-called
word segmentation. We have designated new
tasks for the processing. In addition, we hope
that we should design and use a new evaluation
method. The general idea of new evaluation is to
use a post-segmentation, or post-morphological-
processing task, say, chunking, to evaluate,
rather than the present method of isochronous
self-testing.

sememe in .

HowNet meaning marker examples
}E;/;gfposel presupposing ok R
{vstart| % | . . VS X7 %F ~
i} R R

1 ~REWR
. i ~ I e
i{j{\il)%%c);ngonl progressive FALE ~F3E
H Y~Pi~zh F
_ T
g;:;}ntmua protractive e den iR
{Vend|5¢45} | terminative i N7~ P I
th W~Hi s
ok H~7 5
F -~ AT
2 -7
IS BT i~
{Vachieve| : HE | WRE~T
Yrop erfective
s! P g | ST
U Wr~T{HE AR
=
T BB
4 W~E N
wE | I
3L i
R | e~
PR '?H’T #/|\AT~
g;/}able| " | capable A 7~
fr | %
& far~Hm A~
N Al LARE~3 A
A
ETE
Rk | Vit
{Vincapable| | . ALk | A A~
Ve Y incapable T Ny =T,
ANk fiH~
AT | -
E}(g;smblel possible 5 12:%{1]‘2*-[]21:
{Viry[iik} | Trying G o o~
Table 2. Chinese aspect markers and their
meanings
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Abstract

Textual emotion recognition has gained a lot of
attention recent years; it is however less devel-
oped due to the complexity nature of emotion. In
this paper, we start with the discussion of a num-
ber of fundamental yet unresolved issues concern-
ing emotion, which includes its definition,
representation and technology. We then propose
an alternative solution for emotion recognition
taking into account of emotion causes. Two pilot
experiments are done to justify our proposal. The
first experiment explores the impact of emotion
recognition. It shows that the context contains rich
and crucial information that effectively help emo-
tion recognition. The other experiment examines
emotion cause events in the context. We find that
most emotions are expressed with the presence of
causes. The experiments prove that emotion cause
serves as an important cue for emotion recognition.
We suggest that the combination of both emotion
study and event analysis would be a fruitful direc-
tion for deep emotion processing.

1 Introduction

The study of emotion attracts increasingly greater
attention in the field of NLP due to its emerging
wide applications, such as customer care (Gupta et
al., 2010), and social information understanding
(Lisa and Steyvers, 2010). In contrast to sentiment,
which is the external subjective evaluation, emo-
tion mainly concentrates on the internal mental
state of human (Ortony et al., 1987). Emotion is
indeed a highly complicated concept that raises a
lot of controversies in the theories of emotion re-
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garding the fundamental issues such as emotion
definition, emotion structure and so on. The com-
plexity nature of emotion concept makes auto-
matic emotion processing rather challenging.

Most emotion studies put great effort on emo-
tion recognition, identifying emotion classes, such
as happiness, sadness, and fear. On top of this
surface level information, deeper level informa-
tion regarding emotions such as the experiencer,
cause, and result of an emotion, needs to be ex-
tracted and analyzed for real world applications.
In this paper, we discuss these two closely related
emotion tasks, namely emotion recognition and
emotion cause detection and how they contribute
to emotion processing.

For emotion recognition, we construct an emo-
tion corpus for explicit emotions with an unsuper-
vised method. Explicit emotions are emotions
represented by emotion keywords such as e.g.,
“shocked” in “He was shocked after hearing the
news”. In the course of emotion recognition, the
keyword in an explicit emotion expression is de-
leted and only contextual information remains. In
our pilot experiments, the context-based emotion
identification works fairly well. This implies that
plenty of information is provided in the context
for emotion recognition. Moreover, with an in-
depth analysis of the data, we observe that it is
often the case that emotions co-occur and interact
in a sentence. In this paper, we deal with emotion
recognition from a dependent view so as to cap-
ture complicated emotion expressions.

Emotion is often invoked by an event, which in
turn is very likely to elicit an event (Descartes
1649, James 1884, Plutchik 1980, Wierzbicka
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1999). Despite the fact that most researches rec-
ognize the important role of events in emotion
theories, little work, if not none, attempts to make
explicit link between events and emotion. In this
paper, we examine emotion constructions based
on contextual information which often contains
considerable relevant eventive information. In
particular, the correlations between emotion and
cause events will be explored based on empirical
data. Emotion causes refer to explicitly expressed
propositions that evoke the corresponding emo-
tions.

To enhance emotion recognition, we examine
emotion causes occurring in the context of an
emotion. First, we manually annotate causes for
emotions in our explicit emotion corpus. Since an
emotion cause can be a complicated event, we
model emotion cause detection as a multi-label
problem to detect a cross-clause emotion cause.
Furthermore, an in-depth linguistic analysis is
done to capture the different constructions in ex-
pressing emotion causes.

The paper is organized as follows. Section 2
discusses some related work regarding emotion
recognition and emotion cause detection. In Sec-
tion 3, we present our context-based emotion cor-
pus and provide some data analysis. Section 4
describes our emotion recognition system, and
discusses the experiments and results. In Section 5,
we examine our emotion cause detection system,
and discuss the performances. Finally, Section 6
concludes our main findings for emotion process-
ing from the event perspective.

2 Related Work

Most current emotion studies focus on the task of
emotion recognition, especially in affective lexi-
con construction. In comparison with emotion
recognition, emotion cause detection is a rather
new research area, which account for emotions
based on the correlations between emotions and
cause events. This section discusses the related
research on emotion recognition and emotion
cause detection.

2.1 Emotion Recognition

Although emotion recognition has been inten-
sively studied, some issues concerning emotion
remain unresolved, such as emotion definition,

emotion representation, and emotion classification
technologies.

For the emotion definition, emotion has been
well-known for its abstract and uncertain defini-
tion which hinders emotion processing as a whole.
Ortony et al., (1987) conducted an empirical study
for a structure of affective lexicon based on the
~500 words used in previous emotion studies.
However, most of the emotion corpora in NLP try
to avoid the emotion definition problem. Instead,
they choose to rely on the intuition of annotators
(Ren’s Blog Emotion Corpus, RBEC, Quan and
Ren, 2009) or authors (Mishne’s blog emotion
corpus, Mishne, 2005). Therefore, one of the cru-
cial drawbacks of emotion corpora is the problem
of poor quality. In this paper, we explore emotion
annotation from a different perspective. We con-
centrate on explicit emotions, and utilize their
contextual information for emotion recognition.

In terms of emotion representation, textual
emotion corpora are basically annotated using ei-
ther the enumerative representation or the compo-
sitional representation (Chen et al., 2009). The
enumerative representation assigns an emotion a
unique label, such as pride and jealousy. The
compositional representation represents an emo-
tion through a vector with a small set of fixed ba-
sic emotions with associated strength. For instance,
pride is decomposed into “happiness + fear” ac-
cording to Turner (2000).

With regard to emotion recognition technolo-
gies, there are two kinds of classification models.
One is based on an independent view (Mishne,
2005; Mihalcea and Liu, 2006; Aman and Szpa-
kowicz, 2007; Tokuhisa et al., 2008; Strapparava
and Mihalcea, 2008), and the other is a dependent
view (Abbasi et al, 2008; Keshtkar and Inkpen,
2009). The independent view treats emotions sep-
arately, and often chooses a single-label classifica-
tion approach to identify emotions. In contrast, the
dependent view takes into account complicated
emotion expressions, such as emotion interaction
and emotion co-occurrences, and thus requires
more complicated models. Abbasi et al. (2008)
adopt an ensemble classifier to detect the co-
occurrences of different emotions; Keshtkar and
Inkpen (2009) use iteratively single-label classifi-
ers in the top-down order of a given emotion hier-
archy. In this paper, we examine emotion
recognition as a multi-label problem and investi-
gate several multi-label classification approaches.



2.2 Emotion Cause Detection

Although most emotion theories recognize the
important role of causes in emotion analysis (Des-
cartes, 1649; James, 1884; Plutchik, 1962; Wierz-
bicka 1996), yet very few studies in NLP explore
the event composition and causal relation of emo-
tions. As a pilot study, the current study proposes
an emotion cause detection system.

Emotion cause detection can be considered as a
kind of causal relation detection between two
events. In other words, emotion is envisioned as
an event type which triggers another event, i.e.
cause event. We attempt to examine emotion
cause relations for open domains. However, not
much work (Marcu and Echihabi, 2002; Girju,
2003; Chang and Choi, 2006) has been done on
this kind of general causal relation for open do-
mains.

Most existing causal relation detection systems
contain two steps: 1) cause candidate identifica-
tion; 2) causal relation detection. However, Step 1)
is often oversimplified in real systems. For exam-
ple, the cause-effect pairs are limited to two noun
phrases (Chang and Choi, 2005; Girju, 2003), or
two clauses connected with selected conjunction
words (Marcu and Echihabi, 2002). Moreover, the
task of Step 2) often is considered as a binary
classification problem, i.e. “causal” vs. ‘“non-
causal”.

With regard to feature extraction, there are two
kinds of information extracted to identify the
causal relation in Step 2). One is constructions
expressing a cause-effect relation (Chang and
Choi, 2005; Girju, 2003), and the other is seman-
tic information in a text (Marcu and Echihabi,
2002; Persing and Ng, 2009), such as word pair
probability. Undoubtedly, the two kinds of infor-
mation often interact with each other in a real
cause detection system.

3 Emotion Annotated Sinica Corpus
(EASCO)

EASC is an emotion annotated corpus comprising
two kinds of sentences: emotional-sentence corpus
and neutral-sentence corpus. It involves two com-
ponents: one for emotion recognition, which is
created with an unsupervised method (Chen et al.
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2009), and the other is for emotion cause detection,
which is manually annotated (Chen et al. 2010).

3.1 The Corpus for Emotion Recognition

With the help of a set of rules and a collection of
high quality emotion keywords, a pattern-based
approach is used to extract emotional sentences
and neutral sentences from the Academia Sinica
Balanced Corpus of Mandarin Chinese (Sinica
Corpus). If an emotion keyword occurring in a
sentence satisfies the given patterns, its corre-
sponding emotion type will be listed for that sen-
tence. As for emotion recognition, each detected
keyword in a sentence is removed, in other words,
the sentence provides only the context of that
emotion. Due to the overwhelming of neutral sen-
tences, EASC only contains partial neutral sen-
tences besides emotional sentences. For
experiments, 995 sentences are randomly selected
for human annotation, which serve as the test data.
The remaining 17,243 sentences are used as the
training data.

In addition, in the course of creating the emo-
tion corpus, Chen et al. (2009) list the emotion
labels in a sentence using the enumerative repre-
sentation. Besides, an emotion taxonomy is pro-
vided to re-annotate an emotion with the
compositional representation. With the taxonomy,
an emotion is decomposed into a combination of
primary emotions (i.e. happiness, fear, anger,
sadness, and surprise).

From this corpus, we observe that ~54% emo-
tional sentences contain two emotions, yet only
~2% sentences contain more than two emotions.
This implies emotion recognition is a typical mul-
ti-label problem. Particularly, more effort should
be put on the co-occurrences of two emotions.

3.2 The Corpus for Emotion Cause De-

tection

Most emotion theories agree that the five primary
emotions (i.e. happiness, sadness, fear, anger, and
surprise) are prototypical emotions. Therefore, for
emotion cause detection, we only deal with the
emotional sentences containing a keyword repre-
senting one of these primary emotions. Beyond a
focus sentence, its context (the previous sentence
and the following sentence) is also extracted, and
those three sentences constitute an entry. After



filtering non-emotional and ambiguous sentences,
5,629 entries remain in the emotion cause corpus.

Each emotion keyword is annotated with its
corresponding causes if existing. An emotion
keyword can sometimes be associated with more
than one cause, in such a case, both causes are
marked. Moreover, the cause type is also identi-
fied, which is either a nominal event or a verbal
event (a verb or a nominalization).

From the corpus, we notice that 72% of the ex-
tracted entries express emotions, and 80% of the
emotional entries have a cause, which means that
causal event is a strong indicator for emotion rec-
ognition.

Furthermore, since the actual cause can some-
times be so complicated that it involves several
events, we investigate the span of a cause text as
follows. For each emotion keyword, an entry is
segmented into clauses with some punctuations,
and thus an entry becomes a list of cause candi-
dates. In terms of the cause distribution, we find
~90% causes occurring between ‘left_2’ and
‘right_1". Therefore, our cause search is limited to
the list of cause candidates which contains five
text units, i.e. <left_2, left_1, left_0, right_O,
right_1>. If the clause where emotion keyword
locates is assumed as a focus clause, ‘left_2’ and
‘left_1" are the two previous clauses, and ‘right_1’
is the following one. ‘left_0’ and ‘right_0’ are the
partial texts of the focus clause, which locate in
the left side of and the right side of the emotion
keyword, respectively. Finally, we find that ~14%
causes occur cross clauses.

4 Emotion Processing with multi-label

models

Multi-label Classification for Emo-
tion recognition

4.1

Based on our corpus, two critical issues for emo-
tion recognition need to be dealt with: emotion
interaction and emotion co-occurrences. Co-
occurrence of multiple emotions in a sentence
makes emotion recognition a multi-label problem.
Furthermore, the interaction among different emo-
tions in a sentence requires a multi-label model to
have a dependent view. In this paper, we explore
two simple multi-label models for emotion recog-
nition.
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The Binary-based (BB) model. decompose the
task into multiple independent binary classifiers
(i.e., “1” for the presence of one emotion; “0” for
the absence of one emotion), where each emotion
is allocated a classifier. For each test instance, all
labels (emotions) from the classifiers compose a
vector.

The label powset (LP) model: treat each possible
combination of labels appearing in the training
data as a unique label, and convert multi-label
classification to single-label classification.

Both the BB model and the LP model need a
multi-class classifier. For our experiment, we
choose a Max Entropy package, Mallet'. In this
paper, we use only words in the focus sentence as
features.

4.2 Emotion Recognition Experiments

To demonstrate the impact of our context-based
emotion corpus to emotion recognition, we com-
pare EASC data to Ren’s Blog Emotion Corpus
(RBEC). RBEC is a human-annotated emotion
corpus for both explicit emotions and implicit
emotions. It adopts the compositional representa-
tion with eight emotion dimensions (anger, anxi-
ety, expect, hate, joy, love, sorrow, and surprise).
For each dimension, a numerical value ranging in
{0.0, 0.1, 0.2... 1.0} indicates the intensity of the
emotion in question. There are totally 35,096 sen-
tences in RBEC. To fairly compare with the
EASC data, we convert a numerical value to a
binary value. An emotion exists in a sentence only
when its corresponding intensity value is greater
than 0.

For RBEC data, we use 80% of the corpus as
the training data, 10% as the development data,
and 10% as the test data. For EASC, apart from
the test data, we divide its training data into two
sets: 90% for our training data, and 10% for our
development data. For evaluation of a multi-label
task, three measures are used: accuracy (extract
match ratio), Micro F1, and Macro F1. Accuracy
is the extract match ratio of the whole assignments
in data, and Micro F1 and Macro F1 are the aver-

! http://mallet.cs.umass.edu/



Table 1: The overall performances for the multi-label models

EASC RBEC
BB LP BB LP
Accuracy 21.30 28.07 22.99 28.33
Micro F1 41.96 46.25 44.77 44.74
Macro F1 34.78 35.52 36.48 38.88

age scores of F scores of all possible values for all
variables. Micro F1 takes the emotion distribution
into account, while Macro F1 is just the average
of all F scores. Note that due to the overwhelming
percentage of value O in the multi-label task, dur-
ing the calculating of Micro F1 and Macro FI,
most previous multi-label systems take only value
1 (indicating the existence of the emotion) into
account.

In Table 1, we notice that the emotion recogni-
tion system on our context-based corpus achieves
similar performance as the one on human-
annotated corpus. This implies that there is rich
contextual information with respect to emotion
identification.

5 Emotion Cause Detection

Most emotion theories agree that there is a strong
relationship between emotions and events (Des-
cartes 1649, James 1884, Plutchik 1980, Wierz-
bicka 1999). Among the rich information in the
context of an emotion, cause event is the most
crucial component of emotion. We therefore at-
tempt to explore emotion causes, and extract
causes for emotion automatically.

5.1 Emotion Cause Detection

Based on the cause distribution analysis in Section
3.2, in contrast to binary classification used in
previous work, we formalize emotion cause detec-
tion as a multi-label problem as follows.

Given an emotion keyword and its context, its
label is the locations of its causes, such as “left_1,
left_0”. Then, we use the LP model to identify the
cause for each sentence as well as an emotion
keyword. With regard to emotion cause detection,
the LP model is more suitable than the BB model
because the LP model can easily capture the pos-
sible label combinations.

In terms of feature extraction, unlike emotion
recognition, emotion cause detection relies more
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on linguistic constructions, such as “The BP oil
spill makes the country angry”, “I am sad because
of the oil spill problem” and so on.

According to our linguistic analysis, we cre-
ate 14 patterns to extraction some common emo-
tion cause expressions. Some patterns are
designed for general cause detection using linguis-
tic cues such as conjunctions and prepositions.
Others are designed for some specific emotion
cause expressions, such as epistemic markers and
reported verbs. Furthermore, to avoid the low
coverage problem of the rule-based patterns, we
create another set of features, which is a group of
generalized patterns. For details, please refer to
Chen et al. (2010).

5.2 Experiments

For EASC, we reserve 80% as the training data,
10% as the development data, and 10% as the test
data. For evaluation, we first convert a multi-label
tag outputted from our system into a binary tag
(Y’ means the presence of a causal relation; ‘N’
means the absence of a causal relation) between
the emotion keyword and each candidate in its
corresponding cause candidates. We then adopt
three common measures, i.e. precision, recall and
F-score, to evaluate the result.

A naive baseline is designed as follows: The
baseline searches for the cause candidates in the
order of <left_1, right_0, left_2, left_O, right_1>.
If the candidate contains a noun or a verb, this
clause is considered as a cause and the search
stops.

Table 2 shows the overall performances of our
emotion cause detection system. First, our system
based on a multi-label approach as well as power-
ful linguistic features significantly outperforms
the naive baseline. Moreover, the greatest im-
provement is attributed to the 14 linguistic pat-
terns (LP). This implies the importance of
linguistic cues for cause detection. Moreover, the
general patterns (GP) achieve much better per-



formance on the recall and yet slightly hurt on the
precision.

The performances (F-scores) for ‘Y’ and ‘N’
tags separately are shown in Table 3. First, we
notice that the performances of the ‘N’ tag are
much better than the ones of ‘Y’ tag. Second, it is
surprising that incorporating the linguistic features
significantly improves the ‘Y’ tag only (from 33%
to 56%), but does not affect ‘N’ tag. This suggests
that our linguistic features are effective to detect
the presence of causal relation, and yet do not hurt
the detections of ‘non_causal’ relation. Further-
more, the general feature achieves ~8% improve-
ments for the ‘Y’ tag.

Table 2: The overall performance with different
feature sets of the multi-label system

Precision Recall | F-score
Baseline 56.64 57.70 56.96
LP 74.92 66.70 69.21
+ GP 73.90 72.70 73.26

Table 3: The separate performances for ‘Y’ and
‘N’ tags of the multi-label system

¥ N
Baseline 33.06 80.85
LP 48.32 90.11
+ GP 56.84 89.68

6 Discussions

Many previous works on emotion recognition
concentrated on emotion keyword detection.
However, Ortony et al. (1987) pointed out the dif-
ficulty of emotion keyword annotation, be it man-
ual or automatic annotation. Emotion keywords
are rather ambiguous, and also contain other in-
formation besides affective information, such as
behavior and cognition. Therefore, contextual in-
formation provides important cues for emotion
recognition. Furthermore, we propose an alterna-
tive way to explore emotion recognition, which is
based on emotion cause. Through two pilot ex-
periments, we justify the importance of emotion
contextual information for emotion recognition,
particularly emotion cause.
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We first examine emotion processing in terms
of events. Context information is found to be very
important for emotion recognition. Furthermore,
most emotions are expressed with the presence of
causes in context, which implies that emotion
cause is the crucial information for emotion rec-
ognition. In addition, emotion cause detection also
explores deep understanding of an emotion. Com-
pared to emotion recognition, emotion cause de-
tection requires more semantic and pragmatic
information. In this paper, based on the in-depth
linguistic analysis, we extract different kinds of
constructs to identify cause events for an emotion.

To conclude, emotion processing is a compli-
cated problem. In terms of emotion keywords,
how to understand appropriately to enhance emo-
tion recognition needs more exploration. With
respect to emotion causes, first, event processing
itself is a challenging topic, such as event extrac-
tion and co-reference. Second, how to combine
event and emotion in NLP is still unclear, but it is
a direction for further emotion studies.
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Abstract

Sentence segmentation is a fundamental
issue in Classical Chinese language
processing. To facilitate reading and
processing of the raw Classical Chinese
data, we propose a statistical method to
split unstructured Classical Chinese text
into smaller pieces such as sentences and
clauses. The segmenter based on the
conditional random field (CRF) model is
tested under different tagging schemes
and various features including n-gram,
jump, word class, and phonetic informa-
tion. We evaluated our method on four
datasets from several eras (i.e., from the
5th century BCE to the 19th century).
Our CRF segmenter achieves an F-score
of 83.34% and can be applied on a varie-
ty of data from different eras.

1 Introduction

Chinese word segmentation is a well-known and
widely studied problem in Chinese language
processing. In Classical Chinese processing, sen-

tence segmentation is an even more vexing issue.

Unlike English and other western languages,
there is no delimiter marking the end of the word
in Chinese. Moreover, not only is there a lack of
delimiters between the words, almost all pre-
20th century Chinese is written without any
punctuation marks. Figure 1 shows photocopies
of printed and hand written documents from the
19th century. Within any given paragraph, the
Chinese characters are printed as evenly spaced
characters, with nothing to separate words from
words, phrases from phrases, and sentences from
sentences. Thus, inside a paragraph, explicit
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boundaries of sentences and clauses are lacking.
In order to understand the structure, readers of
Classical Chinese have to manually identify
these boundaries during the reading. This
process is called Classical Chinese sentence
segmentation, or Judo ( {/7#1).

For example, the opening lines of the Daoist
classic Zhuangzi originally lacked segmentation:

J*/morth Fl/ocean & |/have Fiu/fish £l /it #)/name
Eb/is fifl/Kun (a kind of big fish) #/Kun V/of
A /big T+/not Hli/know #$/how — /thousand E!
/mile “*/exclamation

The meaning of the text is hard to interpret
without segmentation. Below is the identical text
as segmented by a human being. It is clearly
more readable.

J5ER0E | E:L/in the north ocean there is a fish
& FREEL /its name is Kun

#il I7 A /the size of the Kun

AT B4/ don’t know how many
thousand miles the fish is

However, sentence segmentation in Classical
Chinese is not a trivial problem. Classical Chi-
nese sentence segmentation, like Chinese word
segmentation, is inherently ambiguous. Individ-
uals generally perform sentence segmentation in
instinctive ways. To identify the boundaries of
sentences and clauses, they primarily rely on
their experience and sense of the language rather
than on a systematic procedure. It is thus diffi-
cult to construct a set of rules or practical proce-
dures to specify the segmentation of the infinite
variety of Classical Chinese sentences.

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 15-22,
Beijing, August 2010
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Because of the importance of sentence seg-
mentation, beginning in the 20th century, some
editions of the Chinese classics have been labor-
intensively segmented and marked with modern
punctuation. However, innumerable documents
in Classical Chinese from the centuries of Chi-
nese history remain to be segmented. To aid in
processing these documents, we propose an au-
tomated Classical Chinese sentence segmenta-
tion approach that enables completion of seg-
mentation tasks quickly and accurately. To con-
struct the sentence segmenter for Classical Chi-
nese, the popular sequence tagging models, con-
ditional random field (CRF) (Lafferty et al.,
2001), are adopted in this study.

The rest of this paper is organized as follows.
First, we describe the Classical Chinese sentence
segmentation problem in Section 2. In Section 3,
we review the relevant literature, including sen-
tence boundary detection (SBD) and Chinese
word segmentation. In Section 4, we introduce
the tagging schemes along with the features, and
show how the sentence segmentation problem
can be transformed into a sequence tagging
problem and decoded with CRFs. In Section 5,
the experimental setup and data are described. In
Section 6, we report the experimental results and
discuss the properties and the challenges of the
Classical Chinese sentence segmentation prob-
lem. Finally, we conclude the remarks in Section
7.

2 Problem Description

The outcomes of Classical Chinese sentence
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segmentation are not well-defined in linguistics
at present. In general, the results of segmentation
consist of sentences, clauses, and phrases. For
instance, in the segmented sentence “P5'f5,* /
bt ) AP VT RIATIR 4, SRR (“the
mists on the mountains like wild horses”) and
“Ha4” (“the dust in the air”) are phrases, and
GV I EIAE (“the living creatures blow
their breaths at each other”) is a clause. A
sentence such as “¥i I'J hL= [ 1 ['ﬁ“l” (“I do
not believe it because it is ridiculous.”) is a short
sentence itself, and does not require any
segmentation. For a given text, there is no strict
rule to determine at which level the
segmentation should be performed. For instance,
the opening lines of the Daoist classic Daodejing
is fﬁﬁfﬁ:ﬂzﬁlfﬁ a ?,:J]EF{?J’ £1” (“The way
that can be spoken is not the eternal way. The
name that can be given is not the eternal name.”)
wlgih 12 us?aIIX se’g’gmented as “Jfif' /7 IEF'JIE
IR e/ ;’]E”FI /", but may also be segmented
as “JfL / f'ip } J]Efpljfﬁ B E’IEF{IJ 7.
Either segmentation is reasonable.

In this paper, we do not distinguish among the
three levels of segmentation. Instead, our system
learns directly from the human-segmented cor-
pus. After training, our system will be adapted to
perform human-like segmentation automatically.
Further, we do not distinguish the various out-
comes of Classical Chinese sentence segmenta-
tion. Instead, for the sake of convenience, every
product of the segmentation process is termed
“clause” in the following sections.

2



3 Related Work

Besides Classical Chinese, sentence boundary
detection (SBD) is also an issue in English and
other western languages. SBD in written texts
and speech represents quite different problems.
For written text, the SBD task is to distinguish
periods used as the end-of-sentence indicator
(full stop) from other usages, such as parts of
abbreviations and decimal points. By contrast,
the task of SBD in speech is closely related to
the task of Classical Chinese sentence segmenta-
tion. In speech processing, the outcome of
speech recognizers is a sequence of words, in
which the punctuation marks are absence, and
the sentence boundaries are thus lacking. To re-
cover the syntactic structure of the original
speech, SBD is required.

Like Classical Chinese sentence segmentation,
the task of SBD in speech is to determine which
of the inter-word boundaries in the stream of
words should be marked as end-of-sentence, and
then to divide the entire word sequence into in-
dividual sentences. Empirical methods are com-
monly employed to deal with this problem. Such
methods involve many different sequence labe-
ling models including HMMs (Shriberg et al.,
2000), maximum entropy (Maxent) models (Liu
et al.,, 2004), and CRFs (Liu et al., 2005).
Among these, a CRF model used in Liu et al
(2005) offered the lowest error rate.

Chinese word segmentation is a problem
closely related to Classical Chinese sentence
segmentation. The former identifies the bounda-
ries of the words in a given text, while the latter
identifies the boundaries of the sentences, claus-
es, and phrases. In contrast to sentences and
clauses, the length of Chinese words is shorter,
and the variety of Chinese words is more limited.
Despite the minor unknown words, most of the
frequent words can be handled with a dictionary
predefined by Chinese language experts or ex-
tracted from the corpus automatically. However,
it is impossible to maintain a dictionary of the
infinite number of sentences and clauses. For
these reasons, the Classical Chinese sentence
segmentation problem is more challenging.

Methods of Chinese word segmentation can
be mainly classified into heuristic rule-based
approaches, statistical machine learning ap-
proaches, and hybrid approaches. Hybrid ap-
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proaches combine the advantages of heuristic
and statistical approaches to achieve better re-
sults (Gao et al., 2003; Xue, 2003; Peng et al.,
2004).

Xue (2003) transformed the Chinese word
segmentation problem into a tagging problem.
For a given sequence of Chinese characters, the
author applies a Maxent tagger to assign each
character one of four positions-of-character
(POC) tags, and then coverts the tagged se-
quence into a segmented sequence. The four
POC tags used in Xue (2003) denote the posi-
tions of characters within a word. For example,
the first character of a word is tagged “left
boundary”, the last character of a word is tagged
“right boundary”, the middle character of a word
is tagged “middle”, and a single character that
forms a word by itself is tagged “single-
character-word”. Once the given sequence is
tagged, the boundaries of words are also re-
vealed, and the task of segmentation becomes
straightforward. However, the Maxent models
used in Xue (2003) suffer from an inherent the
label bias problem. Peng et al (2004) uses the
CRFs to address this issue. The tags used in
Peng et al (2004) are of only two types, “start”
and “non-start”, in which the “start” tag denotes
the first character of a word, and the characters
in other positions are given the “non-start” tag.

The closest previous works to Classic Chinese
sentence segmentation are Huang (2008) and
Zhang et al. (2009). Huang combined the Xue’s
tagging scheme (i.e., 4-tag set) and CRFs to ad-
dress the Classical Chinese sentence segmenta-
tion problem and reported an F-score of 80.96%
averaged over various datasets. A similar work
by Zhang et al. reported an F-score of 71.42%.

4 Methods

Conditional random field is our tagging model,
and the implementation is CrfSgd 1.3' provided
by Léon Bottou. As denoted by the tool name,
the parameters in this implementation are opti-
mized using Stochastic Gradient Descent (SGD)
which convergences much faster than the com-
mon optimization algorithms such as L-BFGS
and conjugate gradient (Vishwanathan, et al.,
2006). To construct the sentence segmenter on

" http://leon.bottou.org/projects/sgd



CRF, the tagging scheme and the feature func-
tions play the crucial roles.

4.1 Tagging Schemes

In the previous works (Huang, 2008; Zhang et
al., 2009), POC tags used in Chinese word seg-
mentation (Xue, 2003) are converted to denote
the positions of characters within a clause. The
4-tag set is redefined as L (“the left boundary of
a clause”), R (“the right boundary of a clause”),
M (“the middle character of a clause”), and S (“a
single character forming a clause”). For example,
the sentence “jh{ﬁ\l'?JF (E £ E’: hERLERL 1/ 4\7 il”_[;\‘.«
- EI+9” should be tagged as follows

5L FUM E /M VR F/L E/M E/M 8H/R 81
/LM ‘k/RT /L HI/M 3/M /M EI/M /R

We can easily split the sentence into clauses by
making a break after each character tagged R
and S and obtain the final outcome “J*FF| £ /
FERTEH /B ) T R,

In this work, more tagging schemes are expe-
rimented. The basic tagging scheme for segmen-
tation is 2-tag set in which only two types of tags,
“start” and “non-start”, are used to label the se-
quence. The segmented fragments (clauses) for
sentence segmentation are usually much longer
than those for word segmentation. Thus, we add
more middle states into the 4-tag set to model
the nature of long fragments. The Markov chain
of our tagging scheme is shown in Figure 2,
where 1.2, L3, ..., Lk are the additional states to
extend Xue’s 4-tag set. In our experiments, vari-
ous k values are tested. If the k value is 1, the
scheme is identical to the one used in the two
previous works (Zhang et al., 2009; Huang,
2008). The 2-tag set, 4-tag set, 5-tag set and their
corresponding examples are listed in Table 1.
With the tagging scheme, the Classical Chinese
sentence segmentation task is transformed into a
sequence labeling or tagging task.

4.2 Features

Due to the flexibility of the feature function in-
terface provided by CRFs, we apply various fea-
ture conjunctions. Besides the n-gram character
patterns, the phonetic information and the part-
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Figure 2. Markov Chain of Our Tagging Scheme.

Tagset | Tags Example

2-tag S: Start AHIE TR
N: Non-Start | %1 21 EI+

4-tag L1: Left-end | FHEN-T EI+Y

(k=1) [ M:Middle | 75 &7 EI-
R: Right-end | 1% 247 E12y
S: Single T /Ay

5-tag L1: Left-end | FIE 241 EI+y

(k=2) L2: Left-2nd | oIEl 24T EI+Y
M: Middle T HEST R
R: Right-end | £l 24 EIXYy
S: Single & /i fﬂyj

Table 1. Examples of Tag Sets.

of-speech (POS) are also included. The pronun-
ciation of each Chinese character is labeled in
three ways. The first one is Mandarin Phonetic
Symbols (MPS), also known as Bopomofo,
which is a phonetic system for Modern Chinese.
The initial/final/tone of each character can be
obtained from its MPS label.

However, Chinese pronunciation varies in the
thousands of years, and the pronunciation of
Modern Chinese is much different from the
Classical Chinese. For this reason, two Ancient
Chinese phonetic systems, Fangie (/) and
Guangyun (?4 ﬁ%ﬁ), are applied to label the cha-
racters. The pronunciation of a target character is
represented by two characters in the Fangie sys-
tem. The first character indicates the initial of
the target character, and the second character
indicates the combination of the final and the
tone. The Guangyun system is in a similar man-
ner with a smaller phonetic symbol set. There
are 8,157 characters in our phonetic dictionary
and the statistics are shown in Table 2.

The POS information is also considered. It is
difficult to construct a Classical Chinese POS




System #Initials | #Finals #Tones
MPS 21 36 5
Fanqie 403 1,054
Guangyun 43 203
Table 2. Phonetic System Statistics.

POS # Characters Examples
Beginning 60 =, e, BE
Middle 50 BL, B

End 45 AL, R
Interjection 20 L= (W1

Table 3. Four Types of POS.

tagger at this moment. Instead, we collected
three types of particles that are usually placed at
the beginning, at the middle, and at the end of
Classical Chinese clauses. In addition, the inter-
jections which are usually used at the end of
clauses are also collected. Some examples are
given in Table 3. The five feature sets and the
feature templates are shown in Table 4.

5 Experiments

There are three major sets of experiments. In the
Ist set of experiments, we test different tagging
schemes for Classical Chinese sentence segmen-
tation. In the 2nd set of experiments, all kinds of

feature sets and their combinations are tested.
The performances of the first two sets of expe-
riments are evaluated by 10-fold cross-validation
on four datasets which cross both eras and con-
texts. In the 3rd set of experiments, we train the
system on one dataset, and test it on the others.
In last part of the experiments, the generality of
the datasets and the toughness of our system are
tested (Peng et al., 2004). The cut-off threshold
for the features is set to 2 for all the experiments.
In other words, the features occur only once in
the training set will be ignored. The other op-
tions of CrfSgd remain default.

5.1 Datasets

The datasets used in the evaluation are collected
from the corpora of the Pre-Qin and Han Dynas-
ties (the Sth century BCE to the 1st century BCE)
and the Qing Dynasty (the 17th century CE to
the 20th century CE). Chinese in the 19th cen-
tury is fairly different from Chinese in the era
before 0 CE. In ancient Chinese, the syntax is
much simpler, the sentences are shorter, and the
words are largely composed of a single character.
Those are unlike later and more modern Chinese,
where word segmentation is a serious issue.
Given these properties, the task of segmenting

Feature Set | Template Function

Character | (;,—2<i<2 Unigrams
CiCy,—2<i<1 Bigrams
CiCi+1Ci+2' -2 S i S 0 Trigrarns
CiCipy,—2<5i<0 Jumps

POS POS_B(Cy) Current character serves as a clause-beginning particle.
POS_M(Cy) Current character serves as a clause-middle particle.
POS_E(Cy) Current character serves as a clause-end particle.
POS_1(Cy) Current character serves as an interjection.

MPS M_I(Cy) The initial of current character in MPS.
M_F(Cy) The final of current character in MPS.
M_T(Cy) The tone of current character in MPS.
M_F(C_{)M_T(C_1)M_I(Cy) | The connection between successive characters.

Fanqgie F_1(Cy) The initial of current character in Fanqie.
F_F(Cy) The final and the tone of current character in Fangie.
F_F(C_F_I(Cy The connection between successive characters.

Guangyun | G_I(Cy) The initial of the current character in Guangyun.
G_F(Cy) The final and the tone of current character in Guan-

gyun.

G_F(C_1)G I(Co)

The connection between successive characters.

Table 4. Feature Templates.
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Corpus Author Era of data # of Size of cha- Average # of
entries characters racter set characters/clause
Zuozhuan Zuo Qiuming 500 BCE 3,381 195,983 3,238 4.145
Zhuangzi Zhuangzi 300 BCE 1,128 65,165 2,936 5.183
Shiji Qian Sima 100 BCE 4,778 503,890 4,788 5.049
Qing Documents Qing Dynasty 19th 1,000 111,739 3,147 7.199
Officials century
Table 5. Datasets and Statistics.
5.2 Evaluation Metrics

ancient Chinese sentences is easier than that of
segmenting later Chinese ones. Thus, we col-
lected texts from the pre-Qin and Han period,
and from the late Qing Dynasty closer to the
present, to show that our system can handle
Classical Chinese as it has evolved across a span
of two thousand years.

A summary of the four datasets is listed in
Table 5. The Zuozhuan is one of earliest histori-
cal works, recording events of China in the
Spring and Autumn Period (from 722 BCE to
481 BCE). The book Zhuangzi was named after
its semi-legendary author, the Daoist philoso-
pher Zhuangzi, who lived around the 4th century
BCE. The book consists of stories and fables, in
which the philosophy of the Dao is propounded.
The Shiji, known in English as The Records of
the Grand Historian, was written by Qian Sima
in the 1st century BCE. It narrates Chinese histo-
ry from 2600 BCE to 100 BCE. The Shijji is not
only an extremely long book of more than
500,000 characters, but also the chief historical
work of ancient China, exerting an enormous
influence on subsequent Chinese literature and
historiography.

The three ancient works are the most impor-
tant classics of Chinese literature. We fetched
well-segmented electronic editions of these
works from the online database of the Institute
of History and philology of the Academia Sinica,
Taiwan.” Each work was partitioned into para-
graphs forming a single data entry, which acted
as the basic unit of training and testing. The da-
taset of Qing documents is selected from the
Qing Palace Memorials (% f#]) related to Taiwan
written in the 19th century. These documents
were kindly provided by the Taiwan History
Digital Library and have also been human-
segmented and stored on electronic media (Chen
et al., 2007). We randomly selected 1,000 para-
graphs from them as our dataset.

*http://hanji.sinica.edu.tw

For Classical Chinese sentence segmentation, we
define the precision P as the ratio of the bounda-
ries of clauses which are correctly segmented to
all segmented boundaries, the recall R as the ra-
tio of correctly segmented boundaries to all ref-
erence boundaries, and the score F' as the har-
monic mean of precision and recall:

PXRXx?2

= PTR
Dataset Precision Recall F-Score
Zuozhuan 100% 32.80% 42.73%
Zhuangzi 100% 19.84% 29.83%
Shiji 100% 14.11% 20.63%
Qing Doc. 100% 33.08% 41.42%
Average 100% 24.96% 33.65%

Table 6. Performance of Majority-Class Baseline.

Tag Set | Precision | Recall F-Score
2-tagset | 85.00% 82.16% 82.92%
4-tagset | 85.11% 82.13% 82.95%
S-tagset | 85.26% 82.36% 83.18%
7-tagset | 84.47% 82.18% 82.74%
Baseline 100% 24.96% 33.65%
Table 7. Comparison between Tagging Schemes.
Features | Precision | Recall F-Score
Character | 85.26% 82.36% 83.18%
POS 61.04% 40.35% | 43.93%
MPS 65.31% 54.00% 56.31%
Fangie 80.96% 76.80% 77.95%
Guangyun | 73.11% 69.13% 69.59%
POS + 81.07% 74.91% 76.77%
Fanqie
Character | 85.43% 82.52% 83.34%
+ Fangie
Character | 85.67% 81.70% 82.98%
+POS +
Fanqie

Table 8. Comparison between Feature Sets.
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Dataset Precision | Recall | F-Score
Zuozhuan 92.83% | 91.56% | 91.79%
Zhuangzi 81.02% | 78.87% | 79.34%
Shiji 80.79% | 78.10% | 78.99%
Qing Doc. 87.07% | 81.53% | 83.24%
Average 85.43% | 82.52% | 83.34%

Table 9. Performance on Four Datasets.

6 Results

Our baseline is a majority-class tagger which
always regards the whole paragraph as a single
sentence (i.e., never segments). In Table 6, the
performance of the baseline is given. In the Ist
set of experiments, four tagging schemes are
tested while the feature set is Character. The re-
sults are shown in Table 7. In the table, each of
the precision, the recall, and the F-score are av-
eraged over the four datasets for each scheme.
The results show that the CRF with the 5-tag set
is superior to the 4-tag set used in previous
works. However, the performance is degraded
when the k is larger.

In the 2nd set of experiments, the tag scheme
is fixed to the 5-tag set and a number of feature
set combinations are tested. The results are
shown in Table 8. The performance of MPS is
significantly inferior to the other two phonetic
systems. As expected, the pronunciation of Clas-
sical Chinese is much different from that of
Modern Chinese, thus the Ancient Chinese pho-
netic systems are more suitable for this work.
The Fangie has a surprisingly performance close
to the Character. However, performance of the
combination of Character and Fanqie is similar
to the performance of Character only model.
This result indicates that the phonetic informa-
tion is an important clue to Classical Chinese
sentence segmentation but such information is
mostly already covered by the characters. Be-
sides, the simple POS features do not help a lot.
The higher precision and the lower recall of the

POS features show that the particles such as [/
T /78 /+) is indeed a clue to segmentation, but
does not catch enough cases.

The best performance comes from the com-
bination of Character and Fangie with the 5-tag
set. We use this configuration as our final tagger.
The performances of our tagger for each dataset
are given in Table 9. The result shows that our
tagger achieves fairly good performance on the
Zuozhuan segmentation, while obtaining accept-
able performance overall. Because the 19th cen-
tury Chinese is more complex than ancient Chi-
nese, what we had assumed was that segmenta-
tion of the Qing documents would more difficult.
However, the results indicate that our assump-
tion does not seem to be true. Our tagger per-
forms the sentence segmentation on the Qing
documents well, even better than on the Zhuang-
zi and on the Shiji. The issues of longer clauses
and word segmentation described earlier in this
paper do not significantly affect the performance
of our system.

In the last experiments, our system is trained
and tested on different datasets, and the results
are presented in Table 10, where the training
datasets are in the rows and the test datasets are
in the columns, and the F-scores of the segmen-
tation performance are shown in the inner entries.
As expected, the results of segmentation tasks
across datasets are significantly poorer than the
segmentation in the first two experiments.

These results indicate that our system main-
tains its performance on a test dataset differing
from the training dataset, but the difference in
written eras between the test dataset and training
dataset cannot be very large. Among all datasets,
Shiji is the best training dataset. As training on
Shiji and testing on the two other ancient corpo-
ra Zuozhuan and Zhuangzi, the performances of
our CRF segmenter are not bad.

Training Set Testing Set
Zuozhuan Zhuangzi Shiji Qing doc. Average
Zuozhuan 72.04% 59.12% 38.85% 56.67%
Zhuangzi 63.70% 52.51% 42.75% 52.99%
Shiji 76.27% 75.46% 44.11% 65.28%
Qing doc. 52.68% 53.13% 42.61% 49.47%
Average 64.22% 66.88% 51.41% 41.90%

Table 10. F-score of Segmentation cross the Datasets.
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7  Conclusion

Our Classical Chinese sentence segmentation is
important for many applications such as text
mining, information retrieval, corpora research,
and digital archiving. To aid in processing such
kind of data, an automatic sentence segmenta-
tion system is proposed. Different tagging
schemes and various features are introduced and
tested. Our system was evaluated using three
sets of experiments. Five main results are de-
rived. First, the CRF segmenter achieves an F-
score of 91.79% in the best case and 83.34% in
overall performance. Second, a little longer tag-
ging scheme improves the performance. Third,
the phonetic information, especially sourced
from Fangie, is an important clue for Classical
Chinese sentence segmentation and may be use-
ful in the related tasks. Fourth, our method per-
forms well on data from various eras. In the ex-
periments, texts from both 500 BCE and the
19th century were well-segmented. Last, the
CRF segmenter maintains a certain level of per-
formance in situations which the test data and
the training data differ in authors, genres, and
written styles, but eras in which they were pro-
duced are sufficiently close.
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On Generalized-Topic-Based Chinese Discourse Structure *
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Abstract: Due to the lack of external formal marks, components in Chinese discourse can hardly be
categorized into the traditional syntactic system. In fact, Chinese is a typical topic-prominent language, so
it should rather be analyzed from the point of topic. This paper, targeting at computer processing, raises the
concepts of punctuation clause, generalized topic, discourse structure and topic clause, and reveals the
properties of Chinese discourse structure based on generalized topic. The applicability of this theory has
been validated in an initial experiment.

Keywords: Punctuation Clause, Generalized Topic, Discourse Structure, Topic Clause.

1. Punctuation Clause, Generalized Topic and Discourse Structure

The traditional study on syntax is based on individual sentences and the formal marks of syntactic
components. But due to the lack of external formal marks, the concept of sentence in Chinese is not clear
and the boundary of sentences is difficult to be defined. What’s more, there are no formal means to
discriminate variant types of syntactic structures. Therefore, the traditional parsing often meets difficulty
when it comes to Chinese. This paper does not intend to provide a comprehensive analysis of the
achievements and deficiency of the work done by the scholars in this field before. The study is rather
based on the factual language phenomena in Chinese and oriented to computer processing of the language.
In this paper, some concepts, including punctuation clause, generalized topic, discourse structure and topic
clause, are defined, and some properties of Chinese discourse structure are raised, and initial verification
done in practical application.

The basic unit of a Chinese discourse is punctuation clause (PClause). A PClause is a string of words
separated by comma, semicolon, period, exclamation mark, question mark or quotation marks. Since
PClauses can be identified with formal marks, and their internal structure and their relations with each
other are restrained, therefore the basic conditions of processing them with computers are satisfied.

E.g. 1.1. (Adopted from newspaper news)

OFRKR, MW BT FARKA, OBEHSREGITIT, @ORUET ] A AN b 175
Bt @&HHA, ©IF2M R,

(@Suddenly, @he heard the sound of water in the washroom.®)the police officers and the special
policemen kicked the door open, (@Dwrestled the man in the washroom on the floor and handcuffed him,
®after identifying, ©was nobody but Ye Chengjian." )

This is a discourse fragment composed of 6 punctuation clauses.

E.g. 1.2. (Adopted from newspaper news)

O B AEERIE RN FWIIR O RWER, @UUSAEMR TS 1 DU 5 R B S A0 sk
BEAANT, @FFIGFAAE S —— RN

(DYe Chengjian confessed murders in Zhuhai, seducing and blackmailing a Taiwan businessman
named You, @ and the four armed robbery in Macao, 3 and identified the places where he illegally hid

* This study is supported by National Natural Science Foundation of China, subject No. 60872121
' With a purpose to show the structure of PClauses in Chinese, the translation of Chinese works may not appear very
standard in English. The same applies hereinafter. 23
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the guns.)

This is a discourse fragment composed of 3 punctuation clauses.

The discourse structure in Chinese is a kind of syntactic structure of a PClause sequence, which is
composed of a generalized topic and a number of comments. Generalized topic refers to a syntactic
component of a PClause. The subsequent parts of the punctuation clause after it and the neighbor PClauses
may be comments about it. Usually a generalized topic is nominal, functioning as the subject, object or
attributive in the clause in traditional grammar. In this case, the comments answer “what” and “how” about
the topic. The generalized topic can also be verbal, playing the part of the central component of a verb
phrase. In some cases, the generalized topic can even be adverbial or an individual preposition. That’s why
the word “generalized” is adopted. For sake of simplicity, generalized topic will simply be referred to as
topic in later sections.

E.g. 1.3. (Adopted from A Tale of Old Man Xing and His Dog, by Zhang Xianliang)

KA T F a4t &, #HEEE, Jeida T4, LR ALK, RERE, AFE2EAKZ
], BAALT AT L—HHE4.

(She collected her needlework, went into the house, swept the kang’, got on it and sat down, lowered
her head, let her hands dangle between her knees and waited quietly like a prisoner in the hearing room.)

In this example, each of the seven PClauses has the topic “Uffi(she)” as appears in the first PClause,
and make comment about “{fi(she)”, answering the questions about her behavior and what she is like.
They compose a discourse structure. The first PClause is composed of one topic and one comment, while

the rest have comment only but no topic. This discourse structure can be expressed below.

{(F[BA T F P a4, {She [collected her needlework,
R e, went into the house,
fehda T3, swept the kang,
bt A A bk, got on it and sat down,
KA B 4%, lowered her head,
HF &£ AR, let her hand dangle between her knees,

B AALEFINE L —H#%% 4. |} waited quietly like a prisoner in the hearing room.]}
For sake of visual cognition, the PClauses are put in different lines and are indented after the topic
that they comment. This way of expression is called indented new-line representation. What is quoted by
the “[]’marks is some comments, the left of which is the topic. And what is quoted by the “{}”marks is the
discourse structure.
E.g. 1.4. (Adopted from Fortress Besieged by Chien Chung-Shu)

([{ A F[4EEHXRM, {She [{was wearing only [ a scarlet top,
I ENE B AEAE, 1)) and navy blue, skin-tight shorts, ]}]}

These two PClauses both comment on what “4fi } %7 (she was wearing only)”. “}{%f(was wearing
only)” is one topic, and “4k % & 4£ ) (a scarlet top)”, and “# 15 & Ik K 42 4% (navy blue, skin-tight shorts)”
are two comments, answering the question of what was being worn only. The topic and its two comments,
when combined together, constitute a discourse structure, which is in turn the comment of “Iffi(she)”,
answering the question of what she was like. In other words, this discourse structure and “she” constitute
an external discourse structure.

E.g. 1.5. (Adopted from Fortress Besieged by Chien Chung-Shu)

(s (PTARR R TH A

BEEANL, 1)}

% akind of bed in some parts of China 24



{Hung-chien[ {was so horrified that[his forehead nearly shrank into his eyebrows,
(as) his eyebrows rose up to his hairline,]}]}

These two PClauses both comment on the extent of his being horrified. The verbal structure of verb +
auxiliary “"F453° (was so horrified)” is the topic. The topic and its two comments constitute a discourse
structure, which is in turn the comment of “J3#7(Hung-chien)”.

E.g. 1.6. (Adopted from A Tale of Old Man Xing and His Dog, by Zhang Xianliang)

{(BTA=17 % 9 F[{#[KEHKE"L, {More than 300 people of the team [ {all [need feeding,

PRFZT ] need clothing.]}]}

The two PClauses comment on what “4=BA =7 % [1-F-(more than 300 people all)”. The generalized
topic “#F(all)” has two comments “7K & "% -%rL(need feeding)” and “/##2F 2 % (need clothing)”. They
both answer “all” what. “#F(all)” and the two comments constitutes a discourse structure, commenting on
what “4>[)\ =71 £ 1§ (more than 300 people all)” were like. The two form external discourse structure.

E.g. 1.7. (Adopted from Preamble of CONSTITUTION OF THE PEOPLE'S REPUBLIC OF
CHINA)

(RBIR[{(PAEEAT X[FINT P B EARST 6 mE,

MR T B R OARRB EFARAMES, 1}
& B KR A,
AR RSEERS. 1)

{This Constitution, [{in legal form, [affirms the achievements of the struggles of the Chinese people
of all nationalities,

(and) defines the basic system and basic tasks of the state;]}
(it) is the fundamental law of the state,
(and) has supreme legal authority. |}

The adverbial “VAi&4Z497 KX (in legal form)” in the first PClause is the generalized topic. The
section after it “#HIAT P B Z kAR &-F49 R (affirms the achievements of the struggles of the
Chinese people of all nationalities)” and the second PClause “#L5E T E K494 A F| B AR AT 5
(defines the basic system and basic tasks of the state)” are its two comments, answering what is done “in
legal form”. These three constitute a discourse structure. This structure, together with the third and the
fourth PClauses, are all comments on the subject of the first PClause “A % i%(this Constitution)” ,
answering what “ % % (this Constitution)” is about. These three comments, together with “A % % (this
Constitution)” form the external discourse structure.

E.g. 1.8. (Adopted from Fortress Besieged by Chien Chung-Shu)

(F A [([Fe[ 0 A/ RK, {The students[ {took[grades as too cheap,

DREFREH courses as too easy]}]}
The preposition “§**” in the first PClause is the generalized topic. “%-#t A #F A ¥ (took grades as too
cheap)” and “Z)iRA #F K %% (took courses as too easy)” comment on what and its result. These three
then constitute a discourse structure, making comments on “ % (the students)” . They form the external
discourse structure.

E.g. 1.9. (Adopted from Royal Tramp (Lu Ding Ji) by Louis Cha)

FRRRAERF KT {— R,

[E@F5| AL —R P RFHANEL, ]}

Gu Yanwu bought at the town {a piece of court bulletin,

3 the word “4%” in Chinese is an auxiliary, indicating result.
* the word “3*” in Chinese is a preposition. It is used itb‘gansitive structure, introducing the object.



[(it) listed in detail the names of the criminals accused in the case of Ming Dynasty history.]}

The discourse structures in other examples of this section are embedding, while this example is of
overlapping type. The first PClause “Wi % gU7EIR 3 7 — 43 TR (Gu Yanwu bought at the town a piece
of court bulletin)” is a discourse structure. The object “—% &R 4R (a piece of court bulletin)” is not the
topic in this PClause, but it is the topic of the second PClause I JfI 51 #H 52 — % 3R AR N 244 Gt
listed in detail the names of the criminals accused in the case of Ming Dynasty history)” and the two form
another discourse structure. The two structures are overlapping, they share one component “—{/; {4 (a
court bulletin)”.

2. The static property of Chinese discourse structure

From the examples in the previous section, we can notice the characteristics of Chinese discourse

structure:

(1) A generalized topic and a comment group constitute a discourse structure. A comment group is
composed of a number of comments.

(2) A comment can be the part of a PClause that follows the topic, or a whole PClause, or another
discourse structure. Therefore, the discourse structure is embedded in a recursive way to the
right.

Using Context-Free Grammar, the rules are

DiscourseStructure—GeneralizedTopic CommentGroup
CommentGroup—Comment
CommentGroup—Comment CommentGroup
Comment—PClauseTail

Comment—PClause

Comment— DiscourseStructure

GeneralizedTopic—

PClauseTail—

PClause—

©®IOE OB

Here PClauseTail is the tail of the PClause where the generalized topic appears. In these rules, W-©)
are generating rules for discourse structure, comment group and comment respectively. (D®)©) are the
generating rules for generalized topic, PClause tail and PClauses. The right part of these rules is related to
terminal symbols and is not listed here.

Statistics on the corpora show that in genuine Chinese texts, there are a large number of PClauses
whose subject is missing. This phenomenon is regarded as zero anaphora or elision in traditional language
study. But as a matter of fact, the nature of this phenomenon is that there is more than one comment that
corresponds to a topic. Since it is a topic, it is natural that there are a lot of comments. There are pauses
between the comments and the result is that several PClauses are formed. Neither is this phenomenon zero
anaphora nor ellipses, but topic sharing.

Take 1.8 as an example. The following is its generating process (the numbers following the arrow are
rule ID).

DiscourseStructure

—(DGeneralizedTopic CommentGroup

—@A %% CommentGroup

—@ AR %% Comment CommentGroup

—® A %% DiscourseStructure CommentGroup

—OARE#* GeneralizedTopic CommentGroup CommentGroup
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—DORRE*x AEENTH X CommentGroup CommentGroup

—@ARR® AEEHH A Comment CommentGroup CommentGroup

—@OARR® AEENH X PClauseTail CommentGroup CommentGroup

—S@ARREF AFEATH X HIANT P EEERARSF4 K, CommentGroup CommentGroup

—QARRE AFEEAHX #INT F B EZRARST 69 mFK, Comment CommenrGroup

—OARRE AFEAHX #INT FEBEZEARST 6 RF, PClause CommenrGroup

S@QAEE AFEAZOHBX HINT FESEARSTORR, LT B ROGRKFE
FaAk AM1E %, CommentGroup

S@ARAEFE AFEEHHBX HINT FTEZEAARSTORE, LT B ROGRKFE
FaAk A4E4%-, Comment CommentGroup

SOARRE AFENHEX #HATFEZIRARSTORR, AT B RGRAHE
Fark A4 %, PClause CommentGroup

S@QAEE AFEAZOHBX HINT FESEARSTORR, LT B ROGRKF A
Fotk KMES, B Re4RARE, CommentGroup

SQ@QARFE AFEAHHBX HINT TEZEARSTORE, LT B ROGRKFE
Fatk AL S, L E KR AR, Comment

SOARE AFENHEX #HATFEIZIRARSTORR, AT B RGRKHE
Fotk AME S, A E K e9AR A%, PClause

S@QAEE AFEFZOHBX HINT FESEARSTORK, LT B ROGRKF A
FARAAES, ABEFRAR, ERARSOEL.

This nature describes the internal relations of a discourse structure. Therefore it is termed static
nature.

This nature can cover most examples in the preceding section except example 1.9. This is because the
overlapping type of the discourse structure in the example 1.9 can not be represented by Context-Free

Grammar.

3. Dynamic Property of Chinese Topic Clause
3.1. Topic Structure and Topic Clause
In this paper, the structure formed by a comment and its topic is called a topic structure. A topic
structure as comment can be combined with an external topic and form an external topic structure. If the
topic of a comment is the outmost layer of a discourse structure, it is then called the topic clause. In most
cases, every PClause corresponds to a topic clause.
E.g.3.1. (Adopted from the Biology Section of China Encyclopedia)
ci ML A & 7= 9P 214K, (the spawning season of neoceratodus forsteri is quiet long)
) —#EA 9~10 A A BEH. (usually September and October are most

productive period)

o JP K., (eggs are big)

Cq JPi2 6 ~7 £ K, (eggs are 6-7 mm in diameter)

cs ERSIE, (have gelatinous membrane)

Cs FAb M. (are not sticky)

c; gp = ALY F 18], (the eggs are laid among plants)
Cs — 34N IK &, (some sink deep in the water)

Here, the outmost topic is “¥#- I fiifi ffi (neoceratodus forsteri)”.
The topic clause of c; is c; itself. The comment is “y=5N 1R K:(the spawning season of is quiet
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long)”.

ML 9~10 H M HEH(usually September and October are most productive period)”is a
comment, and its topic is“;” ¥ i (the spawning season)”. The topic structure composed of the two is the
comment on “W Y iliff1 (neoceratodus forsteri)”, therefore “LH ilifa f= B3 — M LL 9~10 H A HEH”
is the topic clause of c;.

c3“DN K(eggs are big)”is the comment on the topic “WYH /A (neoceratodus forsteri)”. The topic
clause of c; is “WE M lili €8 5P K.

cs B2 6~7 = K(eggs are 6-7 mm in diameter)” is the comment on the topic “WLIM i
(neoceratodus forsteri)”. The topic clause of ¢, is “WLYHNATiff II4E 6~7 =K.

cs“ FLI i (have gelatinous membrane)”is the comment on the topic “Bl¥(eggs)”. The topic structure
“BN ELJKE i (eggs have gelatinous membrane)” composed of the two is the comment on “JEYMNfilifa
(neoceratodus forsteri)”. And the topic clause of csis “JELH fifi ff1 G L i o fi5

c6 JoMi T (are not sticky)” is the comment on the topic “Bl(eggs)”. The topic structure “BF JCAL
(eggs are not sticky)” composed of the two is the comment on i ifi A (neoceratodus forsteri)”. And the
topic clause of cg is “WHRLH i fa1 G TSRS PE

c“BE =T MY [H] (the eggs are laid among plants)” is the comment on the topic “JyHJiifh
(neoceratodus forsteri)”. The topic clause of c; is “WHLYH i ff1 O = Tk 4 A,

e BB T AN K (some sink deep in the water)”is the comment on the topic “Ul(eggs)”’, The
topic structure “BI—#B4UT A KK (eggs some sink deep in the water)” composed of the two is the
comment on the topic “#Hfiiliffi (neoceratodus forsteri)”. And the topic clause of cg is “YE YN filif1 BT —
IR

The purpose of analyzing a PClause sequence is to find out its discourse structure. If the topic clause
of every PClause is constructed, the topic of each comment at every layer is then found out, and
consequently the entire discourse structure will be clear. The next section provides an approach to finding
out the topic clause of PClauses.

3.2. Stack Model of Dynamic Generation of the Topic Clause

The topic clause of PClause c; of Ex.3.1 is marked as c;". They are listed below.

e/ . RLNAR & = 9P Bk K, (the spawning season of neoceratodus forsteri is quiet long)

c .RINAR & FIPEA—REA 9~ 10 A HEEHA. (the spawning season of neoceratodus forsteri

usually September and October are most productive period)

/

¢y RN & YP X, (neoceratodus forsteri’ s eggs are big)

e/ RINAR & YP42 6 ~ T E K, (neoceratodus forsteri’ s eggs are 6-7mm in diameter)

o’ . LN AR & 9P LI R I, (neoceratodus forsteri’ s eggs have gelatinous membrane)

cd . LINAR & YP TkbE . (neoceratodus forsteri’ s eggs are not sticky)

¢/ RN AR &P = T AA4h F 18], (neoceratodus forsteri’ s eggs are laid among plants)

e’ . LN AR & YP — 3R ILAIK . (some eggs of neoceratodus forsteri sink deep in the water)

The generation of each ci’ is exemplified below.

¢i'=cr;

The topic of ¢, is “7= i 1J(the spawning season)” in c,’. Delete the part of c,’ right to the topic and

replace it with c;, and we will have ¢;';

The topic of c; is “YMNfiliffi(neoceratodus forsteri’)” in c¢,’. Delete the part of ¢, right to the topic
and replace it with c;, and we will have c3'.

The topic of ¢4 is “¥YMNfiliffi(neoceratodus forsteri’)” in c3'. Delete the part of c;' right to the topic
and replace it with ¢4, and we will have c,'.

The topic of ¢s is “Pl(eggs)” in c,’. Delete the part of c4’ right to the topic and replace it with cs, and
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we will have cs'.

The topic of cg is “Pl(eggs)” in cs'. Delete the part of cs’ right to the topic and replace it with cs, and
we will have c¢'.

The topic of ¢y is “¥YIfiliffi(neoceratodus forsteri’)” in cg'. Delete the part of ¢’ right to the topic
and replace it with ¢;, and we will have c;'.

The topic of cg is “Pl(eggs)” in ¢c;'. Delete the part of c;’ right to the topic and replace it with cg, and

we will have cg'.
Generally, given a PClause sequence {C,...,C,}, if the first PClause is a complete structure of

topic-comment, then

(1) the topic clause of the first PClause is the PClause itself;

(2) if the topic of a subsequent PClause is missing, then the topic should be in the topic clause of its
previous PClause;

(3) the topic clause of every subsequent PClause can be generated recursively by stack operation.

Note the topic clause of C, as C;’, and the topic clause of C,, as G/,

(3.1) if the topic of C;,, is missing, and C;'=aAf , where A is the topic of C
C.,,'=dAc
(3.2) ifthe topic of C;,, is not missing, then C;,,'=C

then

i+1
i+1°
i+

If we regard the beginning and the end of a topic clause as the bottom and the top of a stack
respectively, then the removal and connection of the components in the generation process of topic clause
are typical stack operations. Therefore the recursive law of such generation can be called the stack model

The stack model can not only applied to embedded discourse structure, but also some overlapping
structures such as instance 1.4. Details are not given here. Our investigation into corpora (about 340,000
Chinese characters) of different registers shows that more than 95% PClauses meet the model.

From the stack model, it can be seen that the key to generate the topic clause of a PClause is to
identifying which component of the topic clause of the previous PClause is its topic. This would require to

uncover the constraints for forming the discourse structure.

4. Constraints on Discourse Structure
4.1. Acceptability and completeness of Topic Clause
A topic structure is composed of a topic and its comments. Therefore mostly it is acceptable. A topic
clause is not only acceptable, but also complete with necessary syntactic and semantic components. Taking
advantage of this nature, the filtering of topic-seeking for a PClause can be boiled down to the judgment of
the acceptability and completeness of a single clause. For example, the topic clause of PClause 7 in
example 3.1 is:
o BN AT & 9P = T Aa4h ¥ 18], (neoceratodus forsteri’ s eggs are laid among plants)
and PClause cg is
—3R AR, (some sink deep in the water)
According to the stack model, the options for the topic clause of c8 are:
QP —3 AR (some sink deep in the water)
(suppose that the topic of cg is not missing)
2) LN Al B —3R AN IK & (neoceratodus forsteri some sink deep in the water)
(suppose that the topic of cg is “WHYH Iifi ffi (neoceratodus forsteri)”)
(3) LN T & JF — 2R 5K &, (neoceratodus forsteri’ eggs some sink deep in the water)
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(suppose that the topic of cg is “Ui(eggs)”)
(4 LN B & 99 = T —3R IR & (neoceratodus forsteri’ eggs some are laid sink deep in
the water)
(suppose that the topic of cg is “r-(be laid)”)
(5) ML A 9P = F AR — 3 A IKJ&. (neoceratodus forsteri’ eggs some are laid plant
sink deep in the water)
(suppose that the topic of cg is “fE4/)(plant)”)

(6) LN B & 97 = T AL 18] — 3R LA KA. (neoceratodus forsteri’ eggs some are laid

among plant sink deep in the water)
( suppose that the topic of cg is “*[f](middle)” )

Chinese intuition tells us that (1) is not complete, and (4)(5)(6) are not acceptable, so the candidates
are (2) and (3) only. We see that if we can formalize our intuition, we can considerably narrow down the
scope of options.

The topic and the comment of a topic clause are often from different PClauses, and the components in
a topic clause that have discourse functions (such as discourse conjunctions) can affect the acceptability of
the topic clause. This problem needs to be addressed in separate study.

4.2. Semantic Constraints

E.g 41F 7 —/4& 6L, %875, (He bought a wallet, (it) is a brand product.)

The topic of the second PClause could be “ftfi(he)” or “#%fil(a wallet)”. We can eliminate the first
possibility by using semantic constraints, because a person can not be a product.

4.3. Syntactic Constraints

An investigation into corpora shows that the syntactic relations of the topic and the comments are of
the following types:

(1) If the relation of a topic and its comment in the same PClause is subject-predicate, then the same
relation is true of it with its comments in other PClauses (see example 1.3);

(2) If the relation of a topic and its comment in the same PClause is predicate-object,
preposition-object or attribute-central, then the relation of it and its comment in other PClauses is of the
same type or subject-predicate type (see example 1.4 and 1.8).

(3) If the relation of a topic and its comment in the same PClause is adverbial-central or
predicate-complement, then its relation with its comment in other PClauses is the same (see example 1.5,
1.6 and 1.7).

(4) If a component is not the topic of the PClause where it is appears, but is the topic of other
PClauses, then it must be the object or attribute in the PClause where it appears and its relation with the
comments in other PClauses is subject-predicate (see example 1.9).

In addition, adjectives, numbers in partition in respect of quantity and some adverbs (such a adverbs
indicating degree) cannot function as general topics.

4.4 Context Constraints

E.g. 42464 SR, 4RI 4. (He has a friend, (who is)very generous with money.)

The topic of the second PClause could be “ffi(he)” or “/MJI & (a friend)”. Whether it is “he is
generous with money” or “his friend is generous with money”, it will present no problem either
semantically or syntactically. However, abundant instances and analyses show that if

(1) the structure of the topic clause of the previous PClause is SVO;

(2) the core verb of the topic clause of the previous PClause has a sense of “owing” or “introducing”;

and

(3) the second PClause is an adjective phrase but does not fall into the category of mental state
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then the topic of the second PClause is the object rather than the subject of the topic clause.
According to this constraint, the topic of the second PClause is “/ il & (a friend)”
4.5. Cognition Constraints
Theoretically, there is no limit to the size of a discourse structure. Countless layers could be
embedded or overlapped. For example, we could have the following discourse structure.
E.g. 4.3 [ B R #4342 3,
DY R,

(The circumference ratio’s
integer part is 3,
the first number in the fraction part is 1,
followed by 4,
followed by 1,
followed by 5
)
Here “[54 ] % (circumference ratio)”, “17, “4”, “1”, “5” all are topics. They could go on with no limit.
But the study on factual corpora have discovered that the maximum layer of embedding or
overlapping is 5, and if we shall return from the deeper layers, the maximum number of the layers that can
be jumped back is 3. This has much to do with people’s cognition ability. The following is an example of 5
layers of embedding and overlapping with 3 layers of maximum return. The underlined words are the
generalized topics. The numbers in the brackets to the right of the PClauses indicating the depth of the
embedding and overlapping. PClause “4744 T 7l (release them)” reaches the fifth layer in depth, but the
next PClause “& Jfif 18 97 Z Iif(when the authorities started investigating)” returns to layer2, retreating 3
layers.
Ex. 4.4. (Adopted from Royal Tramp by Louis Cha)
2 2 Sk AL AL AE 2 #9 32 8F, (0) (Cheng Weifan, on the long boat journey from Hangzhou to Nanxun)
R EH#, (1) (thought things over)
EEFFR %, (1) (had come up with a good plan.)
RS ALEX R B A AR ) I €A, (1) (thought the book had already been in circulation for some time)
PRI 2B AT 49, (2) (It was therefore too late for concealment)
A H—ASEJRAFZ T, (2) (the only expedient left was to play a trick)
—dEkAATALEHA4E, (3) (ononehand, send people to go to the bookshops all over the country)
PR REB =) k45 2%, (4) (buy back and then destroy all copies of the book)
—@\ALF AL, (3) (onthe other hand, work day and night)
B 4%E# R, (4) (make a new printing mould)
MR FTA % 824, (4) (remove all the offensive bits)
FPAH, (4) (reprint the book)
T4 T 8. (5) (release them)
BEATiERZ B, (2) (when the authorities started investigating)
A L E %k —2, (3) (inspect the new edition of Ming History)
KR FZ R4 RE, (3) (find Wu’s charges to be groundless)
1E 5T —3454m T . (2) (can avert a hideous disaster)
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5. Initial Application of Discourse Structure based on General Topic
5.1. Discourse Structure in Encyclopedia

The herein discussed Chinese discourse structure based on general topic has been initially applied and
tested in the analyses of encyclopedia texts.

The entries in encyclopedia are expository, covering people, places, species, events, devices and
terms etc. in various subjects. Because the different aspects of an object must be exposed, the leading role
of the topic is very obvious. It frequently occurs that many PClauses are used to comment on one topic,
and the comments on different aspects of an object are often presented as embedded or overlapping
structures. In order to mine the information of the object described, it is necessary to analyze the governing
scope of a topic. In other words, it is necessary to locate the object commented by every PClause.
Therefore the discourse structure must be analyzed. Take 3.1 for example, we must be clear about for
“what” September and October are the active period, the eggs of “what” are big, the eggs of “what” are
6-7 mm in diameter, “what” has gelatinous membranes and so on.

5.2. An Experiment on Discourse Structure in Encyclopedia

The experiment object of the paper is the entries about various fishes in the biology volume of China
Encyclopedia. The objective is the find the topic clause of every Pclause.

There are 224 entries about fishes in this volume, each one with a title, viz. the name of the order,
family, genera and species of a fish. The first PClause in the text does not mention the name, but
introduces the genera information of it. The name is not necessarily mentioned in later Pclauses. For
example,

L A

Neoceratodus forsteri; Queensland lungfish

A E B AR A AR &R 1 A CLEIRMAE &5MY) , ZIKRAFT & F R KA R, KK
125 K, TX 10 T4, REKKRF, BEXREGESE, ...

(A member of the family Ceratodontidae and order Ceratodontiformes (see picture of Neoceratodus
forsteri). (It) is the biggest extant lungfish species in the world. (Its)Body length (is) about 125 centimeters,
(it) weighs as much as 10 kilograms. (Its) Body is elongated, covered with big and thin round scales ...)

In the experiment, the entry names (both in Chinese and English) and bracketed information are
deleted. But the entry title is added to the left of the first PClause, connected by a “/&(is) ”. For example,
the first PClause of the above example of neoceratodus forsteri is changed into “J.H i A& f1 i £ H £
WHERH A JE R 1, >, the rest remains unchanged.

The experiment selected 3999 PClauses of 86 entries as training data, and 577 PCauses of 13 entries
as open-test data. The input of the experiment is the topic clause of a PClause and its next PClause, and the
output is the topic clause of the second PClause. In other words, the target of the experiment is to decide
the topic of the PClause within a limited scope under the scheme of stack model.

For the training data, each PClause is replenished manually into a topic clause, and then the words are
segmented. In this way, the training topic clause set G is obtained. The principle of testing is described
below. For each tested PClause ¢ and the topic clause d of its proceeding PClause, word segmentation is
done separately. String d is cut at different places, the tails are replaced with ¢ every time. Thus a number
of candidate topic clauses of c are obtained. Then the similarity reckoning is made about the candidate
topic clauses and the topic clauses in G. The one with the maximum similarity is chosen as the result for
output.

In order to solve the problem of data sparse in the calculation, semantic generalization is made about

related words. The semantic categories employed are: subjects of fishes ( e.g. neoceratodus forsteri,
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alopias), part (e.g. head, scale, fin), position (e.g. back, abdomen), location ( e.g. front, upper), shape (e.g.
fusiformis, cylindrical), size (e.g. big, short), color (e.g. red, light blue). environment (e.g. pond, near sea),
geographical region(e.g. the Pacific, Huanghai), season(e.g. early spring, autumn), number (e.g. 3, 1-3) etc.
Verbs are rarely generalized.

The result of the initial experiment showed the accuracy rate for open test was 78%. If add the title of
a text to the beginning of every PClause in the text, 66% accuracy rate can be got as a baseline. The result
of the experiment is not high indeed and there is room for improvement. Since the experiment principle
was the similarity of the topic clauses, in essence only the stack model and the acceptability of topic clause
are used. Semantic constraints, syntactic constraints, context constraints and cognitive constraints are not
employed. In addition, word segmentation is not entirely correct, and the semantic generalization is quite
rough. 78% accuracy rate of under such rough conditions has initially proved the applicability of the
theoretical system.

6. Discussion

This paper employs discourse structure of topic-comment in analyzing Chinese, takes PClauses as the
basic discourse unit, and extends the concept of topic to generalized topic. As a result, the properties of
Chinese discourse structure are proposed. Investigations into large amount of language data have proved
that this theoretical system is natural and applicable to Chinese, which is also backed up by initial
experiment. Of course, the theory need to be improved, and the various types of constraints under the
theory framework need to be further uncovered. More and detailed study needs to be done along this path.
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Abstract

As the proposition of the next-generation
Web — semantic Web, semantic computing
has been drawing more and more attention
within the circle and the industries. A lot of
research has been conducted on the theory
and methodology of the subject, and
potential applications have also been
investigated and proposed in many fields.
The progress of semantic computing made
so far cannot be detached from its
supporting pivot — language resources, for
instance, language knowledge bases. This
paper proposes three perspectives of
semantic computing from a macro view and
describes the current status of affairs about
the construction of language knowledge
bases and the related research and
applications that have been carried out on
the basis of these resources via a case study
in the Institute of Computational Linguistics
at Peking University.

Shiwen Yu
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Linguistics of Ministry of Education,
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1 Introduction

Semantic computing is a technology to compose
information content (including software) based
on meaning and vocabulary shared by people
and computers and thereby to design and
operate information systems (i.e., artificial
computing systems). Its goal is to plug the
semantic gap through this common ground, to
let people and computers cooperate more
closely, to ground information systems on
people’s life world, and thereby to enrich the
meaning and value of the entire life world.
(Hasida, 2007) The task of semantic computing
is to explain the meaning of various constituents
of sentences (words or phrases) or sentences
themselves in a natural language. We believe
that semantic computing is a field that addresses
two core problems: First, to map the semantics
of user with that of content for the purpose of
content retrieval, management, creation, etc.;
second, to understand the meanings (semantics)
of computational content of various sorts,
including, but is not limited to, text, video,
audio, network, software, and expressing them
in a form that can be processed by machine.
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to he |::>
commuricated unstrictured
disorganized

itiaccurate

Figure 1. Human-computer interaction is handicapped without semantic computing.
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But the way to the success of semantic
computing is not even and it has taken a quite
long time for researchers to make some
progress in this field. The difficulties of
semantic computing involve many aspects:
ambiguity, polysemy, domain of quantifier,
metaphor, etc. Different individuals will have
different understanding of the same word or the

Example 1

same sentence. Research on the theory and
methodology of semantic computing still has a
long way to go.

Now we provide an example in a search
engine to show how difficult for the computer
to understand the meaning of a word. We input
two sentences into Google.com Translate and
the following results were returned:

| bought a table with three dollars. (20091016 Google: AN 273 FEx—#)

| bought a table with three legs.

We know that the word “table” has two
common meanings in English (a wooden abject
and a structured data report). But in Chinese
they correspond to two different words (3% bio
and %1 zhuo zi’). From Example 1, we can
see that the search engine cannot distinguish the
two senses and translate them both as <. Thus,
without semantic analysis queries in a search
engine may result in very poor performance.
The first principle of a search engine is based
on shallow Natural Language Processing (NLP)
techniques, for instance, string matching, while
future direction of search engines should aim at
content index and the understanding of user’s
intention.  Semantic  computing  becomes
applicable only with the development of deep
NLP techniques. Machine Translation (MT) is
the first application of digital computers in the
non-digital world and semantic information is
indispensable in MT research and applications.
However, there has been no breakthrough to the
extent of Natural Language Understanding
(NLU) and semantic computing may serve as
the key to some success in this field.

2 Related Work on Semantic Computing

Semantics is an interesting but controversial
topic. Many a theory has been proposed in
attempt to describe what meaning really means.

2 Pinyin is currently the most commonly used

Romanization system for standard Mandarin. The system
is now used in mainland China, Hong Kong, Macau, parts
of Taiwan, Malaysia and Singapore to teach Mandarin
Chinese and internationally to teach Mandarin as a second
language. It is also often used to spell Chinese names in
foreign publications and can be used to enter Chinese
characters on computers and cell phones.
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But up until now there has not been a theory
that can describe the meaning of various
language units (words, phrases and sentences)
so perfectly that was accepted universally, even
though Fillmore’s proposition of Framework
semantics (1976) is successful enough. Since
Gildea et al. (2002) initiated the research on
automatic semantic role labeling, many
evaluations have been conducted internationally,
such as Senseval-3 and SemEval 2007, as well
as CoNLL SRL Shared Task 2004, 2005 and
2008. Word Sense Disambiguation (WSD) is
also a very important research subject and a lot
of work has been done in this regard, such as
Lesk (1986), Gale et al. (1998), Jin et al. (2007)
and Qu et al. (2007) as the Chinese counterpart
As to the research on computing word sense
relatedness, Dagan et al (1993) did some pilot
work and Lee (1997) and Resnik (1999)
contributed to the research on semantic
similarity.

In recent years, semantics-based analysis
such as data and web mining, analysis of social
networks and semantic system design and
synthesis have begun to draw more attention
from researchers. Applications using semantics
such as search engines and question answering
(Li et al, 2002), content-based multimedia
retrieval and editing, natural language interfaces
(Yokoi et al., 2005) based on semantics have
also been attracting attentions. Even semantic
computing has been applied to areas like music
description, medicine and biology and GIS
systems and architecture. The whole idea is how
to realize human-centered computing.



3 The Theory and Methodology of
Semantic Computing

3.1 Important Questions That Need to Be
Asked about Semantic Computing

In the past few years there has been a growing
interest in the field of semantics and semantic
computing. But there are questions that have
been always lingering on researchers’ minds.
What on earth semantics is? What is the best
way to describe the meaning of a language unit?
How can natural languages be processed so that
we are able to benefit from human-computer
interaction, or even interpersonal
communication? It seems that no one can give
satisfactory answers to these questions. But it is
now commonly agreed that the study of

semantic computing or know ledge
representation is a central issue in
computational linguistics. The  major

contributions on this topic are collected in
Computational Linguistics (1987-2010) and
International Journal of Semantic Computing
(2007-2010). Research in computing semantics
is, however, rather heterogeneous in scope,
methods, and results. The traditional “wh” and
“how” questions need to be asked again to
understand the consequences of conceptual and
linguistic decisions in semantic computing:
What? What should be computed in terms
of semantics? Each word is a world and its
meaning can be interpreted differently. Despite
the interest that semantics has received from the
scholars of different disciplines since the early
history of humanity, a unifying theory of
meaning does not exist, no matter whether we
view a language from a lexical or a syntactic
perspective. In practice, the quality and type of
the expressed concepts again depend upon the
one who uses it: any language speaker or writer,
a linguist, a psychologist, a lexicographer, or a
computer. In psycholinguistics and
computational linguistics, semantic know ledge
is modeled with very deep and formal
expressions. Often semantic models focus on
some very specific aspect of language
communication, according to the scientific
interest of a researcher. In natural language
processing, lexical entries or semantic attributes
typically express linguistic knowledge as
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commonsensically understood and used by
humans. The entries or attributes are entirely
formatted in some knowledge representation
and can be manipulated by a computer.

Where? What are the sources of semantic
know ledge? Traditionally, individual
introspection is often a source of obtaining
word senses. However, individual introspection
brings  about  both  theoretical  and
implementation problems. Theoretically, it is
because “different researchers with different
theories would observe different things about
their internal thoughts...” (Anderson 1989).
With regard to implementation, it is because
consistency becomes a major problem when the
size of the lexicon or the syntactic tree bank
exceeds a few thousands entries or annotation
tags. Despite the scientific interest of such
experiments, they cannot be extensively
repeated for the purpose of acquiring mass word
sense  definitions. On-line  corpora and
dictionaries are widely available today and
provide experimental evidence of word uses and
word definitions. The major advantage of
on-line resources is that in principle they
provide the basis for very large experiments,
even though at present the methods of analysis
and application are not fully developed and
need further research to get satisfactory results.

How? Semantic computing can be realized
at various levels. The hard work is to implement
a system in a real domain, or the more
conceptual task of defining an effective
mathematical framework to manipulate the
objects defined within a linguistic model. Quite
obviously the “hows” in the literature about
semantic computing are much more important
than the ‘“whats” and “wheres”. The
methodology that really works in semantic
computing is deeply related to the ultimate
objective of NLP research, which still cannot be
defined adequately so far.

3.2 The Perspectives of Semantic Computing
from a Macro View

Why semantic computing (or NLU) has posed
so great a challenge? We may attribute this to
two major reasons: First, it is based on the
knowledge of human language mechanism. If
fully-developed complicated brains are often



seen as a crowning achievement of biological
evolution, the interpersonal communication is
no simpler than human biological mechanism.
Language has to be a crucial part of the
evolutionary process, which has not been fully
understood by scientific research. Second, in
NLP research the language is both the target and
the tool. Current NLP research focuses on either
speech or written texts only. However, in the
real world scenario, reading and interaction
between humans are  multi-dimensional
(through different forms of information such as
text, speech, or images and utilizing our
different senses such as vision, hearing). It is
necessary to rely on the advancements of brain
science, cognitive science and other related
fields and work in collaboration to produce
better results. Linguistics, especially
computational linguistics, has made its own
contribution, and semantic computing will play
an important role in NLP.

There are complex many-to-many relations
between the form and the meaning of a
language. Semantic computing is not only the
way but also the ultimate goal of natural
language understanding. Although it is hard, we
should not give up. Here we propose that the

Example 2
Db PR ASCRAR S o
It PR ASCRAR G 1

Example 3
SPN CESUP
FRIGATLLE XK.

As to WSD tasks on the word level, some
problems can be solved when ontology is
applied. But ambiguity can also appear on the
syntactic level. For this, it is usually difficult for
ontologies to do much, so we may seek help

Example 4
R R AS e b ot A2

zh¢ yang de dian ying bu shi 1a ji shi shén me?

If a movie as such is not rubbish, what is it?

XFE

I LR

zh¢ yang de dian ying z€n me néng shuo shi 1 jine?

How can a movie as such be rubbish?
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main contents of semantic computing include
the following three aspects:

® semantic computing on the ontological
perspective

® semantic computing on the cognitive
perspective

® semantic computing on the pragmatic
perspective

As for ontologies, much progress has been
made worldwide. The remarkable achievements
in English include: WordNet by Princeton
University, PropBank by University of
Pennsylvania, etc. Also there are quite a number
of efforts made on building ontologies in
Chinese, which will be elaborated in Section 5.

In the last few years, the main direction of
semantic computing is to disambiguate
language units and constructions. In the
following Example 2, the word ¥ yi biio
has two meanings in different contexts. In
Chinese, word segmentation is also a problem
that needs to be addressed. In Example 3,
segmenting the word 1 K% bai tian € as 1/

K or KR/ can result in different
understanding of the sentences.

ta de yi bido hén duan zhuang (She has a graceful appearance.)
ta de yi bido hén jing qué (Her meters are very accurate.)

bai tian é fei guo lai le (A white swan flies toward us.)
bai tian € ké yikan jia (A goose can guard our house at daytime.)

from language knowledge bases (See Section 5).
The following examples of syntactic semantic
analysis will illustrate how different syntactic
structures will change the meaning of sentences:

—ZHL R BN

-- gai dian ying shi 1a ji

-- Itis rubbish.

- A SN .

-- gai dian ying bu shi 1a j1
-- It is not rubbish.



Example 5
e e e e, ol A2 ot o

mazhash imazha, qu qu shi qt qi

A grasshopper is a grasshopper, while a cricket is a cricket.
——) Ais not B.

Rule: Ais A, while B is B.

- W AN o
-- mazhabu shi qa qu
-- A grasshopper is not a cricket.

T, UEYUN. ding shiding, mdo shi mio

Ding is ding, while mao is mao.

With respect to semantic computing on
cognitive level, we will use metaphor as an
example. For a long time, NLP research has
focused on ambiguity resolution. Can NLU be
realized after ambiguity resolution? Metaphor,
insinuation, pun, hyperbole (exaggeration),
humor, personification, as well as intended
word usage or sentence composing, pose a great

Example 6
Simile:

A AR, i s

SILEIR? AR
zi b6 zhidong , shou rd féipéng ; qi wa gao mu ? shushmweé rang. --

— being conscientious

challenge to NLU research. If the computer can
deal with metaphors, it will greatly improve the
ability of natural language understanding.

First, let’s discuss the rhetorical function of
a metaphor. Metaphor is extensively and
skillfully used in the Chinese classic “Book of
Songs” to boost expressiveness.

- (CEXA4A2)

(wei feng bo x1)

(Your hair is like disordered grass.)

Metaphor: ‘etz i, ALK,
ta shan zhishi , k& yi gong yu.

- C/IVAE 4505 )

-- (xido ya -hémmg)

(Rocks from another mountain can be used to carve jade. Metaphorically this phrase means a
change of method may solve the current problem.)

Also, many Chinese idioms are
metaphorical expressions: [f]J}:5F tong zhou
gang ji(Literally, to cross the river in the same
boat; metaphorically, to work together with one
heart while in difficulty), 4i5%4kEE tdg gidng
ti¢ bi (Literally, walls of brass and iron;
metaphorically, impregnable). The Chinese
language makes use of lots of idioms or
idiomatic expressions that are derived from
ancient Chinese stories and fables. These
idioms and idiomatic expressions are often used
metaphorically and reflect historical and
cultural background of the language. They are
the most precious relics to the Chinese language
and culture. Therefore the Chinese Idiom
Knowledge Base (CIKB) was also built in 2009.
CIKB consists of 38,117 entries and describes
many attributes of Chinese idioms. Among the
attributes, “literal translation”, “free translation”
and “English equivalent” are very valuable.

The linguistic function of metaphor is also
important. Metaphor is the base of new word

creation and polysemy production (sense
evolution), for example, 3% 44 1a ji xiang
(recycle) and 7% bg dG(virus) are used in a
computer setting and words like =% gao feng
(peak), JfE#i ping jing (bottleneck) and ZkzR
xian suo (clue) are endowed with new meanings
which have not been included in traditional
Chinese dictionaries. Besides, metaphor creates
new meanings in sentence level, for instance, in
Bk NI BER . di qit shi rén &1 de mii qTn
(The earth is the mother of humanity.), the word
BESE (mother) has a different meaning. So,
metaphor understanding is beyond the scope of
ambiguity resolution. Metaphor, linguistics, and
human cognitive mechanisms are inextricably
interlinked. So metaphor becomes a fort that
must be conquered in NLU research.

From an NLP perspective, metaphors can
be summarized into the following categories as
in Table 1. As for the NLP tasks of metaphor
computing, we can conclude that there are three
tasks to be accomplished: First, metaphor

% For the purpose of conciseness, only the underlined parts that contain metaphors are translated.



recognition. For instance, how can we
distinguish %R (R 7F from I3 9 Y5 %2
hai yang zi yuan kdo cha (investigation of
ocean resources); Second, metaphor
understanding and translation. For instance, %I
WHEYE actually means &1 UG HEE—FEF
& . zhi shi xiang hii yang yi yang féng fu

(Knowledge is as rich as the ocean.). Third,
metaphor generation. For instance, how phrases
such as 15 & 1) xin xide hiiyang (ocean
of information) and f{E[{¥FF xian hua de
hai yang (ocean of flowers) can be generated
successfully by computer?

Perspective of grammatical
prope rties

Perspective of language unites of
metaphorical expressions

Nominal | #HL[H [¥)1£ 2= it gud de hua dud | Word-formation | 5 47 luan shi(egg-like stone), 71~ MR
(flower of the country), 2E#y | level xing rén yin (apricot-like eyes)

1 ik 2 shéng ming de M
chéng (life journey)

\erb DWIEZPE K chdo péng pai | Word level WM ché lia (tide), ®IFH zhdo yéang
(heart wave ), i KHAH fang (morning sun)
fei li xiing  (let fdream fly)

Adjective | X 53T [, zhé pian | Phrase level KRR VE zhT shi de hai yang  (ocean
wén zhang xié¢ de gan ba(This of knowledge), % 32 4 ) B 1 bo
article is written drily), Xf zhdng xing fu de zhdng zi (to sow the
WHEED HIK. zhé pian wén seeds of happiness)
zhang qing tang gud shui
(This article is like plain soup
and water.)

Adverb | 4l ¥ # #i chdn cuX hal Sentence level | YZEM Y. qi ché he qi you (Cars
shud(absolute nonsense) drink gasoline.), % AJ&/K nii rén shi

shui (A woman is water.)

Discourse level | T2 L, SN E o Wi I 2245,
AFFIL VY. di qf hudng ying &, mOjico
zhi shang t¥ ti shi jing qi€ méng, budé
dao lido xi . (To scare away the
nightingales for their noise has my dream
in which | went to the west to meet my
dear husbhand.)

Table 1.

Currently we focus on recognition and
understanding of metaphors on phrase and
sentence level. The automatic processing
methods of metaphors can be summarized as

Example 7

Categories of metaphors from NLP perspective.

two: First, rule (or logic)-based method, i.e.,
finding the conflicts between the target and the
source, and search their common properties.

XN AFE—3kWiT . zhé gé rén shi yitéu shi zi (This man is a lion)

— only the target and the source

A NIEEIMAE, na gé rén shi o ha li (That man is an old fox.)

— only the target and the source

ARA LA BALIE T, AR I . sen lin Ii ji you yong méng de shizi, y& you jido

hu&de hudli (In the forest, there are both brave lions and sly foxes.)
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--- find out properties of the sources



XA NSEEREN, I NI . zhé gé rén shi yong méng de, na gé rén shi jito hua de
(This man is brave, while that man is sly.)

The utterance LA A& KRNz 13k,
hé béi you gé ldo taitaichitu kuai (An old lady
in Hebei eats clay.) is not in conformity with
common sense, but it is not a metaphor;
whereas Y5 A#BIE54). nan rén dou shi dong
wu (All men are animals.) is logical but it may
be a metaphor in certain context and may not be
in another context.

Second, empirical (statistical) method i.e.,
providing machine with a large number of
samples and training a model. Yu Shiwen
presided over the national 973 project
“Database for text content understanding”
(2004-2009), which includes a subtask named
“Analysis of Metaphorical Expressions and
Their Pointed Contents in Chinese Texts”. In
this project, various machine learning methods
have been applied to do semantic analyses from
the token level. Among them, Wang Zhimin
completed her doctoral thesis “Chinese Noun
Phrase Metaphor Recognition” in 2006. Jia
Yuxiang studied verb metaphor recognition and
“X is Y” type metaphor understanding and
generation. Qu Weiguang presided over the
National Natural Science Fund Project
“Research on Key Technologies in Chinese
Metaphor Understanding” (2008-2010).

From a statistical point of view, metaphor
recognition can be seen as a problem to
compute the conditional probability p(m|c) to

decide whether J7F is a metaphor in context c.

The reversed order of two variants m and ¢ will
not change the value of unified probability of
p(m|c) and p(c|m),while the relation between
unified probability and conditional probability
can be written as:

p(c)p(m|c) = p(m)p(cim) (1)
Then,

p(m|c)=p(m)p(cim)/ p(c) ()
Givenc, p(c) is a constant. Then,

p(m|c) e p(m)p(c|m) )

Given a thresholdd , if p(m)p(c|m) >6 ,
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then we can deem this #i¥ is a metaphor.
Then the problem becomes how to
compute p(m)p(c|m). We can compute it
based on large-scale annotated corpus and get
p(m) =N, /N @
N, — the times of ¥ as a metaphor in the
corpus;

N — the total times of i in the corpus.

Then we simplify ¥ and its context ¢
into: W ... Wy JEVE W, ... Wi, where W, ...,
Wy, Wi,..., W; represent the n-gram of 7
and its syntactic and semantic attributes
respectivelly.

p(clm)=pW., |m)--- p(W., |m) p(W, |m)--- p(W; [m) - (5)
pW, [m)=NW,)/N,, (s 1) (6)

N(W;) stands for the times of
co-occurrence of ¥ as a metaphor and word
W with designated attributes at position. Here
an important hypothesis of independence is:
words at different position s is not correlated
with the word JAFVE.

Last, we will discuss semantic computing
on the pragmatic perspective, which is more or
less unique of Chinese language. First, the
change of construction in Chinese will affect
the meaning of a sentence even though the
words themselves are not changed. The
emphasized meaning of the construction is not
equal to the combination of the underlying
meaning from each element in the construction.
The meaning reflects the distribution of quantity
of entities and the relative locations among
entities. Although the underlying syntactic
relationship among the main verb, the agent and
the object(s) still exists, such syntactic
relationship is only secondary. As in the
sentence X5k R AJ CAIE — A~ N . zhé zhang
chuang k& yi shui san ge¢ rén (This bed can
sleep three people.) is different in meaning from
the sentence — /N AAJLAREIXFKIK . (Three
people can sleep on this bed.). Second, the

=Ko 11



semantic direction of the complement in
verb-complement  constructions and  the
adverbial phrase in verb-adverbial constructions
also change the semantic roles of each
constituent. For instance, (X&) H5% .

( wén zhang ) xi¢ wan le ((The article) is
completed.) or (ZNji) HHE 1. ( ldoshi )
xi¢ 1&i le ((The teacher) is tired for writing.) or
T HLE T —8E /64K . xiang pen pen di
zha le y1pan hua shéng mi(aromatically fried a
plate of peanuts). Here the ontology cannot
provide enough information to reflect the
process and result of change in semantic roles.
Thus the Generalized Valence Mode (GVM) is
proposed to describe not only participants of the

Positive sarnples:
EMRREF
EETLAUEF

Megative sarmples:

EFEEER

Leaming

Algarithimn

action, but also the change of participants’ states.
Third, our ultimate goal will be to achieve
“semantic harmony”. For instance, in both
English and Chinese we can say 44 >k ba chii
I& (pull out) or #fiikZ% cha jin qu (thrust
into), but we never say itk (thrust out) or
it (pull into). It is alright to say HE/Nk
R MERZ T . na gé da pin gud ta dou chi le
(That big apple he eats it all) , but it is
awkward to say HSEUMEZBLANZ T . nd ke
xido hé tao ta dou chi le (That small chestnut he
eats it all.). In fact we can say @i/ MZHERA
FARIZ T . na ke xifio hé tao song shii dou chi le
(That small chestnut the squirrel eats it all.).

J

Classifier

Salzdajul

-

7

learning

L

L

Megative ME¥ER
Positive {5 B RNEF

Figure 2. Empirical (statistical) method of metaphor processing.

Professor Lu Jianming (2010) remarked on
the realization of semantic harmony. The
principle of semantic constraint of words
essentially requires that the words in sentences
should be harmonic in terms of meaning.
Analysis of ill-formed sentences and automatic
language generation will benefit from the
research in semantic harmony. Semantic
computing on the pragmatic level has unique

characteristics with respect to Chinese language.

The solution of these problems poses a great
challenge and will make great contribution to
the understanding of the essence and
universality of languages.
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4 Potential Applications of Semantic
Computing a Case Study on
Automatic Metaphor Processing in
Search Engines

Nowadays, search engines are deweloping very
rapidly and some of them have won great
economic success. In terms of semantic
computing, Baidu.com takes the lead and has
unveiled the search concept “Box computing”
which introduces semantic analysis. The
precision and recall of a search engine are



always the essential issue that a user is
concerned. Therefore we will find the value of
semantic computing first in a search engine.

Certainly, if metaphor can be understood
properly by a computer, the precision of search
engines will be improved. Let’s take the phrase
i K qi fei(take off) as an example. Literally j&
" means an aircraft takes off such as in fiii ¥t
i KIS TA] hang ban qi fei shi jian (the time for
the airplane to take off). Sometimes we also use
it in phrases like & %52 K jing ji qi fei
(economic take-off) or Z< Jy 38 L iz i K
dong fang méi nli g& tin qi fei (Oriental
beauties take off in the music arena.) to mean
metaphorically. 1f the literal sense and its
metaphorical sense can be distinguished
successfully, we will find the exact information
that we need. Meanwhile, we hope that through
this the recall of search engine will also be
improved. For example, in Chinese we often
use the phrase fH[H {2 zii gué de hua dud
(flowers of the country) metaphorically to refer
to JL# & tong (children). So web pages
describing #L[E )4t 2& should also be related
to the query word JL7E.

We also observe that the phrases 4t X 2%
jin rong féng bao (financial storm) and 4t
Wi j; réong hdi xido(financial tsunami)
metaphorically refer to 4x@ifEHl jin rong wei
ji (financial crisis). But when we input the
query 4 flf&Hl into a search engine, the
results were only web pages with 4@ fEHL or
GxRb/IfE L. But when we use the query 4 fili X
& or 4l there were no web pages with
the results 4:flif& 1. We know that the phrase
IO A chdo you ya  has literal usage (to fry
squids) and metaphorical usage (to fire sb. from
his/her job). When we input the phrase into the
search engine, we find the result with
metaphorical usage takes up 65% while other
usage only accounts for 35% (Wang, 2006).
Therefore we may conclude that whether
metaphor is understood will seriously affect
precision and recall.

Another important application lies in
machine translation and cross-lingual search.
Correct metaphor recognition and
understanding is the precondition of correct
translation. Machine translation can be a
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framework to evaluate the performance of
metaphor recognition and understanding, and
also is a tool to realize cross-lingual search. For
instance, a well-known Chinese female
volleyball player got a nickname as Ak tig
l&ng tou. Shall we translate it literally as “iron
hammer” or more metaphorically as “iron fist”
in order to let a user of search engine have a
better sense of what it actually means?
Translation is culture-bound. When we see the
sentence %HLFZ BN, gai didn ying shi ji léi,
how should we translate the word X4/l (a
chicken’s rib) here? And how shall we
distinguish its literal meaning with its
metaphorical meaning (&2 LR FFZ Al 1. shT
zhi wa wei qi zhi ké xi, tasteless to eat but a
waste to cast away) in order to understand better
the sentence ““The movie is a chicken’s rib”?
Therefore when we investigate the

feasibility analysis of applications of automatic
metaphor recognition, we propose there are still
three solutions to the above-mentioned
problems:

® To overcome the limitedness of source

domain words

® To recognize metaphors in web pages
and build metaphor indexes. Offline
processing often makes good use of the
advantages of a search engine.

® Before realizing query understanding,

let users choose metaphorical or literal
meaning of the query through
human-computer interaction.

5 Language Knowledge Bases as the
Foundation of Semantic Computing

As the foundation of semantic computing,
language knowledge bases are in great demand.
The achievements on language knowledge
bases for  Chinese-centered  multilingual
information processing include: Chinese LDC,
Comprehensive Language Knowledge Base
(CLKB) by ICL at Peking University, HowNet
by Zhendong Dong, Chinese Dependency Tree
Bank by Harbin Institute of Technology, etc.
Language knowledge base is an
indispensable component for NLP system, and
its quality and scale determines the failure or
success of the system to a great extent. For the



past two decades, a number of important
language knowledge bases have been built
through the effort of people in Institute of
Computational Linguistics (ICL) at Peking
University. Among them, the Grammatical
Knowledge Base of Contemporary Chinese
(GKB) (Yu etal., 2000) is the most influential.
Based on GKB, various research projects
have been initiated. For instance, a project on

the quantitative analysis of “numeral-noun”
construction of Chinese was conducted by
Wang (2009) to further analyze the attributes of
Chinese words. A project aiming at the emotion
prediction of entries in CIKB was completed by
Wang (2010) to further understand how the
compositional elements of a fossilized construct
like an idiom function from the token level.

Offset Synset Csyncet | Hypernym Hyponym | Definition Cdefinition
07632177 | teacher 20 07235322 07086332 a person | DL kiR
instructor | # 5 07162304 | whose NA:LPN
LI 07209465 | occupation
stk 07243767 is teaching
- J 07279659
i 07297622
i 07341176
ZrE 07401098
REN
Offset Synset Csyncet | Hypernym Hyponym | Definition Cdefinition
07331418 | husband Stk 07391044 071094820 | a married | 455 T
hubby e 719596807 | man; B h Lk
married_ Fe B 255726073 | a Woman_'s — T RIEEAR
man Jelfs 28008 partner in
e j’\ marriage
N
BEE
It
315
Offset Synset Csyncet | Hypernym Hyponym | Definition Cdefinition
07414666 | Mister P 07391044 a form of | %tEFH—
Mr. i e address for | Fhpxng
il aman
KEF
EA
2z

Table 2. The Synset of the word #(Jifi jido shiand its related Synsets.

Following GKB, language knowledge bases
of large scale, high quality and various type
(words and texts, syntactic and semantics,
multi-lingual) have been built, such as the

Chinese Semantic Dictionary (CSD) for
Chinese-English  machine translation, the
Chinese Concept Dictionary (CCD) for

cross-language text processing, the multi-level
Annotated Corpus of Contemporary Chinese,
etc. The projects as a whole won the Science
and Technology Progress Award issued by
Ministry of Education of China in 2007.
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As mentioned in Section 3, the word Jiz;
(virus) has two senses in both English and
Chinese: one is in biology and the other is in
computer science. When we want to do
cross-lingual information retrieval, the two
senses need to be distinguished. Hence, CCD
can serve as a useful tool to complete the task
for it organizes semantic knowledge from a
different angle. Concepts in CCD are
represented by Synsets, i.e. sets of synonyms as

in Table 2. For instance, the concept #ifi is in



a Synset {#Uii Zbn 2N A I 2k
%7 T REJL ...} and all the concepts form
a network to associate the various semantic
relations between or among the concepts:
hypernym-hyponym,  part-whole, antonym,
cause and entailment, by which we can retrieve
information in either an extensive or a
contractive way so as to improve the precision
or recall of a search engine. It can also provide
support for WSD tasks.

In 2009, the various knowledge bases built
by ICL were integrated into the CLKB. The
integration of heterogeneous knowledge bases
is realized by a resolution of “a pivot of word
sense”. Three basic and important knowledge
bases, GKB, CSD and CCD have been
integrated into a unified system which includes
language  processing module, knowledge
retrieval module and knowledge exploration
module.

Although there are some fundamental
resources on semantic computing, it needs
further improvement, updating, integration and
specification to form a collective platform to
perform more complicated NLP tasks. To
further improve the result of semantic
computing, innovative projects for new tasks
should also be launched, for instance:

®  metaphor knowledge base

®  ultra-ontology dynamic knowledge
base (generalized valence mode)

® the integration of information based
on multi-lingual translation

6 Concluding Remarks

Why semantics is so useful in the first place?
Linguists and psychologists are interested in the
study of word senses to shed light on important
aspects of human communication, such as
concept formation and language  use.

References

Anderson, J. R. 1989. A Theory of the Origins
of Human  Knowledge. Artificial
Intelligence. 40(1-3): 313-351.

Carreras, X. and Marques L. 2004. Introduction
to the CoNLL-2004 Shared Task: Semantic

44

Lexicographers need computational aids to
analyze in a more compact and extensive way
word definitions in dictionaries. Computer
scientists need semantics for the purpose of
natural language processing and understanding.
Therefore, the significance of semantic
computing in NLP is obvious and more research
needs to be done with this respect.

All in all, we may conclude that the
methods of semantic computing can be
summarized as the following:

® The research of applicable language
model

®  The research of effective algorithms

®  To build language knowledge bases as

its foundation
Semantic computing is a long-term
research subject. We hope more progress can be
made if a clearer view can be provided for the
direction of its development and the pavement
for future research can be constructed more
solidly with more work done.

Acknowledge ments

Our work is based on the long-term
accumulation of the language resources that
have been built by the colleagues of ICL and it
is their contributions that make our achievement
possible today. Parts of the content in this paper
were presented by Shiwen Yu on the
conferences in  Hangzhou (International
Workshop on Connected Multimedia 2009) and
Suzhou (the 11th Chinese Lexical Semantics
Workshop 2010), and many thanks should be
given to those who offered valuable thoughts
and advice. The authors also want to extend
their gratitude toward CIPS-Sighan for this
valuable opportunity to demonstrate our
viewpoints and work.

Role Labeling. Proceedings of the CoNLL
2004: 89-97.

Dagan, I. et al. 1993. Contextual Word
Similarity and Estimation from Sparse
Data. In Proceedings of the 31st Annual
Meeting on the Association for
Computational Linguistics (ACL):164-171



Fillmore, C. J.. 1976. Frame Semantics and the
Nature of Language. In Annals of the New
York Academy of Sciences: Conference on
the Origin and Development of Language
and Speech:20-32

Gale, William A., Kenneth W. Church, and
David Yarowsky. 1993. A Method for
Disambiguation Word Senses in a Large
Corpus. Computers and the Humanities.
26(5-6): 415-439

Gildea, Denial and Denial Jurafsky. 2002.
Automatic Labeling of Semantic Roles.
Computational Linguistics, 28(3):
245-288.

Hasida, K. 2007. Semantic Authoring and
Semantic Computing. Sakurai, A. et al.

(Eds.): JSAI 2003/2004, LNAI 36009,
137-149.

Ide, Nancy and Jean Vé&onis. 1998.
Introduction to the Special Issue on Word
Sense Disambiguation: The State of the Art,
Computational Linguistics, 24(1) : 2-40.

Jin, Peng, Wu Yunfang, Yu Shiwen.
SemEval-2007 Task 05: Multilingual
Chinese-English  Lexical Sample. In

Proceedings of SemEval-2007: 19-23.

Johansson, Richard and Pierre Nugues. 2008.
Dependency-based Syntactic-semantic
Analysis with PropBank and NomBank. In
Proceedings of the Twelfth Conference on
Computational Natural Language
Learning: 183-187.

Lee, Lillian. Similarity-Based Approaches to
Natural Language Processing. Ph.D. thesis.
Harvard University.

Lesk, Michal. 1986. Automatic Sense
Disambiguation: How to Tell a Pine from
an Ice Cream Cone. In Proceedings of the
5th Annual International Conference on
Systems Documentation: 24-26.

Li, Sujian, Zhang Jian, Huang Xiong and Bai
Shuo. 2002. Semantic Computation in
Chinese  Question-Answering  System,
Journal of Computer Science and
Technology, 17(6) : 993-999.

Lu, Jianming. 2010. Foundations of Rhetoric --
The Law of Semantic Harmony. Rhetoric
Learning, 2010(1): 13-20.

Qu, Weiguang, Sui Zhifang, et al. 2007. A
Collocation-based WSD Model:
RFR-SUM. In Proceedings of the 20"

45

International Conference on Industrial,
Engineering, and Other Applications of
Applied Intelligent Systems:23-32.

Schutze, Hinrich. 1998. Automatic Word Sense
Discrimination. Computational Linguistics,
24(1):97-124.

Resnik, Philip. 1999. Semantic Similarity in a
Taxonomy: An Information-Based
Measure and its Application to Problems of
Ambiguity in Natural Language, Journal
of Artificial Intelligence Research 11:
95-130.

Wang, Lei and Yu Shiwen. Forthcoming 2010.
Construction of Chinese Idiom Knowledge
Base and Its Applications. In Proceedings
of Coling 2010 Multi-word Expressions
Workshop.

Wang, Meng et al. 2009. Quantitative Research
on Grammatical Characteristics of Noun in
Contemporary Chinese. Journal of Chinese
Information Processing, 22(5): 22-29.

Wang, Zhiming. 2006. Recent Developments in

Computational Approach to Metaphor

Research. Journal of Chinese Information

Processing, 20(4): 16-24.

Nianwen and Martha Palmer. 2005.
Automatic Semantic Role Labeling for
Chinese Verbs. In Proceedings of the 19"
International  Joint  Conference  on
Artificial Intelligence:1160-1165
Shiwen et al. 2003. Introduction to
Grammatical Knowledge Base  of
Contemporary Chinese (Second Edition)
(in Chinese), Tsinghua University Press,
Beijing, China.

Xue,

Yu,



Semantic class induction and its application for a Chinese voice
search system

Yali Li
ThinkIT laboratory,
Institute of
Acoustics, Chinese
Academy of Sciences

Weiqun Xu
ThinkIT laboratory,
Institute of Acoustics,
Chinese Academy of
Sciences

Yonghong Yan
ThinkIT laboratory,
Institute of
Acoustics, Chinese
Academy of Sciences

liyali@hccl .ioa.ac.cn Xuweigun@hccl.ioa.ac.cn  yyanghccl.ioa.ac.cn

Abstract

In this paper, we propose a nhovel
similarity measure based on
co-occurrence probabilities for inducing
semantic classes. Clustering with the new
similarity measure outperformed that
with the widely used distance measure
based on Kullback-Leibler divergence in
precision, recall and F1 evaluation. We
then use the induced semantic classes and
structures by the new similarity measure
to generate in-domain data. At last, we
use the generated data to do language
model adaptation and improve the result
of character recognition from 85.2% to
91%.

1 Introduction

Voice search (e.g. Wang et al., 2008) has
recently become one of the major foci in spoken
dialogue system research and development. In
main stream large vocabulary ASR engines,
statistical language models (n-grams in
particular), usually trained with plenty of data,
are widely used and proved very effective. But
for a voice search system, we have to deal with
the case where there is no or very little relevant
data for language modeling. One of the
conventional solutions to this problem is to
collect and use some human-human or
Wizard-of-Oz (WO2Z) dialogue data. Once the
initial system is up running, the performance can
be further improved with human-computer data
in a system-in-the-loop style. Another practical
approach is to handcraft some grammar rules and
generate some artificial data. But writing
grammars  manually is  tedious and
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time-consuming and requires some linguistic
expertise.

In this paper, we introduced a new similarity
measure to induce semantic classes and
structures. We then generated a large number of
data using the induced semantic classes and
structures to make language model adaptation.
At the end, we give the conclusion and implied
the future work.

2 Semantic Class Induction

The studies on semantic class induction in spoken
language (or spoken language acquisition in
general) have received some attention since the
middle 90's. One of the earlier works is carried
out by Gorin (1995), who employed an
information -theoretic connectionist network
embedded in a feedback control system to acquire
spoken language. Later on Arai et al. (1999)
further studied how to acquire grammar
fragments in fluent speech through clustering
similar phrases using Kullback-Leibler distance.
Meng and Siu  (2002) proposed to
semi-automatically induce language structures
from unannotated corpora for spoken language
understanding, mainly using Kullback-Liebler
divergence and mutual information. Pargellis et
al. (2004) used similar measures (plus three
others) to induce semantic classes for comparing
domain concept independence and porting
concepts across domains. Potamianos (2005,
2006, 2007) and colleagues conducted a series of
studies to further improve semantic class
induction, including combining wide and narrow
context similarity measures, and adopting a
soft-clustering algorithm (via a probabilistic
class-membership function).

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 46-53,
Beijing, August 2010



2.1 Clustering

In general, words and phrases which appear in
similar context usually share similar semantics.
E.g., i&™% K% (Tsinghua University) and Jb 5t
K2#(Peking University) in the following two
utterances (literal translations are given in
brackets) are both names of place or
organisation.

ok R ML M #AT.

Please/look for/Tsinghua University/near//bank
(Please look for banks near Tsinghua
University.)

ok JERREE T ) RE .
Please/look for/Peking University/nearby//gym
(Please look for gyms near Peking University.)

To automatically discover that the above two
words have similar semantics from unannotated
corpus, we try unsupervised clustering based on
some similarity measures to induce semantic
classes. Further details about similarity measures
are given in section 2.2.

Before clustering, the utterances are
segmented into phrases using a simple maximum
matching against a lexicon. Clustering are
conducted on phrases, which may be of a single
word.

2.2 Similarity Measures

For lexical distributional similarity, several
measures have been proposed and adopted, e.g.,
Meng and Siu (2002), Lin(1998), Dagan et al.
(1999), Weeds et al. (2004).

We use two kinds of similarity measures in
the experiments. One is similarity measure based
on distance, and the other is a new similarity
measure directly using the co-occurrence
probabilities.

2.3 Distance based similarity measures

The relative entropy between two probability
mass functions p(x) and ¢(x) is defined by
(Cover and Thomas, 2006) as:

D(pl9) = 3 p(3)log p(( ; p(( 3 o

The relative entropy, as an asymmetric
distance between two distributions, measures the
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inefficiency of assuming that the distribution is
q When the true distributionis p .

It is commonly used as a statistical distance
and can be symmetry as follows:

div(p,q) =D(pllg)+D(qll p) (2)

For two words in a similar context, e.g., in
the sequence {---v W_1, W, Wy,... }
where w can be word a or b | the right
bigram D, (a”® ||p*) and D, (b* ||a®) are
defined as:

D R pRY = lo pw,|a) (3)
@t |l ) wl;W p(w, | a)log —p(W1 'b)
and
la®) = z pw, |b)|ogM(4)
wle ( 1 | )
where W is the set of words or phrases.

And the symmetric divergence is
div,(a*,b") = D (a” || b") + D, (6" | a*) (5)

The left bigram symmetric divergence can be
similarly defined.

Using both left and right symmetric
divergences, the distance between @ and b
is
d,(a,b) = div,(a",b") +div,(a”*,b") (6)
So the KL distance becomes:

KL(a, b) = div(a*,b" )+ div(a * ,b* )

D,(b*

) I p( —1| )
EWP(W D)
+ S pw, |blog 201D @)
w_1€W ( 1| )
(Wl |a)
+ 1 |
2y PO 00 Ty
£ 3 pw, | blog L1V
wleW ( 1| a)

This is the widely used distance measure for
lexical semantic similarity, e.g., Dagan et al.
(1999); Meng and Siu (2002); Pargellis et al
(2004). We can also see the IR distance and L1
distance below:



2p(i 0
IR(ab)= )
@ 2Pl i)
2p(1,|1)

+ p(w;|blog

=14 pwy |a)+p(w,; | D) g
2p(4] @)
+ 0]
P NPT
2p(w|b)

pw|a)+piw|b)

We can see from the IR metric that it is
similar to the KL distance. Manhattan-norm (L1)
distance :

Liab)= Y| p(w,|a)=p(w,|b)|
w €W

+ Zl pw | a)—p(w |D)]
leW
In Pargellis et al. (2004), the lexical context

is further extended from bigrams to trigrams as
follows. For the sequence:

ey W W W, W, Wy

+ 2, p(w|blog
=l

(9)

where w can be word a or b, the trigram

KL between a and b is:
WW. |d
KIQ(ab): Z p(W2W,1|a)ng(_27_l|)
w_z»"‘}_ZGVV p(W2W_1 |b)
w.w., | b
> p(w_zw_1|b)ogp(271||))
»»LZ’W,zeW pW,2W71 a (10)
a
* Z P(VYW2|a)ogp(L2|b)
I p(ww, |b)
b
£ plwwy | logP L1V
el poww, |a)

Since more information is taken into account
in KL,(ab), more constraints are imposed on the

similarity measure. This is expected to improve
the precision of clustering but may lead to a lower
recall.

2.4 Co-occurrence Probability based

similarity measures

After a close investigation of the corpus, we
came up with an intuitive similarity measure
directly based on the co-occurrence probability.
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The key idea is that the more common
neighbouring words or phrases any two words or
phrases in question share, the more similar they
are to each other. Therefore, for each left or right
neighboring word or phrase, we take the lower
conditional probability into account.

Thus we have the following similarity
measures:

Similarity using the bigram context
Sy(a,b)= Z;in(p(wl |@).p(w, b))

w_, €

+ Y minp(w | a),p(w; | b))
leW
Similarity using the trigram context

S,(ab)= Zm iNp(w,w, |a),p(w,yw, b))

W,z’w,leW
+ Zmir{])("‘iwz |@).p(ww, |b))
wi,WZGW
Similarity extending S,(a,b), taking both left

and right contexts into account simultaneously
Sy(ab)=S;
+ 2 minp(wyw |a)pwsw [5))13)
W—l’M/J'_EW
After pairs of words or phrases are clustered

above, those pairs with common members are
further merged.

(11)

(12)

2.5 Comparison of measures

The KL distances emphasize on the difference of
two probability but the new measure take the
probability itself into account. Take the right
bigram context the similarity measure for
example:

KLy@b)=Y (p(w,|alog 2041

weW w.
p(wy | b))
pw | a)
seeing P(w, |a) as x and seeing P(w, |b)
as y, the equation changed to:

KL (. ) =Y (xlog —+ ylog =) (15)
y X

and S, (x,y) becomes to:
Se(x, ) =2, min( x, y) (16)
We can also get the /R, (x,y) and L1,(x,y)

+ p(w; | blog



IR , (x, y)= ). (xlog xixy + ylog x27y) (17)

+y
and LL,(xy)=x—y| (18)
We can see the space distribution in Figure. 1.

[xog(24x/(x+y))HyHog(24y/ix+y)))
(etloglxly))+y*logly/ix))

min(x,y)

abs(x-y)

—Vs o

Figure 1. Space distribution of different metrics
xX=Yy
z=0
xX=y=z (20)
We can see from the four figures (the space
distribution of four bigram metrics) that four
curve surface are all symmetric. The curve
surface of the three distance (KL,IR, L1) all
contain the curve of (19), and curve surface of
the minimum similarity contains the curve of
(20). We say that the KL distances, IR distances
and L1 distances all emphasize only on the
distances and don't take the probability itself into
account.
We take the right context of two pairs

(a;,by) and (a,,b,) forexample. If

(19)

p(wla)=01 p(w;|a)=09
p(w|b)=0.1, p(w, |b)=09
p(W’ la,)=0.9, p(wyla,)=0.1
p(w |b,) =09, p(w, |b,)=0.1

The calculation is shown as follows:
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KL p(ay,b,) = p(w | a,)log M

pw | b)
+ p(w | b, log L 10
pw |ay)
0.1 0.1
=0.1*log —+ 0.1 *log —
g 0.1 g 0.1
=0
' W’ a
KL (@b, )= p(w’ | a, Jlog L0 122)
pw |b2)
+ p(w' | b, )log M
pw |a,)

= 0.9 *log %Jr 0.9 *log 99
0.9 0.9

=0

Sgp(ay,b,)=min(p(w|a,), p(w|b,))
=min(0.1,0.1)
=0.1

SR(az’bz):min(P(W, |a2):p(wl |b,))
=min(0.9,0.9)
=0.9

The KL calculation result of two pairs is the
same but the new similarity calculated that

(a,,b,) is more similar than (a;,b,)
because they have more similar context
probability 0.9.

3 Experiments and Results
3.1

In our experiments, four types of corpora are

exploited in different stages and different ways.

® T: A large collection of text corpus is used
to train a general n-gram language model.

® H: Some WOZ dialogues were collected
before the system is built, using a similar
scenario where users talked in Chinese to a
service provider (human) via telephone to
search for local information, or information
about some local points of interest (POI).
These dialogues were manually transcribed
and used for language model training. This
is the best data we could get before the

Data



system is built though it is not the real but
near in-domain data.

® C: After the initial system was up running,
some real human-computer dialogues were
collected and transcribed. These dialogues
were split into three sets. One (C1) is used
for semantic class and structure induction.
One (C2) is used as test data. The other (C3)
is reserved.

® A: Domain information (domain entities) is
used in conjunction with the induced
semantic classes and structures from C1 to
generate a large amount of in-domain
corpus for language model adaptation. In
Table 1, we give some statistics in terms
of the number of utterances(no. u) and
Chinese characters(no. c) for the above

corpora.

corpus | no.u no. ¢

T 38,636 | 8,706, 340
H 6, 652 151, 460
Cl 658 15, 434
C2 1, 000 19, 284
C3 411 8,014
A 14, 205 365, 576

Table 1. statistics of different corpus

3.2

We conducted clustering with the above
similarity measures on the data set C1.

During the clustering, it is required that all the
probabilities involved in calculating similarity be
larger than 0. We have no threshold except this
constraint.

The outcomes are pairs of phrases.

It is noticed that most of the clustered words
and phrases are domain entities.

In our experiments, we merged the induced
similar pairs into large clusters. For example, if
a issimilarto b and b issimilarto c, then
(a, b, c)are merged into one category. In the
end we use the categories to replace those words
and phrases in corpus C1 and obtained templates.

Examples of the results are given below.

Semantic Clustering

$ask $toponym $near $wh-word $sevice
[FR4i] $ask $toponym $near £ $sevice M
& £ $toponym $ask 42 $poi

where:
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$ask = il | ) K| FEH—F | ...
$toponym = JEHE R | HIFREE | ...
$sevice = AT | vk | AAETE ...
$near = [T | FIH | ...

$wh-word = H&A | G4 | AL | ..
$poi = LG | EFEAEEW | ...

To evaluate the induction performance, we
compare the induced word pairs against manual
annotation. We manually annotated each phrase
with a tag like $toponym, $poi and so on. If a

and b are calculated as a pairs and the
annotation is the same, we see that they are
correctly induced which is referred to Pangos
(2006).

We compute the metrics of precision P,
recall R and f-score F; as follows:

m
P =—x100%
IV 0 (21)

where m is the number of correctly induced
pairs,and M is the number of induced pairs.

n
R =—x100%
N (22)

where n is the number of correctly induced

words and phrases, and N is the number of

words and phrases in the annotation.
2xPxR 1009

1 =

(23)

which is a harmonic mean of P and R.

Chinese Word Semantic Class Corpus
Induction Parsing

Segmentation
Figure 2. Induction process

The iterate process we adopted is as in
Pargellis et al. (2004). In the first iteration, we
calculated the similarity and use the largest
similarity pairs to generate large classes which
can be called semantic generalizer. Then we use
these semantic classes to replace the corpus, and
obtained new corpus just as the example
presented above. Then we duplicate this process
for the second iteration and so on.
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Figure 6. F1 according to iterations induced by
all bigram similarity measure

From figures (Figure 3-6), we can see that
clustering with our new co-occurrence
probability = based  similarity =~ measures
outperforms that with the widely used relative
entropy based distance measure consistently for
both bigram and trigram contexts. This confirms
the effectiveness of our new and simple measure.
Regarding the context size, the results from
using the bigram context outperforms that from
using the trigram context in precision. But recall
and F, drops a lot. This is due to that larger

contexts bring more constraints. The context size
effect holds for both types of similarity measures.
And the best performance is achieved with the
similarity measure S,. It is based on S, and

takes both left and right contexts into account at
the same time.

3.3 Corpus Generation

Since the number of the domain entities
(terminals) we can collect from the dialogues is
very limited, we have to expand those variables
(non-terminals) in the induced templates with
domain information from the application
database and relevant web sites. For example, we
used all the words and phrases in the toponym
cluster, e.g., "I K% | MEFEHK | .. to
replace $toponym in the templates above. Then
we generated a large collection of artificial data
which has a good coverage in both the utterance
structures (the way people speak) and the domain
entities. This resulted in the generated corpus A
in Table 1. In generation we used the semantic
classes and structures induced with S, and

manually corrected some obvious errors. In the
generated data, there are 14,205 utterances and
365,576 Chinese characters.:

3.4 Language Model Adaptation

There are some language model adaptation
(LMA) work oriented to the dialogue systems e.g.
Wang et al(2006), Hakkani-Tur et al.(2006),
Bellegarda(2004). So far major effort has been
spent on adaptation for large vocabulary speech
recognition or transcription tasks. But recently
there have been a few studies that are oriented
toward dialogue systems, e.g. Wang et al(2006),
Hakkani-Tur et al.(2006). In our experiments,



three trigram language models were built, each
trained separately on the large text collection (T),
on the WOZ data (H) and on the artificially
generated data (A). These trigram models were
then combined through model interpolation as
follows: We used the linear interpolation to adapt

language model. The formula is shown as follows.

T is the out-of-domain data, H is the
humane-to-humane dialogues, and A is the
corpus generated by grammars

Pw, | wyw,_, )= 2B (w, [ w_yw,_, )
T Ay By W, [ wiywi, )
TP W | Ww,,)

(24)

Where0<ﬂ7,ﬂH,ﬂA <1 and ﬂT +ZH +ZA =1,

The weights were determined empirically on
the held-out data (C3 in Table 1}).

All the language models were built with the

Stolcke(2002)’s {SRILM?} toolkit.
Why we did not use the C corpus directly is that it
doest have a good covering on the
domain-entities and other users usually say
utterances similar to C in structures but different
domain entities. So we use the good covering
generated data to make LMA.

We evaluated the different language models
with both intrinsic and extrinsic metrics. For
intrinsic evaluation, we computed the perplexity.
For extrinsic evaluation, we ran speech
recognition experiments on the test data C2 and
calculated the character error rate (CER).

We can see that corpus A is useful to make
model adaptation and it is closer to the in-domain
data than the human-human data for
human-computer dialogues. By using these
generated sentences, our domain-specific
Chinese speech recognition have a growth from
85.2% to 91.4%.

Ay, L, lo2 Jo.2 Jo.2
Ly, |0 ]0.8,]0, ]0.4
2, 0 |0 |08 |0.4
PP 984 [95.433.623.3
CER(%) [32.3]14.8[10.7 9.0

Table 2. perplexity and character error rate
according to model interpolation
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The optimized weights (0.2,0.4,0.4) is
obtained from the develop sets C3. From Table 2,
we can see that language models built using
additional  dialogue related data, either
human-human/WO0Z dialogues or data
generated from human-computer dialogues,
shows significant improvement in both
perplexity and speech recognition performance
over the one built with the general text data only.
For the two dialogue related data, the generated
data is better than the WOZ data or closer to the
test data, since perplexity further drops from
103.5 to 38.1 and CER drops from 14.8 to 10.7.
This confirms our conjecture that human-human
WOZ dialogue data is near in-domain and not
very proper for human-computer dialogues.
Therefore, to effectively improve language
modeling for human-computer dialogues, we
need more in-domain data, even if it is generated
or artificial. The best language model is obtained
through interpolation of both language models
from dialogue related data with the one from
general text data. This may be because there is
still some mismatch between data sets C1 (for
induction and generation) and C2 (for test).

And some of the missing bits in C1 appeared in
the WOZ data (corpus A).

4 Related Works

The most relevant work to ours is done by Wang
et al. (2006), who generated in-domain data
through out-of-domain data transformation. First
some artificial sentences are generated through
parsing and reconstructing out-of-domain data
and the illegal ones are filtered out. Then the
synthetic corpus is sampled to achieve a desired
probability distribution, based on either
simulated dialogues or semantic information
extracted from development data. But we used a
different approach in producing more in-domain
data. First semantic classes and structures are
induced from limited human-computer dialogues.
Then large amount of artificial in-domain corpus
is generated with the induced semantic classes
and patterns augmented with domain entities.
The main difference between the two works lies
in how the data is generated and how the
generated data helped.



5 Conclusions and Future Work

In this paper, we described our work on
generating in-domain  corpus using the
auto-induced semantic classes and structures for
language model adaptation in a Chinese voice
search dialogue system. In inducing semantic
classes we proposed a novel co-occurrence
probability based similarity measure. Our
experiments show that the simple co-occurrence
probability based similarity measure is effective
for semantic clustering which is used in our
experiment. For interpolation based language
model adaptation, the data generated using the
induced semantic classes and structures
enhanced with domain entities helped a lot for
human-computer dialogues. Despite that we
dealt with the language of Chinese, we believe
that that approaches we employed are language
independent and can be applied to other
languages as well.

In our experiment we noticed that the
performance of semantic clustering was affected
quite a lot by the noises in the data. For future
work, we would like to investigate how to
further improve the robustness of semantic
clustering in noisy spoken language. The
semantic structures induced above are very
shallow. We would like to investigate how to
find deep semantics and relations in the data.
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Abstract

The main drawback of previous Chinese cha-
racter error detection systems is the high false
alarm rate. To solve this problem, we propose
a system that combines a statistic method and
template matching to detect Chinese character
errors. Error types include pronunciation-
related errors and form-related errors. Possible
errors of a character can be collected to form a
confusion set. Our system automatically gene-
rates templates with the help of a dictionary
and confusion sets. The templates can be used
to detect and correct errors in essays. In this
paper, we compare three methods proposed in
previous works. The experiment results show
that our system can reduce the false alarm sig-
nificantly and give the best performance on f-
score.

1

Since many Chinese characters have similar forms
and similar or identical pronunciation, improperly
used characters in Chinese essays are hard to be de-
tectted. Previous works collected these hard-to-
distinguish characters and used them to form confu-
sion sets. Confusion sets are critical for detecting and
correcting improperly used Chinese characters. A
confusion set of a Chinese character consists of cha-
racters with similar pronunciation, similar forms, and
similar meaning. Most Chinese character detection
systems were built based on confusion sets and a lan-
guage model. Ren et.al proposed a rule-based method
that was also integrated with a language model to
detect character errors in Chinese (Ren, Shi, & Zhou,
1994). Chang used confusion sets to represent all
possible errors to reduce the amount of computation.
A language model was also used to make decisions.
The confusion sets were edited manually. Zhang et al.
proposed a way to automatically generate confusion
sets based on the Wubi input method (Zhang, Zhou,
Huang, & Sun, 2000). The basic assumption was that
characters with similar input sequences must have
similar forms. Therefore, by replacing one code in the
input sequence of a certain character, the system
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could generate characters with similar forms. In the
following work, Zhang et al. designed a Chinese cha-
racter detection system based on the confusion sets
(zZhang, Zhou, Huang, & Lu, 2000). Another input
method was also used to generate confusion sets. Lin
et al. used the Cangjie input method to generate con-
fusion sets (Lin, Huang, & Yu, 2002). The basic as-
sumption was the same. By replacing one code in the
input sequence of a certain character, the system
could generate characters with similar forms. Since
the two input methods have totally different represen-
tations of the same character, the confusion set of any
given character will be completely different.

In recent years, new systems have been incorporat-
ing more NLP technology for Chinese character error
detection. Huang et al. proposed that a word segmen-
tation tool can be used to detect character error in
Chinese (Huang, Wu, & Chang, 2007). They used a
new word detection function in the CKIP word seg-
mentation toolkit to detect error candidates (CKIP,
1999). With the help of a dictionary and confusion set,
the system can decide whether a new word is a cha-
racter error or not. Hung et al. proposed a system that
can detect character errors in student essays and then
suggest corrections (Hung & Wu, 2008). The system
was based on common error templates which were
manually edited. The precision of this system is the
highest, but the recall remains average. The main
drawback of this approach is the cost of editing com-
mon error templates. Chen et al. proposed an automat-
ic method for common error template generation
(Chen, Wu, Lu, & Ku, 2009). The common errors
were collected from a large corpus automatically. The
template is a short phrase with one error in it. The
assumption is the frequency of a correct phrase must
be higher than the frequency of the corresponding
template, with one error character. Therefore, a statis-
tical test can be used to decide weather there is a
common error or not.

The main drawback of previous systems is the high
false alarm rate. The drawback is found by comparing
the systems with sentences without errors. As we will
show in our experiments, the systems in previous
works tent to report more errors in an essay than the
real ones, thus, cause false alarms.

In this paper, we will further improve upon the
Chinese character checker using a new error model
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and a simplified common error template generation
method. The idea of error model is adopted from the
noise channel model, which is used in many natural
language processing applications, but never on Chi-
nese character error detection. With the help of error
model, we can treat the error detection problem as a
kind of translation, where a sentence with errors can
be translated into a sentence without errors. The sim-
plified template generation is based on given confu-
sion sets and a lexicon.

The paper is organized as follows. We introduce
briefly the methods in previous works in section 2.
Section 3 reports the necessary language resources
used to build such systems. Our approach is described
in section 4. In section 5, we report the experiment
settings and results of our system, as well as give the
comparison of our system to the three previous sys-
tems. Finally, we give the conclusions in the final
section.

2

In this paper, we compare our method to previous
works. Since they are all not open source systems, we
will reconstruct the systems proposed by Chang
(1995), Lin, Huang, & Yu (2002), and Huang, Wu, &
Chang (2007). We cannot compare our system to the
system proposed by Zhang, Zhou, Huang, & Sun
(2000), since the rule-based system is not available.
We describe the systems below.

Chang‘s system (1995) consists of five steps. First,
the system segments the input article into sentences.
Second, each character in the sentence is replaced by
the characters in the corresponding confusion set.
Third, the probability of a sentence is calculated ac-
cording to a hi-gram language model. Fourth, the
probability of the sentences before and after replace-
ment is compared. If the replacement causes a higher
probability, then the replacement is treated as a cor-
rection of a character error. Finally, the results are
outputted. There are 2480 confusion sets used in this
system. Each confusion set consists of one to eight

Previous works

characters with similar forms or similar pronunciation.

The system uses OCR results to collect characters
with similar forms. The average size of the confusion
sets was less than two. The language model was built
from a 4.7 million character news corpus.

The system proposed by Lin, Huang, & Yu (2002)
has two limitations. First, there is only one spelling
error in one sentence. Second, the error was caused by
the Cangjie input method. The system also has five
steps. First, sentences are inputted. Second, a search is
made of the characters in a sentence that have similar
input sequences. Third, a language model is used to
determine whether the replacement improves the
probability of the sentence or not. Fourth, the three
steps for all input sentences are repeated. Finally, the
results are outputted. The confusion sets of this sys-
tem were constructed from the Cangjie input method.
Similarity of characters in a confusion set is ranked
according to the similarity of input sequences. The
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language model was built from a 59 million byte news
corpus.

The system by Huang, Wu, & Chang (2007) con-
sists of six steps. First, the input sentences are seg-
mented into words according to the CKIP word seg-
mentation toolkit. Second, each of the characters in
the new words is replaced by the characters in the
confusion sets. Third, a word after replacement
checked in the dictionary. Fourth, a language model is
used to assess the replacement. Fifth, the probability
of the sentence before and after replacement is com-
pared. Finally, the result with the highest probability
is outputted. The confusion set in this system, which
also consists of characters with similar forms or simi-
lar pronunciation, was edited manually.

Since the test data in the papers were all different
test sets, it is improper to compare their results direct-
ly, therefore; there was no comparison available in the
literature on this problem. To compare these systems
with our method, we used a fixed dictionary, inde-
pendently constructed confusion sets, and a fixed lan-
guage model to reconstruct the systems. We per-
formed tests on the same test set.

3
3.1

Confusion sets are a collection of sets for each indi-
vidual Chinese character. A confusion set of a certain
character consists of phonologically or logographical-
ly similar characters. For example, the confusion set
of “#%#” might consist of the following characters with
the same pronunciation “X 343 " or with
similar forms “yReEsnrE BB B AREFF IR
3 3 R In this study, we use the confusion sets
used by Liu, Tien, Lai, Chuang, & Wu (2009). The
similar Cangjie (SC1 and SC2) sets of similar forms,
and both the same-sound-same-tone (SSST) and
same-sound-different-tone (SSDT) sets for similar
pronunciation were used in the experiments. There
were 5401 confusion sets for each of the 5401 high
frequency characters. The size of each confusion set
was one to twenty characters. The characters in each
confusion set were ranked according to Google search
results.

Data in Experiments

Confusion sets

3.2

Since there is no large corpus of student essays, we
used a news corpus to train the language model. The
size of the news corpus is 1.5 GB, which consists of
1,278,787 news articles published between 1998 and
2001. The n-gram language model was adopted to
calculate the probability of a sentence p(S). The gen-
eral n-gram formula is:

Language model

P(S) = P(Wy | Wik (1)

Where N was set to two for bigram and N was set to
one for unigram. The Maximum Likelihood Estima-
tion (MLE) was used to train the n-gram model. We



adopted the interpolated Kneser-Ney smoothing me-
thod as suggested by Chen & Goodman (1996). As
following:

pinterpolate (W | Wi—l)
= ﬂ’pbigram (W | Wifl) + (17 2’) punigram (W) (2)

To determine whether a replacement is good or not,
our system use the modified perplexity:

s ~—log(p(S))/N
Perplexity = 27°%° @)

Where N is the length of a sentence and p(S) is the bi-
gram probability of a sentence after smoothing.

3.3

We used a free online dictionary provided by Tai-
wan’s Ministry of Education, MOE (2007). We fil-
tered out one character words and used the remaining
139,976 words which were more than one character as
our lexicon in the following experiments.

The corpus is 5,889 student essays collected from a
primary high school. The students were 13 to 15 years
old. The essays were checked by teachers manually,
and all the errors were identified and corrected. Since
our algorithm needed a training set, we divided the
essays into two sets to test our method. The statistics
is given in Table 1. There are less than two errors in
an essay on average. We find that most (about 97%)
of characters in the essays were among the 5,401 most
common characters, and most errors were characters
of similar forms or pronunciation. Therefore, the
5,401 confusion sets constructed according to form
and pronunciation were suitable for error detection.

Table 2 shows the error types of errors in students’
essays. More than 70% errors are characters with
similar pronunciation, 40% errors are characters with
similar form, and there are 20% errors are characters
with both similar pronunciation and similar form.
Only 10% errors are in other types. Therefore, in this
study, our system aimed to identify and correct the
errors of the two common types.

Dictionary and test set

Table 1. Training set and test set statistics

Average  Average % of
# of
length # of common
Essays
of essay errors characters
TRNN9 5085 40318 176 96.69%
Test set 804 387.08 1.2 97.11%

Table 2. Error type analysis

Similar form  Similar pronunciation Both  Other

Training set 41.54% 72.60% 24.24% 10.10%

Test set 40.36% 76.98% 27.66% 10.30%
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4  System Architecture
4.1

Figure 1 shows the flowchart of our system. First, the
input essays are segmented into words. Second, the
words are sent to two different error detection mod-
ules. The first one is the template module, which can
detect character errors based on the stored templates
as in the system proposed by Chen, Wu, Lu, & Ku,
(2009). The second module is the new language mod-
el module, which treats error detection as a kind of
translation. Third, the results of the two modules can
be merged to get a better system result. The details
will be described in the following subsections.

System flowchart

Input Essay

1

Word
Segment

l

Template Translate
Module Module

| |
v

Merge
Corrections

l

A 4

Output

Figure 1. System flowchart

4.2

The first step in our system uses word segmentation to
find possible errors. In this study, we do not use the
CKIP word segmentation tool (CKIP, 1999) as Huang,
Wu, & Chang (2007) did, since it has a merge
algorithm that might merge error charactersto form
new words (Ma & Chen, 2003). We use a backward
longest first approach to build our system. The lex-
icon is taken from an online dictionary (MOE, 2007).
We consider an input sentence with an error, “v 3 ¢
¥ gEAM g A7, as an example. The
sentence will be segmented into “v |3 ¢ | % = [3%
S EL[GR[2 B |5 |2 7. The sequence of single
characters will be our focus. In this case, it is “3% #* b
4 . These kinds of sequences will be the output of
the first step and will be sent to the following two
modules. The error character can be identified and

corrected by a “R ¢ "-“L7 " template.

Word segmentation

4.3

The template module in this study is a simplified ver-
sion of a module from a previous work (Chen, Wu,
Lu, & Ku, 2009), which collects templates from a

Template Module



corpus. The simplified approach replaces one
character of each word in a dictionary with one
character in the corresponding confusion set. For
example, a correct word “¥%2>” might be written with
an error character “y&=” since “3¥(bian4)” is in the
confusion set of “y#(ban4)”’. This method generates
all possible error words with the help of confusion
sets. Once the error template “3%=” is matched in an
essay, our system can conclude that the character is an
error and make a suggestion on correction “y% 2"

based on the “3% > ”-“¥& 2 template.
p

4.4  Translate module

To improve the n-gram language model method, we
use a statistical machine translation formula (Brown,
1993) as a new way to detect character error. We treat
the sentences with/without errors as a kind of transla-
tion. Given a sentence S that might have character
errors in the sentence in the source language, the out-

put sentence C is the sentence in the target language
with the highest probability of different replacements
C. The replacement of each character is treated as a
translation without alignment.

C =argmax p(C|S) (4)

C
From the Bayesian rule and when the fixed value of
p(w) is ignored, this equation can be rewritten as (5):

€ = argmax PE1€)P(C)
c P(S)

~argmax p(S |C)p(C) (5)
C

The formula is known as noisy channel model. We

call p(S|C) an “error model”, that is, the probability

which a character can be incorrect. It can be defined

as the product of the error probability of each charac-

ter in the sentence.

p(chj):Hp(Silcij) (6)

where n is the length of the sentence S, and s; ith cha-
racter of input sentence S. Cj is the jth replacement
and c;;.is the ith character at the jth replacement. The
error model was built from the training set of student
essays. Where p(C) is the n-gram language model as
was described in section 3.2. Note that the number of
replacements is not fixed, since the number of re-
placements depends on the size of all possible errors
in the training set.

For example, consider a segmented sentence with
an error: “z& | A A |2 | 37| 2 i7e”, we will use the
error model to evaluate the replacement of each cha-
racter in the subsequence: “# 4 #7”. Here p(& | &)
and p(# | 37) are 0.0456902 and 0.025729 respective-
ly, which are estimated according to the training cor-
pus. And in training corpus, no one write the character
=, therefore, there is no any replacement. Therefore,
the probability of our error model and the n-gram lan-
guage model can be shown in the following table. Our
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system then multiplies the two probabilities and gets
the perplexity of each replacement. The replacement
“ % 4 777 gets the lowest perplexity, therefore, it is
the output of our system and is both a correct error
detection and correction.

Table 3. An example of calculating perplexity
according the new error model

Error Model LM multiply | Perplexity
Ay 0.025728988| 1.88E-05 4.83E-07| 127.442812
£ 24 0.001175563| 1.05E-04 1.24E-07| 200.716961
R 1| 2.09E-09 2.09E-09| 782.669809
3237 0.045690212| 1.17E-08 5.34E-10 1232.6714
4.5 Merge corrections

Since the two modules detect errors using an inde-
pendent information source, we can combine the deci-
sions of the two modules to get a higher precision or a
higher recall on the detection and correction of errors.
We designed two working modes, the Precision Mode
(PM) and the Detection Mode (DM). The output of
PM is the intersection of the output of the template
module and translation module, while the output of
DM is the union of the two modules.

5

Since there is no open source system in previous
works and the data in use is not available, we repro-
duced the systems with the same dictionary, the same
confusion set, and the same language model. Then we
performed a test on the same test set. Since the confu-
sion sets are quite large, to reduce the number of
combinations during the experiment, the size must be
limited. Since Liu’s experiments show that it takes
about 3 candidates to find the correct character, we
use the top 1 to top 10 similar characters as the candi-
dates only in our experiments. That is, we take 1 to 10
characters from each of the SC1, SC2, SSST, and
SSDT sets. Thus, the size of each confusion set is
limited to 4 for the top 1 mode and 40 for the top 10
mode.

Experiment Settings and Results

The evaluation metrics is the same as Chang’s
(1995). We also define the precision rate, detection
rate, and correction rate as follows:

Precision = C / B * 100% )
Detection = C / A * 100% (8)
Correction =D / A * 100% 9

where A is the number of all spelling errors, B is
the number of errors detected by be system, C is the
number of errors detected correctly by the system, and
D is the number of spelling errors that is detected and
corrected. Note that some errors can be detected but
cannot be corrected. Since the correction is more im-




portant in an error detection and correction system,
we define the corresponding f-score as:

2*Precision*Correction

F—score= — -
Precision+ Correction (10)
Precision
B Chang ¢ Lin Huang X PM @ DM
70%
60% X X X X —

50%

40%
30%

20%
10%

0%

Top N of Confusion sets

Detection
100%
90% 4..—.—.—I—I—I—I—
80% a_=
70% __'_._.4 e 6 6 o o ©°o
60%
50%
40%
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Correction
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Figure 2. The comparison of different methods on
full test set
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5.1 Results of our initial system

Table 4 shows the initial results of the template mod-
ule (TM), the translation module (LMM) and the
combined results of the precision mode (PM) and
detection mode (DM). We find that the precision
mode gets the highest precision and f-score, while the
detection mode gets the highest correction rate, as
expected. The precision and detection rate improved
dramatically. The precision improved from 14.28% to
61.68% for the best setting and to 58.82% for the best
f-score setting. The detection rate improved from
58.06% to around 72%. The f-score improved from
22.28% to 43.80%. The result shows that combining
two independent methods yield better performance
than each single method does.

5.2 Results of our system when more know-
ledge and enlarged training sets are added

The templates used in the initial system were the sim-
plified automatic generated templates, as described in
section 4.3. Since there were many manually edited
templates in previous works, we added the 6,701 ma-
nually edited templates and the automatically generat-
ed templates into our system. The results are shown in
Table 5. All the performance increased for both the
template module and the translation module. The best
f-score increased from 43.80% to 45.03%. We believe
that more knowledge will increase the performance of
our system.

5.3 Results of methods in previous works

We compared the performance of our method to the
methods in previous works. The result is shown in
Table 6. Chang’s method has the highest detection
rate, at 91.79%. Note that the price of this high detec-
tion rate is the high false alarm. The corresponding
precision is only 0.94%. The precision mode in our
method has the highest precision, correction, and f-
score. The comparison is shown in Figure 2. The ho-
rizontal axis is the size of confusion sets in our expe-
riment. We can find that the performances converge.
That is, the size of confusion sets is large enough to
detect and correct errors in students’ essays.

5.4 Comparison to methods in previous works
related to sentences with errors

The numbers in Table 6 are much lower than that in
the original paper. The reason is the false alarms in
sentences without any errors, since most previous
works tested their systems on sentences with errors
only. In addition, our test set was built on real essays,
and there were only one or two errors in an essay.
Most of the sentences contained no errors. The pre-
vious methods tend to raise false alarms.

To clarify this point, we designed the last experiment
to test the methods on sentences with at least one er-
ror. We extracted 949 sentences from our test set.
Among them, 883 sentences have one error, 61 sen-
tences have two errors, 2 sentences have three errors,



and 3 sentences that have four errors. The result is
shown in Table 7. All the methods have better per-
formance. The precision of Chang’s method rose from
3% to 43%. The precision of Lin’s method rose from
3.5% to 61%. The precision of Huang’s method rose
from 27% to 84%, while PM’s precision rose from
60% to 97% and DM’s precision rose from 7% to
62%. The detection mode of our system still has the
highest f-score.

The differences of performances in Table 7 and Table
6 show that, systems in previous works tent to have
false alarms in sentences without errors.

5.5 Processing time comparison

Processing complexity was not discussed in previous
works. Since all the systems require different re-
sources, it is hard to compare the time or space com-
plexity. We list the average time it takes to process an
essay for each method on our server as a reference.
The processing time is less than 0.5 second for both
our method and Huang’s method. Lin’s method re-
quired 3.85 sec and Chang’s method required more
than 237 seconds.

6

In this paper, we proposed a new Chinese character
checker that combines two kinds of technology and
compared it to three previous methods. Our system
achieved the best F-score performance by reducing
the false alarm significantly. An error model adopted
from the noisy channel model was proposed to make
use of the frequency of common errors that we col-
lected from a training set. A simplified version of
automatic template generation was also proposed to
provide high precision character error detection. Fine
tuning of the system can be done by adding more
templates manually.

Conclusions

The experiment results show that the main draw-
back of previous works is false alarms. Our systems
have fewer false alarms. The combination of two in-
dependent methods gives the best results on real
world data. In the future, we will find a way to com-
bine the independent methods with theoretical foun-
dation.
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Table 4. Results of our initial system
Top 1 2 3 4 5 6 7 8 9 10
P 5.74% 5.63% 5.21% 5.02% 4.90% 4.65% 4.36% 4.12% 4.06% 3.95%
™ D 29.23%  41.25%  4536%  49.17%  52.00%  53.47% = 54.94%  55.13%  56.79%  57.09%
C 26.00%  36.75%  40.08%  43.40%  45.65%  46.33%  46.92% = 46.82%  48.00%  48.58%
F 9.40% 9.76% 9.23% 8.99% 8.85% 8.46% 7.99% 7.58% 7.49% 7.31%
P 14.28%
D 58.06%
LMM ¢ 50.63%
F 22.28%
P 5552% 60.03% 60.60% 6158%  60.65%  61.68%  60.51%  61.19%  58.82%  59.03%
oM D 2160%  2952%  31.28%  32.74%  34.21%  34.31%  3431%  33.91%  3519%  34.79%
C  21.60%  29.42%  31.18%  32.64%  34.01%  34.11%  34.01%  33.62%  34.89%  34.50%
F 31.10%  39.49%  41.17%  4267%  4358%  43.93%  4355%  43.40%  43.80%  43.55%
P 7.32% 6.15% 5.64% 5.33% 5.11% 4.87% 4.62% 4.42% 4.30% 4.19%
DM D 6275%  6559%  67.44%  69.40%  70.38%  71.06% = 71.94% = 72.23% = 72.62% = 72.72%
C 54.05%  56.69%  58.16%  59.62%  60.60%  60.99%  61.68%  61.77%  61.58%  61.68%
F 1289%  11.10%  10.28% 9.79% 9.43% 9.02% 8.60% 8.25% 8.04% 7.85%

Table 5. Results of our system after adding more knowledge and

enlarged the train set

Top 1 2 3 4 5 6 7 8 9 10
P 731% 6.45% 5.73% 5.41% 5.12% 4.83% 451% 4.26% 4.20% 4.08%
v D 3793%  4770%  50.15%  53.18%  54.45%  5562%  56.89%  57.09%  58.75%  59.04%
C  3470%  4321%  4487%  47.41%  47.70%  48.48%  48.88%  48.78%  49.95%  50.54%
F_ 1208% 1123%  1017%  9.70% 9.25% 8.79% 8.26% 7.84% 7.74% 7.55%
P 14.03%
D 63.14%
LMM ¢ 55.52%
F 22.40%
P 59.95%  6272%  6250%  62.88%  60.66%  61.72%  59.51%  60.29%  58.08%  58.54%
pv D 27.66%  3421%  3519%  3626%  3558%  3577%  3577%  3548%  36.85%  36.85%
C  27.66%  3411%  3509%  36.16%  3548%  3567%  3558%  3528%  36.65%  36.65%
F_ 37.85%  44.19%  44.95%  4592%  A44.77%  4521%  44.53%  44.51%  44.94%  45.08%
P 776% 6.46% 5.85% 5.51% 5.28% 5.04% 4.78% 4.57% 4.45% 4.33%
oM D 6950%  7126%  7204%  7350%  74.48%  7526%  7595%  76.05%  76.34%  76.34%
C 6050%  6217%  62.65%  63.73%  6471%  6529%  6578%  65.68%  6539%  6539%
F_ 13.76%  11.70%  10.70%  10.14%  9.76% 9.36% 8.91% 8.55% 8.33% 8.12%
Table 6. Results of methods in previous works
Top 1 2 3 4 5 6 7 8 9 10
P 282% 1.95% 1.63% 1.43% 1.25% 1.13% 1.07% 0.98% 0.94% 0.91%
Chang D 7204%  BL72%  BAS55%  88.27%  89.54%  90.32%  OL50%  OL50%  O179%  9159%
C  27.66%  39.10%  43.30%  4545%  44.77%  4516%  46.33%  4526%  4330%  44.28%
F_ 511% 3.71% 3.14% 2.77% 2.43% 2.21% 2.08% 1.92% 1.83% 1.77%
P 359% 3.19% 2.93% 2.82% 2.60% 2.51% 2.39% 2.35% 2.32% 2.31%
Lin D 2512% 2893%  2991%  3118%  3098%  3137%  31.18%  3157%  3216%  32.74%
C  1945%  2551%  26.78%  27.95%  28.05%  28.15%  28.25%  28.25%  28.73%  29.42%
F_ 6.06% 5.67% 5.28% 5.12% 4.76% 4.61% 4.41% 4.34% 4.29% 4.28%
P 27.02%  2581%  25.02%  24.05%  2330%  2254%  22.04%  21.16%  20.98%  20.62%
Hung D 1075%  17.79%  2306%  26.00%  28.54%  3049%  3L37%  3L86%  33.33%  33.43%
C  830%  1202%  1554%  17.00%  17.39%  1857%  19.64%  18.76%  17.69%  1827%
F_ 1270%  1640%  19.17%  19.92%  19.92%  20.36%  20.77%  19.89%  19.20%  19.37%
Table 7. Results of methods in previous works on sentences with errors
Top 1 2 3 4 5 6 7 8 9 10
P 4294%  37.21%  3330%  31.18%  2931%  27.19%  2598%  24.48%  23.61%  23.14%
Chang D 7233%  BLG2%  BASS%  88.26%  89.63%  90.51%  9L78%  OL79%  9208%  9189%
C 27.95%  3058%  43.98%  46.23%  4565%  46.04%  47.31% = 46.14%  4428%  4526%
F_ 33.86%  38.36%  37.90%  37.24%  35.70%  34.19%  3354%  31.99%  30.80%  30.62%
Lin P  6059%  59.33%  57.32%  57.19%  55.10%  55.35%  54.27%  53.88%  53.80%  53.97%
D 2570%  2952%  30.59%  31.86%  31.67%  32.35%  3225%  3255%  33.13%  33.82%
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o 19.55% 25.80% 27.371% 28.64% 29.03% 29.52% 29.61% 29.52% 30.00% 30.69%

F 29.56% 35.96% 37.05% 38.17% 38.03% 38.50% 38.32% 38.14% 38.52% 39.13%

P 84.16% 76.99% 78.51% 76.11% 73.66% 74.07% 73.21% 70.19% 66.23% 66.66%

Huang D 9.87% 16.03% 20.72% 23.36% 25.70% 27.37% 28.05% 28.54% 29.91%  29.91%
C 7.62% 10.85% 14.17% 15.64% 15.83% 16.71% 17.79% 17.20% 16.12% 16.61%

F 13.97% 19.02% 24.01% 25.95% 26.06% 27.271% 28.62% 27.63% 25.93% 26.59%

P 96.72% 96.66% 96.76% 96.57% 96.51% 96.54% 96.54% 96.23% 96.11% 96.10%

PM D 25.90% 31.09% 32.16% 33.04% 32.45% 32.75% 32.75% 32.45% 33.82% 33.72%
Cc 25.90% 30.98% 32.06% 32.94% 32.36% 32.65% 32.55% 32.26% 33.63% 33.53%

F 40.86% 46.92% 48.16% 49.13% 48.46% 48.80% 48.69% 48.32%  49.82%  49.71%

P 61.83% 58.45% 56.46% 54.75% 54.21% 53.48% 52.80% 51.53% 51.15% 50.45%

DM D 69.20% 70.97% 71.74% 73.22% 74.19% 74.98% 75.66% 75.76% 76.05%  76.05%
c 55.62% 57.28% 57.77% 58.84% 59.82% 60.41% 60.90% 60.80% 60.51% 60.51%

F 58.56% 57.86% 57.11% 56.72% 56.88% 56.73% 56.56% 55.78% 55.44% 55.03%
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Abstract

This paper gives a new definition of Chi-
nese clause called “Event Descriptive
Clause” and proposes an automatic me-
thod to identify these clauses in Chinese
sentence. By analyzing the characteristics
of the clause, the recognition task is formu-
lated as a classification of Chinese punctua-
tions. The maximum entropy classifier is
trained and two kinds of useful features and
their combinations are explored in the task.
Meanwhile, a simple rule-based post
processing phase is also proposed to im-
prove the recognition performance. Ulti-
mately, we obtain 81.32% F-score on the
test set.

1

An important task in natural language
processing (NLP) is to identify the complete
structure of a sentence. However, the ambigui-
ties of the natural language make full parsing
difficult to become a practical and effective tool
for NLP applications. In order to solve this
problem, “partial parsing” is proposed to divide
complex sentences into simple units, and then
the complex full-parsing task can be simplified
to be the analysis of single units and relations
among them. Ejerhed(1998) once found that a
parser can benefit from automatically identified
clause boundaries in discourse, and he showed
the partial parsing method called “clause identi-
fication” is useful for full parsing.

For example, given a Chinese sentence as fol-
lows:
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e Along the way, we see the trees have
been cut down for regeneration, and the
trees needed to be cut for building. All of
them are useful building material. We al-
so see several freight trucks and tractors
going south and north.

The illustrative sentence is a long one that is
difficult to parse with a one-step full parsing
and will suffer from the error propagation from
the previous wrong parsing results.

However, if the sentence is segmented into
several independent clauses which can be
parsed separately, the shortening of sentence
length will make each sub-parsing much easier
and the independent of each clause can also
prevent the error-propagation. For example, the
above sentence can be divided into four parts
which are labeled with dashed borders shown in
Figure 1. Each segment can be parsed solely as
a sub tree and the whole parse tree can be easily
built through analyzing the event relationships
among them. Moreover, the parse errors occur-
ring in each sub tree have little effect on the
whole tree as they are parsed independently in
each segment region.

The key issue is how to select a suitable seg-
mentation unit. It is not a trivial question be-
cause it must be based on the characteristics of
language itself. In English, a clause is a closely
related group of words that include both a sub-
ject and a verb. The independent sentence is
usually ended by punctuation and the dependent
one is often introduced by either a subordinating
conjunction or a relative pronoun. The structural

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 62-70,
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trait of English language is the basic to define
English clause and clause recognition task, like
CoNLL-2001 (Erik F et al., 2001).

However in Chinese, there is no obvious con-
junction between two clauses, especially the
dependent clauses. The separators used often
are just punctuations, like commas and periods.
Therefore the characteristics of Chinese sen-
tence call for a new clause identification scheme
to spit a sentence into clause segments.

To meet this need, we define a new clause
unit called “Event Descriptive Clause (EDC)” in
the Chinese sentence. It mainly considers the
punctuation separators so as to skip the difficul-
ty in identifying different subordination clauses
without any obvious separating tags.

(e |
2] (see)]

[H
[D KR (for regeneration)]
[P %] (cut down)]
9 ()

[H R+ (trees)]

—r—r—
O Tw!m

[D PSR (for building)]
[P 5 &Y (cut down)]
9 ()

[H &4 (trees)]

—_—_—————e— e — ———

|[D # (all)] I
| [P L (are)] :
|

—_—_————,ee e —

[P =32 (freight)]

19 ()
[H 7 % g 4

(trucks and tractors)]

Figure 1. Parsing result of the example sen-
tence.
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According to the definition, we proposed an
EDC recognition method based on punctuation
classification. Experimental results show that
the new definition of Chinese clause identifica-
tion task is reasonable and our feature set is ef-
fective to build a feasible EDC recognition sys-
tem.

2

2.1

As we discussed before, ‘clause identification’
is a useful step in language processing as it can
divide a long complex sentence into several
short meaningful and independent segments.
Therefore the definition of a clause should
satisfy two basic requirements: ‘meaningful’
and ‘independent’. The previous restriction
requires each clause to make sense and express
a full meaning, and the latter one insures that
each clause can be parsed alone.

We firstly give the definition of ‘Event’. An
event is expressed by several functional chunks
(Zhou and Li, 2009) which are controlled by a
certain predicate. The functional chunks are de-
fined as the subject, predicate, object and ad-
verbial parts of a clause. According to different
event level, the complex components of a high
level event may contain some low level events.

Let us take the second part of Figure 1 as an
example. The high level event dominated by the
verbal predicate ‘ PLE[/see’ is : “[S AV We]
[P W2/ see] [C Py BB ARBIKIRE A, PN
AHUR AR I A the trees have been cut down
for regeneration, and the trees needed to be cut
for building]”. The event is composed of three
high level functional chunks.

The complement of above event also contains
two nested events controlled by the predicate
“f%f#l/cut down’. Which are ‘[D X% 55 i (for
regeneration)] [P &f&l(cut down)] 1] [H # A
(trees)]” and [D PXI2h & 3K (for building)] [P 1k
18] (cut down)]HI[H #4 A (trees)]’. The chunks in
these two events are low level ones.

Next, we consider the characteristics of Chi-
nese sentences. Because the punctuations, like
commas, semicolons, question marks, etc. are
commonly-used obvious independent event se-
parators. We can use them to segment a word
sequence as a possible clause in a sentence.

EDC Recognition Task

Definition of Chinese Clause



Then based on the overall consideration of
the definition of ‘Event’ and the characteristics
of Chinese sentence, we define the Event De-
scriptive Clause (EDC) as a word sequence se-
parated by punctuations, the sequence should
contain either a simple high level event or a
complex main event with its nested low level
events.

Taking some special conditions into consid-
eration, the adverbials to describe common time or
space situations of several events, and the indepen-
dent components to describe sentence-level paren-
thesis, can also be regarded as special EDCs though
sometimes they do not contain any predicates.

In the Chinese language, many events can share
subject and object with the adjacent events so that
the subject or object can be omitted. We differen-
tiated them with different tags in our EDC defini-
tion schemes.

In summary, three types of EDCs are consi-
dered as follows:

(1) E1: an EDC that includes at least one sub-
ject in the event it contains.

(2) E2: an EDC that has no subject.

(3) DIT: an EDC acted as sentence-level ad-
verbial or independent composition.

Then the above example sentence can be di-
vided into following four EDCs:

o [D¥FIE], [EL FRATILEID S sl i)
A, ISR A ], [E2 #fRE
AHZM 1+ [EL s MARRM 4.
FrHL, FERAEAE] -

[D Along the way], [E1 we see the trees
have been cut down for regeneration, and
the trees needed to be cut for building].
[E2 All of them is useful building materi-
al]. [E1 We also see several freight trucks
and tractors going south and north].

2.2 Task Analyses

According to the EDC definition, we define the
Chinese clause identification as a task that re-
cognizing all types of EDCs in an input sen-
tence after word segmentation and POS tagging.
Like the example in section 2.1, each EDC is
recognized and enclosed between brackets. The
task consists of two subtasks. One is to recog-
nize suitable EDC boundaries in a sentence. The
other is to assign suitable tags for each recog-
nized EDCs. We only focus on the first subtask
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in the paper. Comparing with CoNLL-2010 task,
our task only recognizes the EDCs that contain
the highest level events without identifying its
internal nested structures.

Since EDC is defined as a word sequence se-
parated by certain punctuations. The identifica-
tion problem can be regarded as a classification
task to classify the punctuations as one of two
classes: boundary of an EDC (Free Symbol), or
not an EDC boundary (Non-Free Symbol). Then
the words sequence between two Free Symbols
isan EDC.

By analysis, we found only several types of
punctuations could be used as EDC separator
commonly, including period, question mark,
exclamatory mark, ellipsis, comma, semicolon ,
colon and brackets. The previous four types of
punctuations always appear at the end of a sen-
tence so we simply name them as ‘End Symbol’.
The following four types are called ‘Non-End
Symbol’ accordingly. The Free-Symbols are
recognized from these special punctuations.

3

3.1

Statistical data from the EDC-annotated corpus
provided by CIPS-ParsEval-2009 task (Zhou
and Li, 2009) show that 99.87% End Symbols
act as the boundaries of EDCs. So we can simp-
ly assume them as Free Symbol. But for Non-
End Symbols, the linguistic phenomena are
complex. If we present a baseline system that
regards every Non-End Symbol as a Free Sym-
bol rough, only 61% symbols can be correctly
recognized and the remaining 39% are wrongly
treated.

To solve this problem, we implement a clas-
sifier for Non-End Symbol specially. First of all,
we propose several features that might be useful
to determine whether a Non-End Symbol is free or
not. Then, the performance of each feature is
tested on a maximum entropy classifier to find the
most effective features and form the final feature
set. We will discuss them detailed in the follow-
ing sections.

3.2

Features are very important in implementing a
classifier. We consider two types of features:

As EDC is a word sequence, the word and
part of speech (POS) features are the most intui-

EDC Recognition System

Recognition Process
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tional information for clause boundary recogni-
tion. We call the word level features ‘basic fea-
tures’ as Table 1 shows.

However, the structural characteristics of a
sentence cannot be completely reflected by
words it contains. As the events in an EDC are
expressed by functional chunks as section 2.1
presents, the functional chunk (FC) might be
effective in recognition. They can provide more
syntactic structure features than the word se-
guences. We consider four types of FC-related
features as in Table 2.

Those two major types of features are tested
and the final feature set will be selected through
experiments

Feature
Current POS
Word,/POS,
distance
Adjacent Non-End current word
Symbols adjacent word
Left verb
Left preposition
. distance
Adjacent brackets adjacent POS
Table 1. Basic Features
Feature Description
if current punctuation is in a
Location | functional chunk, the feature
is1,elseis 0
functional tags in different
Chunk, positions of local context
windows
Chunk functional tags b.etween
sequence c_urrent punctuation and
first left Non-End Symbol
the number of predicates
Predicate | between current punctuation
number and first left Non-End Sym-
bol
Table 2. Extended Features

3.3 Feature Selection Strategy

The features listed in Table 1 and Table 2 are
considered to be useful but whether there are
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actually effective are unknown. Therefore we
should select the most useful ones through ex-
periments using certain strategy.

In the paper, we try a greedy strategy. Firstly,
each feature is used alone to get its ‘contribu-
tion’ to the classification system. Then after all
features are tested, they are sorted by their con-
tributions. At last, features are added one by one
into classifier according to their contribution
ranks and then pick out the features that can
improve the performance and take out those
features that have no effect on performance or
even lead to the degradation. Eventually, we get
a proper feature set.

As shown in Table 1 and Table 2,
Word,/POS, and Chunk, tags are used and their
positions (n) are important. In this paper, we let
the position window change from [0, 0] to [-5, 5]
to select the proper position area.

4 Experimental results

All data we use in this paper are provided by
CIPS-ParsEval-2009 task (Zhou and Li, 2009).
They are automatically extracted from Tsinghua
Chinese Treebank/TCT (Zhou et al., 1997), in-
cluding 14,248 Chinese sentences as training
material and 3,751 sentences as test data. We
used the sentences annotated with Gold-
standard word segmentation and POS tags as
the input data for EDC recognition.
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We use the 14,248 training sentences to judge
the contribution of each feature and get final
feature set. The training corpus is divided into
two parts with the ratio of 80% and 20%. 80%
data is used to train classifiers and the remain-
ing 20% for feature selection.

The maximum entropy toolbox1 is chosen for
classification due to its training efficiency and
better performance. A functional chunk parser
(Yu, 2007) trained on the same CIPS-ParsEval-
2009 FC bank (zhou and Li, 2009) are used to
provide extended features. Its F-score is 85%.
The parser could only provide the lowest level
functional chunks. For example, given the input
sentence “IZIAMIAMI L4, HEHHL, wRL
11/ the freight trucks and tractors going south

Feature Selection

'http://homepages.inf.ed.ac.uk/Izhang10/maxent_tool
kit.html



and north”, the output functional chunk se-
quence are : ‘[P IZEMA (freight)] 1 [H T2 4=
Hi 4z WL (trucks and tractors)], [P Pk AbiE
(going south and north)]’.

The evaluation measure is defined as follows:
Correctly classified Symbols (a)

Total Non —End Symbols

The performance of each feature is evaluated
and ranked as Table 3 shows.

When selecting the proper position area of
Chunk, and Words,/POS,, the areas change
from [0, 0] to [-5, 5] and the performance
curves are shown in Figure 2 and Figure 3.

Then the feature in Table 3 is added one by
one into classifier and the feature will be moved
when it causes performance degradation. Table
4 presents the accuracy changes on 20% devel-
opment data set.

Form above experimental figures and tables
we can get several conclusions:

Figure 2 and Figure 3 display the perfor-
mance changes under different window sizes
(from [0, 0] to [-5, 5]). Then the abscissas of
their highest points are chosen as best window
sizes. We can find that when the window size is
large enough, the performance change will be
inconspicuous, which means the information far
away from current punctuation has less help in
judging whether it is free or not.

Table 3 gives the contribution of each single
feature in identifying Non-End Symbols. Com-
paring with the baseline system proposed in sec-
tion 3.1, each feature could achieve obvious
increase. Therefore our attempt that building a
classifier to identify Free Symbols from Non-
End Symbols is feasible.

The results in Table 4 show that with features
added into classifier the performance raises ex-
cept for the fifth one (Left preposition). There-
fore our final feature set will include nine fea-
tures without the ‘Left preposition’.

At the same time, the top four features are all
extended ones and they can achieve 81.83%
accuracy while the basic features could only
increase the performance less than 1% (0.95%
0). This phenomenon indicates that the syntactic
information can reflect the structural characte-
ristics of Chinese clauses much better. There-
fore we hypothesize that we can use extended
features only to build the classifier.

Accuracy =
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Feature Accuracy
Chunk, (n€[-4, 4]) 80.07
Chunk sequence 76.51
Predicate number 75.40
Location 69.57
Left preposition 69.40
Words,/POS, (nE[-4, 3]) 68.77
Left verb 68.77
Current POS 66.81
Adjacent Non-End Symbols | 66.33
Adjacent brackets 66.19

Table 3. Accuracy and rank of each feature

70 77
65
60
55
50
[0,1] [-1,1] [-2,1] [-2,3] [-3,3] [-4,3] [-4,5] [-5,5]

Figure 2. Performance of Words,/POS,

80,07
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[0,1] [-1,1] [-2,1] [-2,3] [-3,3] [-4,3] [-4,5] [-5,5]

Figure 3. Performance of Chunk, feature un-
der different context windows

Feature Accuracy
Chunk, (n€ [-4, 4]) 80.07
(+)Chunk sequence 80.43
(+)Predicates number 80.87
(+)Location 81.83
(+)Left preposition 81.67
(+)Words,/POS, (n€ [-4, 3]) 81.93
(+)Left verb 82.04
(+)Current POS 82.12
(+)Adjacent Non-End Symbols | 82.43
(+)Adjacent bracket 82.78

Table 4. Accuracy with adding features on
development data set.



4.2

With the feature set selected in section 4.1, the
EDC identification system can be built. The
total 14,248 sentences are included to train the
classifier for classifying the Non-End Symbol
and all test material is used for evaluating the
performance of clause recognition.

We consider different modes to evaluate the
clause recognition system. One is only using the
extended features provided by automatic syntac-
tic parser to validate our guess that the syntactic
features are so effective that they will achieve
satisfying result without other accessional fea-
tures (mode_1). The second mode is adding ba-
sic word features along with syntactic ones to
get the best performance that our current system
can obtain (mode_2). Since the chunk features
used in this classifier are from the automatic
analyses. To clear the influence caused by au-
tomatic parsing, we use the lowest level correct
chunks to provide syntactic features in the third
method. The entirely correct chunks are pro-
vided by CIPS-ParsEval-2009 FC bank (Zhou
and Li, 2009). As EDC is defined as the de-
scription of a high level event, we guess that the
highest level chunks might provide more effec-
tive information. For example, for the same in-
put sentence “IZIEM AL 4. HEFIHL,
kb fE/ the freight trucks and tractors going
south and north™, its high level chunk sequence
will be ‘[S IZIAM AR LT 4 HAL (freight
trucks and tractors)], [P Fg>k1t4E (going south
and north)]’.Then model_4 will use the golden-
standard high level chunk features extracted
from relevant TCT (Zhou et al., 1997) to clear
the upper bound of system performance.

The evaluation measure is defined as follows,
and we only use the F-score.

Correctly recognized clauses

Evaluating System Performance

Recall = b
Total C(l)rrect clause; | ( )
.. Correctly recognized clauses
Precision = 4 g (©
Total recognized clauses
2XPrecision XRecall
F — score = (d)

Precision +Recall

Recognition performances of the four modes
are shown in Table 5.

In order to deal with some special conditions
that our classifier cannot treat well to improve
the performance of whole system, a simple rule-
based post processing phase is designed which aims
at rectifying wrong recognized sentence-level
adverbial and independent composition, that is:

When there are only two EDCs are recog-
nized in a sentence and one of which is an ad-
verbial or independent composition, we simply
assume that these two EDCs should be merged
into a single big EDC.

To estimate the benefit of post-processing,
we compare the performances before/after add-
ing post-processing. The contrasts are shown in
Table 6.
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model | mode2 | mode3 | mode4
Classifier | 7961 | go60 | 83.46 | 93.34
Accuracy
System | 7771 | 7877 | 8129 | 8957
F-score
Model 181 2.2 / /
Size KB MB
Training | 5320|9065 |/ /
Time
Table 5. Performances on four models
model | mode2 | mode3 | mode4
F-score | 2791 | 7877 | 8120 | 89.57
(Before)
F-score 79.43 81.32 84.04 90.65
(After) 172 | 1255 | ©°2.75 1+1.08
Table 6. The Performance changes caused by

post-processing

The first line of Table 5 is the accuracy of
Non-End Symbol classifier and the second one
shows the F-score of whole EDC recognition
system. From the two lines we can get this con-
clusion that the performance of whole system
will increase along with the advancement of
classifier. We also find that the system perfor-
mance under automatic lowest level chunk fea-
ture does not drop too much comparing with the
one under gold-standard chunks (less than 3%),
which means existing syntactic parser is good
enough to provide the low level chunk features.
However, the recognition F-score will increase
to nearly 91% when standard high level chunk
features are used, which proves that the rela-
tionship between high level functional chunks
and our defined EDCs are much closer that they
are more efficient in recognition. Therefore we
can try to build a good high level chunk parser
in future. Results of mode_1 and mode_2 show
that comparing with the classifier that uses all
features, using only syntactic features can save




nearly three times of training time and occupy
only 1/10 storage space without losing too much
reorganization performance. It tells us that when
time and storage space is limited we can just use
syntactic features.

Table 6 presents the impact of our post-
processing. We can find that the processing is
effective though it is simple. This result also
reflects that current classifier has difficulties to
distinguish whether an adverbial or independent
composition is at sentence-level or clause-level.

5 Discussions

5.1 EDC Error Types

Because different EDC recognition errors
(too long or too short) might cause different
problems, we define three error types according
to the boundary differences between the recog-
nized EDCs and the gold-standard ones.

(1) ‘1: N’ error: The boundary of a recog-
nized EDC is wider than the gold-standard one.

(2) °‘N: 1’ error: The boundary of a gold-
standard EDC is wider than the recognized one.

(3) ‘N: M’ error: Several recognized EDCs
and the gold-standard ones are crossed on their
boundaries.

We do some statistical analysis on all 1584
wrongly recognized EDCs and Table 7 displays
the distributional ratios of each error type.

Error type 1:N N:1 N:M
Ratio (%) 59.2 38.9 1.9
Table 7. Distribution of different EDC recog-
nition errors

5.2  Error Analysis

(1) 1:N Error

When this error happens, it will have no ter-
rible effect on the final whole parse tree if the
relations between this wrong recognized EDC
and other EDCs remain the same. Like the ex-
ample sentence in Figure 1, if the second and
the third EDCs are wrong recognized as a single
one, it will become a little troublesome to parse
this EDC as its length is longer than it should be
but the tree it builds with other two EDCs will
not change. However, if the wrong EDC causes
relationship changes, the parse errors might
happen on the complete tree. In our system 1: N
errors are mainly the following three types:
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I. Several sentence-level adverbials are com-
bined.

1. Adjacent EDCs are recognized as a subject
or object that they are regarded as a single EDC.

I11. Several adverbials at different levels are
merged to be one adverbial incorrectly.

For the following sentence:

o [D WU+ NM25K], [D fEHERZR I E
R R, [EL AEREHL b, A S
AR E] [E2 fEH 4 R IR 2],
[EL AW it o Jre 2 ki ]

e [D For 4.6 billion years], [D in the
process of the formation of the earth's
surface], [E1 the climate change regularly
on land], [E2 the phenomenon presents
clearly in the mid-latitude regions], [E1
organisms develop from ocean to land].

If the first two adverbials are recognized as a
single one, error | happens. Then error Il occurs
when E1 and E2 are merged into one EDC. If
the adverbial 7t [ifi Hb I~ /on land” of E1 is
wrongly recognized as sentence-level and is
merged to its adjacent adverbial “7FHbEk % H

JE L FE 1 /in the process of the formation of
the earth’s surface”, the third error appears.

The previous two error conditions may not
affect the final parser tree and could be regarded
as ‘tolerable’ error. The third situation will
change the relationships within EDCs that might
affect following parser.

(2) N:1Error

N: 1 error mainly includes three sub-types.

I. Complex coordinate structure/adverbial
clause/attributive clause is wrong separated.

I1. Complex subject/object clause is divided.

Conditions Il is the reflections of sub-type Il
in 1: N error. Therefore it is ‘tolerable’ error.
The first errors are caused by complex sentence-
like component, like in Figure 1, when the
comma in the second EDC is classified as End-
Symbol, the error occurs. To solve this problem,
one proper method is to consider some features
of the relationship between two adjacent possi-
ble EDCs. Another way is trying to implement
high level chunk parser that can provide sen-
tence-level features instead of current bottom
functional chunks.



(3) N:M Error
The proportion of this error is less than 2%
that we will not pay much attention to it now.

6 Related works

There have already been some systems for
clause identification. Abney (1990) used a
clause filter in his CASS parser. The filter could

recognize basic clauses and repair difficult cases.

Leffa (1998) implemented an algorithm for finding
clauses in English and Portuguese texts. He wrote a
set of clause identification rules and applied them to
a small corpus and achieved a good performance
with recall rates above 90%. Orasan (1990) used a
hybrid method for clause splitting in the Susanne
corpus and obtained F-score of about 85% for this
particular task. In the CoNLL-2001 shared task
(Erik F et al., 2001), six systems had participated
to identify English clauses. They used various ma-
chine learning techniques and connectionist me-
thods. On all three parts of the shared task, the
boosted decision tree system of Carreras and Mar-
quez (2001) performed best. It obtained an F-score
of 78.63.

However, as English and Chinese clauses
have different characteristics, the researches on
English sometimes ignore punctuation, especial-
ly the comma, or they just use a comma as one
feature to detect the segmentation without fully
using the information of punctuations.

In Chinese, Jin (2004) gave an analysis for
the complete usages of the comma. Li (2005)
tried to use punctuations to divide long sentence
into suitable units to reduce the time consump-
tion in parsing long Chinese sentences. Their
processing based on simply rules. Yu (2007)
proved that using clause recognition to divide a
sentence into independent parts and parse them
separately could achieve extremely significant
increase on dependency accuracy compared
with the deterministic parser which parsed a
sentence in sequence. The CIPS-ParsEval-2009
(Zhou and Li, 2009) put forward a task to iden-
tify the Chinese EDC and six systems partici-
pated. Based on the idea of “HNC” (1998), Wei
(2009) used a semantic knowledge corpus to
identify EDCs and achieved the performance of
F-score 80.84 (open track). Zhou (2009) formu-
lated the task as a sequence labeling problem
and applied the structured SVMs model. Their
performance was 78.15. Wang (2009) also re-
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garded the task as a sequence labeling problem
and considered the CRFs to resolve this prob-
lem and got an F-score of 69.08. Chen and Zhou
(2009) presented a classification method that
identified the boundaries of EDCs using maxi-
mum entropy classifier, and the system obtained
an F-score of 79.98.

Based on our previous work, some new fea-
tures are introduced and the performance of
each feature is evaluated, our identification sys-
tem achieved an F-score of 81.32. At the same
time, the comparison between two different
chunk levels show that high level chunk fea-
tures are much more powerful that we can de-
vote ourselves to building a good high level
parser in future to increase the performance
farther.

7 Conclusions

In this paper, we compare the different characte-
ristics between Chinese language and English,
and define a new Chinese clause called “Event
Descriptive Clause (EDC)”. Then on the basis
of this definition, we propose an effective me-
thod for Chinese EDC identification.

Our work focus on the commas which are
usually useful in Chinese clause recognition but
always ignored by researchers, and tries differ-
ent types of features through experiments to
clear their different effects in identifying EDC
boundaries from commas. At the same time, our
statistical model is combined with useful rules
to deal with the recognition task better. Finally
our automatic EDC recognition system achieved
81.32 of F-score, which is higher than other sys-
tems based on the same data set.

Meanwhile, error analyses show that the cur-
rent identification system has some problems.
Therefore we propose several possible methods,
expecting to solve these problems and improve
the recognition ability of EDC recognition sys-
tem in future.
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Bigram HMM with Context Distribution Clustering for Unsupervised
Chinese Part-of-Speech tagging
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Abstract

This paper presents an unsupervised
Chinese Part-of-Speech (POS) tagging
model based on the first-order HMM.
Unlike the conventional HMM, the num-
ber of hidden states is not fixed and will
be increased to fit the training data. In
favor of sparse distribution, the Dirich-
let priors are introduced with variational
inference method. To reduce the emis-
sion variables, words are represented by
their contexts and clustered based on the
distributional similarities between con-
texts. Experiment results show the out-
put state sequence of HMM are highly
correlated to the latent annotations of
gold POS tags, in context of clustering
similarity measures. The other exper-
iments on a real application, unsuper-
vised dependency parsing, reveal that the
output sequence can replace the manu-
ally annotated tags without loss of accu-
racies.

1 Introduction

Recently latent variable model has shown great
potential in recovering the underlying structures.
For example, the task of POS tagging is to re-
cover the appropriate sequence structure given
the input word sequence (Goldwater and Grif-
fiths, 2007). One of the most popular exam-
ple of latent models is Hidden Markov Model
(HMM), which has been extensively studied for
many years (Rabiner, 1989). The key problem
of HMM is how to find an optimal hidden state
number and the topology appropriately.

Kwok-Ping Chan
Department of Computer Science
the University of Hong Kong
Hong Kong
kpchan@cs.hku.hk

In most cases, the topology of HMM is pre-
defined by exploiting the domain or empirical
knowledge. This topology will be fixed during
the whole process. Therefore how to select the
optimal topology for a certain application or a set
of training data is still a problem, because many
researches show that varying the size of the state
space greatly affects the performance of HMM.
Generally there are two ways to adjust the state
number: top-down and bottom-up methods. In
the bottom-up methods (Brand, 1999), the state
number is initialized with a relatively large num-
ber. During the training, the states are merged or
trimmed and ended with a small set of states. On
the other hand, the top-down methods (Siddiqi et
al., 2007) start from a small state set and split one
or some states until no further improvement can
be obtained. The bottom-up approaches require
huge computational cost in deciding the states to
be merged, which makes it impractical for appli-
cations with large state space. In this paper, we
focus on the latter approaches.

Another problem in HMM is that EM algo-
rithm might yield local maximum value. John-
son (2007) points out that training HMM with
EM gives poor results because it leads to a fairly
flat distribution of hidden states when the empiri-
cal distribution is highly skewed. A multinomial
prior, which favors sparse distribution, is a good
choice for natural language tasks. In this paper,
we proposed a new procedure for inferring the
HMM topology and estimating its parameters si-
multaneously. Gibbs sampling has been used in
infinite HMM (i(HMM) (Beal et al., 2001; Fox et
al., 2008; Van Gael et al., 2008) for inference.
Unfortunately Gibbs sampling is slow and diffi-
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cult to be converged. In this paper, we proposed
the variational Bayesian inference for the adap-
tive HMM model with Dirichlet prior. It involves
a modification to the Baum-Welch algorithm. In
each iteration, we replaced only one hidden state
with two new states until convergence.

To reduce the number of observation vari-
ables, the words are pre-clustered and repre-
sented by the exemplar within the same clus-
ter. It is a one-to-many clustering, because the
same word play different roles under different
contexts. We evaluate the similarity between the
distribution of contexts, with the assumption that
the context distribution implies syntactic pattern
of the given word (Zelling, 1968; Weeds and
Weir, 2003). With this clustering, more contex-
tual information can be considered without in-
creasing the model complexity. A relatively sim-
ple model is important for unsupervised task in
terms of computational burden and data sparse-
ness. This is the reason why we do not increase
the order of HMM(Kaji and Kitsuregawa, 2008;
Headden et al., 2008).

With unsupervised algorithms, there are two
aspects to be evaluated (Van Gael et al., 2009).
Fist one is how good the outcome clusters are.
We compare the HMM results with the manu-
ally POS tags and report the similarity measures
based on information theory. On the other hand,
we test how good the outputs act as an interme-
diate results. In many natural language tasks, the
inputs are word class, not the actual lexical item,
for reason of sparsity. In this paper, we choose
the unsupervised dependency parsing as the ap-
plication to investigate whether our clusters can
replace the manual labeled tags or not.

The paper is organized as below: in section 2,
we describe the definition of HMM and its vari-
ance inference. We present our dynamic HMM
in section 3. To overcome the context limitation
in the first-order HMM, we present our distribu-
tional similarity clustering in section 4. In sec-
tion 5, we reported the results of the mentioned
experiments while section 6 concludes the paper.

2 Terminology

The task of POS tagging is to assign a syntac-
tic category sequence to the input words. Let
S be defined as the set of all possible hidden
states, which are expected to be highly correlated
to POS tags. X represents the set of all words.
Therefore the task is to find a sequence of tag
sequence S = sj...s, € S given a sequence of
words (i.e. a sentence, W = wy..w, € X). The
optimal tags is to maximize the conditional prob-
ability p(S|W), which is equal to:

max p(SIW) = max p(S)p(WIS)

1
:mgxp(W,S) M)

In this paper,we consider the first-order HMM,
where the POS tags are regarded as hidden states
and words as observed variables. According to
the Markov assumption, the best sequence of
tags S for a given sequence of words W is done
by maximizing (with sy = 0) the joint probabil-
ity:

pW,S) = [ | plsisptwilsy (@)

i=1
where wy is the special boundary marker of sen-
tences.

2.1 Variational Inference for HMM

Let the HMM be modeled with parameter 6 =
(A, B,m), where A = {a;;} = {P(s; = jlsi—1 = 1)}
is the transition matrix governing the dynamic of
the HMM. B = {b,(i)} = {P(w; = i|s;}) is the state
emission matrix and 7 = {m;} = {P(s; = i)} as-
signs the initial probabilities to all hidden states.
In favor of sparse distributions, a natural choice
is to encode Dirichlet prior into parameters p(6).
In particular, we have:

N
p(A) = | | Dirltan, ..., i} 1l

i=1

N o 3
p(B) = [ | Dir(bir, ... bin} 1u®)

i=1
p(n) = Dir({my, ..., iy} [u™)
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where the Dirichlet distribution of order N with
hyperparameter vector u is defined as:

Ty, w) &

ui—1
X

Dir(x|u) =
) Tlup) i=1

“

In this paper, we consider the symmetric
Dirichlet distribution with a fixed length, i.e.
u=[SN, wi/N,.... >N, ui/NI.

In the Bayesian framework, the model param-
eters are also regarded as hidden variables. The
marginal likelihood can be calculated by sum-
ming up all hidden variables. According to the
Jensen’s inequality, the lower bound of marginal
likelihood is defined as:

In p(W) = In f pr)p(w,m)de

p(WS 9)
fzq(”)l 76.5)

=F

&)

Generally, Variational Bayesian Inference
aims to find a tractable distribution g(6, s) that
maximizes the lower bound ¥. To make infer-
ence flexible, the posterior distribution can be
assumed to be factorized according to the mean-
field assumption. We have:

p(W.S.0) ~ q(S,0) =

q6(0)qs(S)  (6)

Then an extension of EM algorithm (called
Baum-Welch algorithm) can be used to alter-
nately optimize the gs and gyg. The EM process
is described as follows:

e E Step: Forward-Backward algorithm to
find the optimal state sequence S+ =
arg max p(S ©|W, 6%)

e M Step: The parameters 6D are re-
estimated given the optimal state S ‘1)

The E and M steps are repeated until a conver-
gence criteria is satisfied. Beal (2003) proved
that only need to do minor modifications in M
step (in 1) is needed, when Dirichlet prior is in-
troduced.

3 Adaptive Hidden Markov Model

As aforementioned, the key problem of HMM is
how to initialize the number of hidden states and
select the topology of HMM. In this paper, we
use the top-down scheme: starting from a small
number of states, only one state is chosen in each
step and splitted into two new states. This binary
split scheme is described in Figure 1.

Algorithm 1 Outline of our adpative HMM

Initialization: Initialize: t = 0, N

repeat
Optimization: Find the optimal parameters
for current N*
Candidate Generation: Split states and
generate candidate HMMs
Candidate Selection: Select the optimal
HMM from the candidates, whose hidden
state number is N'*!

until No further improvement can be achieved

after splitting

In the following, we will discuss the details of
each step one by one.

3.1 Candidate Generation

Let N represent the number of hidden states at
timestep t. The problem is how to choose the
states for splitting. A straightforward way is to
select all states and generate N + 1 candidate
HMMs, including the original un-splitted one.
Obviously the exhaustive search is inefficient es-
pecially for large state space. To make the algo-
rithm more efficient, some constraints must be
set to narrow the search space.

Intuitively entropy implies uncertainty. So
hidden states with large conditional entropies are
desirable to be splitted. We can define the con-
ditional entropy of the state sequences given ob-
servation W as:

H(S|W) = - Z[P(SIW) log P(SIW)I (8)
S

Our assumption is the state to be splitted must

be the states sequence with the highest condi-

tional entropy value. This entropy can be recur-

sively calculated with complexity O(NT') (Her-

nando et al., 2005). Here N is the number of
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A = at) = exply()) - W(Z o ) =
D _ Dy N (B)
B = ={b;, "} = exp \u(w ) — \V(Z w; Wy

D = (1) = exply(e]”) - w(Z oM W
i=1

(4)
ij = M +EQ(Y)[nlj]

_ (B
= U

+ Eqs)[ny] (7

= u™ + Eyyln]']

Figure 1: Parameters update equations in M-step. Here E is the expectation with respect to the

model parameters. And n;; is the expected number of transition from state s; to state s;
expected number of times word wy occurs with state s;;

states and T is the length of sequence. Using
this entropy constraint, the size of candidate state
set is always smaller than the minimal value be-
tween N and T'.

3.2 Candidate Selection

Given the above candidate set, the parameters of
each HMM are to be updated. Note that we just
update the parameters related to the split state,
whilst keep the others fixed. Suppose the i-th
hidden state is replaced by two new states. First
the transition matrix is enlarged from N® x N
dimension to (N® + 1) x (N + 1) dimension,
by inserting one column and row after the i-th
column and row. In the process of update, we
only change the items in the two (i and i + 1)
rows and columns. The other elements irrelevant
to the split state are not involved in the update
procedure. Similarly EM algorithm is used to
find the optimal parameters. Note that most of
the calculations can be skipped by making use
of the forward and backward probability matrix
achieved in the previous step. Therefore the con-
vergence is fast.

Given the candidate selection, we can use a
modified Baum-Welch algorithm to find optimal
states and parameters. Here we use the algorithm
in (Siddiqi et al., 2007) with some modifications
for the Dirichlet prior. In particular, in E step,
we follow their partial Forward-Background al-
gorithm to calculate E[n;;] and E[nl’.k], if s; or s;
is candidate state to be splitted. Then in M-step,
only rows and columns related to the candidate
state are updated according to equation (7). The

n;k is the
12 .
n’ is the occurrence of 5o = i

detailed description is given as appendix.

Finally it is natural to use variational bound
of marginal likelihood in equation (5) for model
scoring and convergence criterion.

4 Distributional Clustering

To reduce the number of observation variables,
the words are clustered before HMM training.
Intuitively, the words share the similar contexts
have similar syntactic property. The categories
of many words are varied in different contexts.
In other words, the cluster of a given word is
heavily dependent on the context it appears. For
example, &I can be a noun (meaning: discov-
ery) if it acts as an object, or a verb (meaning: to
discover) if it is followed with a noun. Further-
more the introduction of context can overcome
the limited context in the first-order HMM.

The underlying hypothesis of clustering based
on distributional similarity is that the words oc-
curring in similar contexts behave as similar syn-
tactic roles. In this work, the context of a word
is a trigram consist of the word immediately pre-
ceding the target and the word immediately fol-
lowing it. The similarity between two words
is measured by Pointwise Mutual Information
(PMI) between the context pair in which they ap-
pear:

PMI(wiw)) = log ) ()
v P(ci)P(c))
where ¢; denotes the context of w;. P(c;,cj) is

the co-occurrence probability of ¢; and c¢;, and
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P(c;) = 2 P(ci, cj) is the occurrence probabil-
ity of ¢;. In our experiments, the cutoff context
count is set to 10, which means the frequency
less than the threshold is labeled as the unknown
context.

The above distributional similarity can be
used as a distance measure. Hence any cluster-
ing algorithm can be adopted. In this paper, we
use the affinity propagation algorithm (Frey and
Dueck, 2007). Its parameter ‘dampfact’ is set
to 0.9, and the other parameters are set as de-
fault. After running the clustering algorithm, the
contexts are clustered into 1869 clusterings. It
is noted that one word might be classified into
several clusters , if its contexts are clustered into
several clusters.

S Experiments

As aforementioned, the outputs of our HMM
model are evaluated in two ways, clustering met-
ric and parsing performance. The data used in all
experiments are the Chinese data set in CoNLL-
2007 shared task. The number of tokens in
training, development and test sets are 609,060,
49,620 and 73,153 respectively. We use all train-
ing data set for training the model, whose maxi-
mum length is 242.

The hyper parameters of Dirichlet priors are
initialized in a homogeneous way. The initial
hidden state is set to 40 in all experiments. After
several iterations, the hidden states number con-
verged to 247, which is much larger than the size
of the manually defined POS tags. Our expec-
tation is the refinement variables can reveal the
deep granularity of the POS tags.

5.1 Clustering Evaluation

In this paper, we use information theoretic based
metrics to quantify the information shared by
two clusters. The most common information-
based clustering metric is the variational of In-
formation (VI)(Meild, 2007). Given the cluster-
ing result C, and the gold clustering C,, VI sums
up the conditional entropy of one cluster distri-
bution given the other one:

VI(C,,Cy) = H(C,) + H(C,) — 21(C,, Cy)

(10)
= H(Crlcg) + H(Cg|cr)

where H(C,) is the entropy associated with the
clustering C,, and mutual information I(C,, Cy)
quantifies the mutual dependence between two
clusterings, or say the shared information be-
tween two variables. It is easy to see that
VIe [0,log(N)], where N is the number of data
points. However, the standard VI is not normal-
ized, which favors clusterings with a small num-
ber of clusters. It can be normalized by divid-
ing by log(N), because the number of training
instances are fixed. However the normalized VI
score is misleadingly large, if the N is very large
which is the case in our task. In this paper only
un-normalized VI scores are reported to show the
score ranking.

To standardize the measures to have fixed
bounds, (Strehl and Ghosh, 2003) defined the
normalized Mutual Information (NMI) as:

1(C,, Cy)

VH(C)HH(Cy)

NMI takes its lower bound of 0 if no information
is shared by two clusters and the upper bound
of 1 if two clusterings are identical. The NMI
however, still has problems, whose variation is
sensitive to the choice of the number of clusters.

Rosenberg and Hirschberg (2007) proposed
V-measure to combine two desirable properties
of clustering: homogeneity (%) and completeness
(c) as follows:

NMI(C,,Cy) = (11)

h = 1~ H(C,IC,)/H(Cy)
¢c=1-H(C,IC/H(C,)
V =2hc/(h+c)

(12)

Generally homogeneity and completeness
runs in opposite way, whose harmonic mean (i.e.
V-measure) is a comprise score, just like F-score
for the precision and recall.

Let us first examine the contextual word clus-
tering performance. The VI score between dis-
tributional word categories and gold standard is
2.39. The NMI and V-measure score are 0.53
and 0.48, respectively.

The clustering performance of the HMM out-
puts are reported in Figure 2. The best VI
score achieved was 3.9524, while V-measure
was 62.09% and NMI reached 0.8051. Previous
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Figure 2: Clustering evaluation metrics against number of hidden states

work of Chinese tagging focuses on the tagging
accuracies, e.g. Wang (Wang and Schuurmans,
) and Huang et al. (Huang et al., 2007). To
our knowledge, this is the first work to report
the distributional clustering similarity measures
based on informatics view for Chinese . Simi-
lar works can be found on English of WSJ cor-
pus (Van Gael et al., 2009). Their best results of
VI, V-measure, achieved with Pitman-Yor prior,
were 3.73 and 59%. We believe the Chinese re-
sults are not good as English correspondences
because of the rich unknown words in Chinese
(Tseng et al., 2005).

5.2 Dependency Parsing Evaluation

The next experiment is to test the goodness of the
outcome states of our model in the context of real
tasks. In this work, we consider unsupervised
dependency parsing for a fully unsupervised sys-
tem. The dependency parsing is to extract the
dependency graph whose nodes are the words of
the given sentence. The dependency graph is a
directed acyclic graph in which every edge links
from a head word to its dependent. Because we
work on unsupervised methods in this paper, we
choose a simple generative head-outward model
(Dependency Model with Valence, DMV) (Klein
and Manning, 2004; Headden III et al., 2009) for
parsing. The data through the experiment is re-
stricted to the sentences up to length 10 (exclud-
ing punctuation).

Because the main purpose is to test the HMM

output rather than to improve the parsing perfor-
mance, we select the original DMV model with-
out extensions or modifications. Starting from
the root, DMV generates the head, and then each
head recursively generates its left and right de-
pendents. In each direction, the possible depen-
dents are repeatedly chosen until a STOP marker
is seen. DMV use inside-outside algorithm for
re-estimation. We choose the ‘“harmonic” ini-
tializer proposed in (Klein and Manning, 2004)
for initialization. The valence information is the
simplest binary value indicating the adjacency.
For different HMM candidates with varied hid-
den state number, we directly use the outputs as
the input of the DMV and trained a set of models.
Performing test on these individual models, we
report the directed dependency accuracies (the
fraction of words assigned the correct parent) in
Figure 3.

20 60 80 100 120 140 160 180 200 220 240

Figure 3: Directed accuracies for different hid-
den states

It is noted that the accuracy monotonically
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increases when the number of states increases.
The most drastic increase happened when state
changes from 40 to 120. The accuracy increased
from 38.56% to 50.60%. If the state number is
larger than 180, the increase is not obvious. The
final best accuracy is 54.20%, which improve the
standard DMV model by 5.6%. Therefore we
can see that the introduction of more annotations
can help the parsing results. However, the im-
provement is limited and stable when the num-
ber of state number is large. To further improve
the parsing performance, one might turn to the
extension of DMV model, e.g. introducing more
knowledge (prior or lexical information) or more
sophistical smoothing techniques. However, the
development of parser is not the focus of this pa-
per.

6 Conclusion and Future Work

This paper works on the unsupervised Chinese
POS tagging based on the first-order HMM. Our
contributions are: 1). The number of hidden
states can be adjusted to fit the data. 2). For in-
ference, we use the variational inference, which
is faster and is guaranteed theoretically to con-
vergence. 3). To overcome the context limitation
in HMM, the words are clustered based on dis-
tributional similarities. It is a 1-to-many cluster-
ing, which means one word might be classified
into different clusters under different contexts.
Finally, experiments show the hidden states are
correlated to the latent annotations of the stan-
dard POS tags.

The future work includes to improve the per-
formance by incorporating a small amount of su-
pervision. The typical supervision used before
is dictionary extracted from a large corpus like
Chinese Gigaword. Another interesting idea is
to select some exemplars (Haghighi and Klein,
2006).
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APPENDIX

Pseudo-code of the extended Baum-Welch Al-
gorithm in our dynamic HMM

Input: Time step ¢
State Candidate: k — (kV, k@) ;
Sate Number: N’;
Model Parameter: 8% = (A, B®, z®);
Initialize
UKD, k7 28 1O e (A, B, 7)
Ty %ﬂk;ﬂk@ — %ﬂk
Ag < %Cl;;km; Arig < Arigs
Apipl) < %ak(i)k(j), here i, je 1, 2. k+k
repeat
E step:
update forward: (k") and @, (k®)
backward: 8;(k") and 3,(k®)
update &(i, j) and y,(i); if i, j € {kD, k@)
update E[n;;] = X, &, )/ 2 v:(D)
Elnil = 2=t YD/ Xs ()
M step:
update 8/+1 using equation (7)
until (AF < &)
Output: ¢+*D 7
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Abstract

In this paper, we demonstrate how to
mine large-scale parallel corpora with
multilingual patents, which have not
been thoroughly explored before. We
show how a large-scale English-Chinese
parallel corpus containing over 14
million sentence pairs with only 1-5%
wrong can be mined from a large amount
of English-Chinese bilingual patents. To
our knowledge, this is the largest single
parallel corpus in terms of sentence pairs.
Moreover, we estimate the potential for
mining multilingual parallel corpora
involving English, Chinese, Japanese,
Korean, German, etc., which would to
some extent reduce the parallel data
acquisition bottleneck in multilingual
information processing.

1 Introduction

Multilingual data are critical resources for
building many applications, such as machine
translation (MT) and cross-lingual information
retrieval. Many parallel corpora have been built,
such as the Canadian Hansards (Gale and
Church, 1991), the Europarl corpus (Koehn,
2005), the Arabic-English and English-Chinese
parallel corpora used in the NIST Open MT
Evaluation.
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However, few parallel corpora exist for many
language pairs, such as Chinese-Japanese,
Japanese-Korean, Chinese-  French  or
Japanese-German. Even for language pairs with
several parallel corpora, such as Chinese-English
and Arabic-English, the size of parallel corpora
is still a major limitation for SMT systems to
achieve higher performance.

In this paper, we present a way which could, to
some extent, reduce the parallel data acquisition
bottleneck in multilingual language processing.
Based on multilingual patents, we show how an
enlarged English-Chinese parallel corpus
containing over 14 million high-quality sentence
pairs can be mined from a large number of
comparable patents harvested from the Web. To
our knowledge, this is the largest single parallel
corpus in terms of parallel sentences. Some SMT
experiments are also reported. Moreover, we
investigate the potential to get large-scale
parallel corpora for languages beyond the
Canadian Hansards, Europarl and UN news used
in NIST MT Evaluation by estimating the
quantity of multilingual patents involving
English, Chinese, Japanese, Korean, German,
etc.

Related work is introduced in Section 2.
Patents, PCT patents, multilingual patents are
described in Section 3. Then an English-Chinese
parallel corpus, its mining process and
application to SMT are introduced in Section 4,

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 79-86,
Beijing, August 2010



followed by the quantity estimation of
multilingual patents involving other language
pairs in Section 5. We discuss the results in
Section 6, and conclude in Section 7.

2 Related Work

Parallel sentences could be extracted from
parallel documents or comparable corpora.
Different approaches have been proposed to
align sentences in parallel documents consisting
of the same content in different languages based
on the following information: a) the sentence
length in bilingual sentences (Brown et al. 1991;
Gale and Church, 1991); b) lexical information
in bilingual dictionaries (Ma, 2006); c) statistical
translation model (Chen, 1993), or the composite
of more than one approach (Simard and
Plamondon, 1998; Moore, 2002).

To overcome the lack of parallel documents,
comparable corpora are also used to mine
parallel sentences, which raises further
challenges since the bilingual contents are not
strictly parallel. For instance, Zhao and Vogel
(2002) investigated the mining of parallel
sentences for Web bilingual news. Munteanu and
Marcu (2005) presented a method for
discovering parallel sentences in large Chinese,
Arabic, and English comparable, non-parallel
corpora based on a maximum entropy classifier.
Cao et al., (2007) and Lin et al., (2008) proposed
two different methods utilizing the parenthesis
pattern to extract term translations from bilingual
web pages. Jiang et al. (2009) presented an
adaptive pattern-based method which produced
Chinese-English bilingual sentences and terms
with over 80% accuracy.

Only a few papers were found on the related
work in the patent domain. Higuchi et al. (2001)
used the titles and abstracts of 32,000
Japanese-English bilingual patents to extract
bilingual terms. Utiyama and Isahara (2007)
mined about 2 million parallel sentences by
using two parts in the description section of
Japanese-English comparable patents. Lu et al.
(2009) derived about 160K parallel sentences
from Chinese-English comparable patents by
aligning sentences and filtering alignments with
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the combination of different quality measures.
Another closely related work is the
English-Chinese parallel corpus (Lu et al.,
2010), which is largely extended by this work, in
which both the number of patents and that of
parallel sentences are augmented by about
100%, and more SMT experiments are given.
Moreover, we show the potential for mining
parallel corpora from multilingual patents
involving other languages.

For statistical machine translation (SMT),
tremendous strides have been made in two
decades, including Brown et al. (1993), Och and
Ney (2004) and Chiang (2007). For the MT
evaluation, NIST (Fujii et al., 2008; 2010) has
been organizing open evaluations for years, and
the performance of the participants has been
improved rapidly.

3 Patents and Multilingual Patents

A patent is a legal document representing “an
official document granting the exclusive right to
make, use, and sell an invention for a limited
period” (Collins English Dictionary'). A patent
application consists of different sections, and we
focus on the text, i.e. only title, abstract, claims
and description.

3.1 PCT Patents

Since the invention in a patent is only protected
in the filing countries, a patent applicant who
wishes to protect his invention outside the
original country should file patents in other
countries, which may involve other languages.

The Patent Cooperation Treaty (PCT) system
offers inventors and industry an advantageous
route for obtaining patent protection
internationally. By filing one “international”
patent application under the PCT via the World
Intellectually Property Organization (WIPO),
protection of an invention can be sought
simultaneously (i.e. the priority date) in each of a
large number of countries.

The number of PCT international applications

! Retrieved March 2010, from
http://www.collinslanguage.com/



filed is more than 1.7 million*. A PCT
international application may be filed in any
language accepted by the relevant receiving
office, but must be published in one of the
official publication languages (Arabic, Chinese,
English, French, German, Japanese, Korean,
Russian and Spanish). Other highly used
languages for filing include Italian, Dutch,
Finnish, Swedish, etc. Table 1° shows the
number of PCT applications for the most used
languages of filing and publication.

Lang. of | Share | Lang. of | Share

Filing (%) | Publication (%)
English 895K 52.1 943K 54.9
Japanese 198K 11.5 196K 114
German 185K 10.8 184K 10.7
French 55K 32 55K 32
Korean | 24K 1.4 3K* 0.2
Chinese 24K 1.4 24K 1.4
Other 336K 19.6 313K 18.2
Total 1.72M 100 1.72M 100

Table 1. PCT Application Numbers for Languages of
Publication and Filing

From Table 1, we can observe that English,
Japanese and German are the top 3 languages in
terms of PCT applications, and English accounts
for over 50% of applications in terms of
language of both publication and filing.

3.2 Multilingual Patents

A PCT application does not necessarily mean a
multilingual patent. An applicant who has
decided to proceed further with his PCT
international application must fulfill the
requirements for entry into the PCT national
phase at the patent offices of countries where he
seeks protection. For example, a Chinese
company may first file a Chinese patent in China

% Retrieved Apr., 2010 from
http://www.wipo.int/pctdb/en/. The data below involving
PCT patents comes from the website of WIPO.

3 The data in this and other tables in the following sections
involving PCT patents comes from the website of WIPO.

* Korean just became one of the official publication
languages for the PCT system since 2009, and thus the
number of PCT patents with Korean as language of
publication is small.
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patent office and then file its international
application also in Chinese under the PCT. Later
on, it may have the patent translated into English
and file it in USA patent office, which means the
patent becomes bilingual. If the applicant
continues to file it in Japan with Japanese, it
would be trilingual. Even more, it would be
quadrilingual or involve more languages when it
is filed in other countries with more languages.

Such multilingual patents are considered
comparable (or noisy parallel) because they are
not parallel in the strict sense but still closely
related in terms of information conveyed
(Higuchi et al., 2001; Lu et al., 2009).

4 A Large English-Chinese Parallel
Corpus Mined from Bilingual Patents

In this section, we introduce the English-Chinese
bilingual patents harvested from the Web and the
method to mine parallel sentences from them.
SMT experiments on the final parallel corpus are
also described.

4.1 Harvesting English-Chinese Bilingual

Patents

The official patent office in China is the State
Intellectual Property Office (SIPO). In early
2009, by searching on its website, we found
about 200K Chinese patents previously filed as
PCT applications in English and crawled their
bibliographical data, titles, abstracts and the
major claim from the Web, and then other claims
and descriptions were also added. Since some
contents are in the image format, the images
were OCRed and the texts recognized were
manually verified.

All PCT patent applications are filed through
WIPO. With the Chinese patents mentioned
above, the corresponding English patents were
searched from the website of WIPO by the PCT
publication numbers to obtain relevant sections
of the English PCT applications, including
bibliographical data, title, abstract, claims and
description. About 80% (160K) out of the
Chinese patents found their corresponding
English ones. Some contents of the English
patents were OCRed by WIPO.



We automatically split the patents into
individual sections according to the respective
tags inside the patents, and segmented each
section sentences according to punctuations. The
statistics of each section for Chinese and
English patents are shown in Table 2.

) Chinese English
Sections #Char | #Sent | #Word | #Sent
Title 2.7M 157K 1.6M 157K
Abstract | 33M 596K 20M 784K
Claim 367TM | 6.8M | 217M | 7.4M
Desc. | 2,467M | 48.8M | 1,353M | 54.0M
Total | 2,870M | 56.2M | 1,591M | 62.3M

Table 2. Statistics of Comparable Patents

4.2 Mining Parallel Sentences from

Bilingual Patents

The sentences in each section of Chinese patents
were aligned with those in the corresponding
section of the corresponding English patents to
find parallel sentences after the Chinese
sentences were segmented into words.

Since the comparable patents are not strictly
parallel, the individual alignment methods
mentioned in Section 2 would be not effective: 1)
the length-based method is not accurate since it
does not consider content similarity; 2) the
bilingual dictionary-based method cannot deal
with new technical terms in the patents; 3) the
translation model-based method would need
training data to get a translation model. Thus, in
this study we combine these three methods to
mine high-quality parallel sentences from
comparable patents.

We first use a bilingual dictionary to
preliminarily align the sentences in each section

of the comparable patents. The dictionary-based
similarity score P, of a sentence pair is

computed based on a bilingual dictionary as
follows (Utiyama and Isahara, 2003):

Z Z 7(WL > We)
w.eS. w,eS, deg(wc ) deg(we )
(1L +1)/2

pd(Sc’Se)z
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where w, and w, are respectively the

S,

English sentence S,; [, and [, respectively

word types in Chinese sentence and

denote the lengths of S, and S, in terms of
the number of words; and y(w,,w,) = 1 if

w, and w, is a ftranslation pair in the

bilingual dictionary or are the same string,
otherwise 0; and

deg(w.)= X ¥(w.,w,)

w,eS,
deg(We) = Z y(wc 2 We) °
w,eS,.

For the bilingual dictionary, we combine three
ones: namely, LDC_CE DIC2.0° constructed
by LDC, bilingual terms in HowNet and the
bilingual lexicon in Champollion (Ma, 2006).

We then remove sentence pairs using length
filtering and ratio filtering: 1) for length filtering,
if a sentence pair has more than 100 words in the
English sentence or more than 333 characters in
the Chinese one, it is removed; 2) for length ratio
filtering, we discard the sentence pairs with
Chinese-English length ratio outside the range of
0.8 to 1.8. The parameters here are set
empirically.

We further filter the parallel sentence
candidates by learning an IBM Model-1 on the
remaining aligned sentences and compute the

P

> of sentence

translation similarity score

pairs by combining the translation probability
value of both directions (i.e. Chinese->English
and English->Chinese) based on the trained
IBM-1 model (Moore, 2002; Chen, 2003; Lu et
al, 2009). It is computed as follows:

5.(S..5.) = 8PE S ) +iog(P(S. | S.))

[.+1,
where P(S,|S,) denotes the probability
that a translator will produce S, in English
when presented with S, in Chinese, and vice

versa for P(S.|S,) . Sentence pairs with

> http://projects.ldc.upenn.edu/Chinese/LDC_ch.htm



similarity score P, lower than a predefined

threshold are filtered out as wrong aligned
sentences.

Table 3 shows the sentence numbers and the
percentages of sentences kept in each step above
with respect to all sentence pairs. In the first row
of Table 3, 1.DICT denotes the first step of using
the bilingual dictionary to align sentences; 2. FL
denotes the length and ratio filtering; 3. TM
refers to the third and final step of using
translation models to filter sentence pairs.

I.DICT | 2.FL | 3.TM (final)
Abstr. | 503K (375020}?) (136360}?)
e O
ot Lm0

Table 3. Numbers of Sentence Pairs

Both the 31.5M parallel sentences after the
second step FL and the final 14.3M after the third
step TM are manually evaluated by randomly
sampling 100 sentence pairs for each section.
The evaluation metric follows the one in Lu et al.
(2009), which classifies each sentence pair into
Correct, Partially Correct or Wrong. The results
of manual evaluation are shown in Table 4.

Section | Correct Igg?gg Wrong
Abstr. 85% 7% 8%
2.FL | Claims | 83% 10% 7%
Desc. 69% 15% 15%
Abstr. 97% 2% 1%
?ﬁr% Claims | 92% | 3% | 5%
Desc. 89% 8% 3%

Table 4. Manual Evaluation of the Corpus

From Table 4, we can see that: 1) In the final
corpus, the percentages of correct parallel
sentences are quite high, and the wrong
percentages are no higher than 5%; 2) Without

® Here the total number does not include the number of
titles, which are directly treated as parallel.

the final step of TM, the accuracies of 31.5M
sentence pairs are between 69%-85%, and the
percentages of wrong pairs are between
7%-15%; 3) The abstract section shows the
highest correct percentage, while the description
section shows the lowest.

Thus, we could conclude that the mined 14M
parallel sentences are of high quality with only
1%-5% wrong pairs, and our combination of
bilingual dictionaries and translation models for
mining parallel sentences are quite effective.

4.3 Chinese-English Statistical Machine

Translation

A Chinese-English SMT system is setup using
Moses (Koehn, 2007). We train models based
on different numbers of parallel sentences mined
above. The test set contains 548 sentence pairs
which are randomly selected and different from
the training data. The sizes of the training data
and BLEU scores for the models are shown in
Table 5.

sywen [ s 00 [ St
Model-A 17.94 300K
Model-B 19.96 750K
Model-C 20.09 1.5M
Model-D 20.98 3M
Model-E 22.60 6M

Table 5. SMT Experimental Results

From Table 5, we can see that the BLEU
scores are improving steadily when the training
data increases. When the training data is
enlarged by 20 times from 300K to 6M, the
BLEU score increases to 22.60 from 17.94,
which is quite a significant improvement. We
show the translations of one Chinese sample
sentence in Table 6 below.

CN e U L N M S L
Sent. oo
the main shaft of the electric motor
Ref. extends into the working cavity of the
compressor shell ,
Model-A the motor main shaft into the compressor
the chamber
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Model.p | motor shgft into the compressor housing .
the working chamber
Model.c | motor shgft into the compressor housing .
the working chamber
motor  spindle extends into the
Model-D | compressor housing the working
chamber
motor spindle extends into the working
Model-E .
chamber of the compressor housing ,
Table 6. Translations of One Chinese Sentence

From Table 6, we can see the translations
given by Model-A to Model-C are lack of the
main verb, the one given by Model-D has an
ordering problem for the head noun and the
modifier, and the one given by Model-E seems
better than the others and its content is already
quite similar to the reference despite the lexical
difference.

5 Multilingual for More

Languages

Corpora

In this section, we describe the potential of
building large-scale parallel corpora for more
languages, especially Asian languages by using
the 1.7 million PCT patent applications and their
national correspondents. By using PCT
applications as the pivot, we can build
multilingual parallel corpora from multilingual
patents, which would greatly enlarge parallel
data we could obtain.

The patent applications filed in one country
should be in the official language(s) of the
country, e.g. the applications filed in China
should be in Chinese, those in Japan be in
Japanese, and so on. In Table 7, the second
column shows the total numbers of patent
applications in different countries which were
previously filed as PCT ones; and the third
column shows the total numbers of applications
in different countries, which were previously
filed as PCT ones with English as language of
publication.

National Phase
Country’

English as Lang.

ALL of Publication

7 For the national phase of the PCT System, the statistics
are based on data supplied to WIPO by national and
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Japan 424K 269K
China 307K 188K
Germany 32K 10K
R. Korea 236K 134K
China & Japan 189K 130K
China & R. Korea | 154K 91K
Japan & R. Korea | 158K 103K
China & Japan
& R. Korga 106K 73K

Table 7. Estimated Numbers of Multilingual
Patents

The number of the Chinese-English bilingual
patents (CE) in Table 7 is about 188K, which is
consistent with the number of 160K found in
Section 4.1 since the latter contains only the
applications up to early 2009. Based on Table 7,
we estimate below the rough sizes of bilingual
corpora, trilingual corpora, and even
quadrilingual corpora for different languages.

1) Bilingual Corpora with English as one
language

Compared to CE (188K), the
Japanese-English bilingual corpus (269K) could
be 50% larger in terms of bilingual patents, the
Korean-English one (134K) could be about 30%
smaller, and the German-English one (10K)
would be much smaller.

2) Bilingual Corpora for Asian Languages

The Japanese-Chinese bilingual corpus
(189K) could be comparable to CE (188K) in
terms of bilingual applications, the Chinese-
Korean one (154K) could be about 20% smaller,
and the Japanese-Korean one (158K) is quite
similar to the Chinese-Korean one.

3) Trilingual Corpora

In addition to bilingual corpora, we can also
build trilingual corpora from trilingual patents. It
is quite interesting to note that the trilingual
corpora could be quite large even compared to
the bilingual corpora.

The trilingual corpora for Chinese, Japanese
and English (130K) could be only 30% smaller
than CE in terms of patents. The trilingual corpus

regional patent Offices, received at WIPO often 6 months or
more after the end of the year concerned, i.e. the numbers
are not up-to-date .



for Chinese, Korean and English (91K) and that
for Japanese, Korean and English (103K) are
also quite large. The number of the trilingual
patents for the Asian languages of Chinese,
Japanese and Korean (106K) is about 54% of
that of CE.

4) Quadrilingual Corpora

The number of the quadrilingual patents for
Chinese, Japanese, Korean and English (73K) is
about 38% of that of CE. From these figures, we
could say that a large proportion of the PCT
applications published in English later have been
filed in all the three Asian countries: China,
Japan, and R. Korea.

6 Discussion

The websites from which the Chinese and
English patents were downloaded were quite
slow to access, and were occasionally down
during access. To avoid too much workload for
the websites, the downloading speed had been
limited. Some large patents would cost much
time for the websites to respond and had be
specifically handled. It took considerable efforts
to obtain these comparable patents.

In addition our English-Chinese corpus mined
in this study is at least one order of magnitude
larger, we give some other differences between
ours and those introduced in Section 2 (Higuchi
etal., 2001; Utiyama and Isahara, 2007; Lu et al,
2009)

1) Their bilingual patents were identified by
the priority information in the US patents, and
could not be easily extended to language pairs
without English; while our method using PCT
applications as the pivot could be easily
extended to other language pairs as illustrated in
Section 5.

2) The translation process is different: their
patents were filed in USA Patent Office in
English by translating from Japanese or Chinese,
while our patents were first filed in English as a
PCT application, and later translated into
Chinese. The different translation processes may
have different characteristics.

Since the PCT and multilingual patent
applications increase rapidly in recent years as
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discussed in Section 3, we could expect more
multilingual patents to enlarge the large-scale
parallel corpora with the new applications and
keep them up-to-date with new technical terms.
On the other hand, patents are usually translated
by patent agents or professionals, we could
expect high quality translations from
multilingual patents. We have been planning to
build trilingual and quadrilingual corpora from
multilingual patents.

One possible limitation of patent corpora is
that the sentences are all from technical domains
and written in formal style, and thus it is
interesting to know if the parallel sentences
could improve the performance of SMT systems
on NIST MT evaluation corpus containing news
sentences and web sentences.

7 Conclusion

In this paper, we show how a large high-quality
English-Chinese parallel corpus can be mined
from a large amount of comparable patents
harvested from the Web, which is the largest
single parallel corpus in terms of the number of
parallel sentences. Some sampled parallel
sentences are available at
http://www livac.org/smt/parpat.html, and more
parallel sentences would be publicly available to
the research community.

With 1.7 million PCT patent applications and
their corresponding national ones, there are
considerable  potentials of  constructing
large-scale high-quality parallel corpora for
languages. We give an estimation on the sizes of
multilingual parallel corpora which could be
obtained from multilingual patents involving
English, Chinese, Japanese, Korean, German,
etc., which would to some extent reduce the
parallel data acquisition Dbottleneck in
multilingual information processing.
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Abstract

The study on Automatic Recognizing
usages of Modern Chinese Adverbs
is one of the important parts of the
NLP-oriented research of Chinese
Functional words Knowledge Base.
To solve the problems of the existing
rule-based method of adverbs’ usages
recognition based on the previous
work, this paper has studied auto-
matically recognizing common Chi-
nese adverbs’ usages using statistical
methods. Three statistical models, viz.
CRF, ME, and SVM, are used to la-
bel several common Chinese ad-
verbs’ usages on the segmentation
and part-of-speech tagged corpus of
People’s Daily(Jan 1998). The ex-
periment results show that statistical-
based method is effective in auto-
matically recognizing of several
common adverbs’ usages and has
good application prospects.

1 Introduction

Chinese vocabulary can be divided into func-
tional words and notional words. In the field
of Natural Language Processing(NLP), many
studies on text computing or word meaning
understanding are focused on the notional
words, rarely involving functional words.
Especially in some common NLP application
fields, such as text summarization, text clas-
sification, information retrieval, and so on,
the researchers mainly take notional words as
features, and list some functional word as
stop words without considering their influ-
ence on text meaning. This will impact the
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deep analysis of text semantic, especailly for
chinese, and become the bottleneck of ma-
chine understanding on text content, and im-
pede further improving the performance of
application systems. Due to Chinese lacking
morphological changes(Li X., 2005), Chi-
nese functional words undertake the gram-
matical functions and grammatical meanings,
and in other language these functions are
mainly  undertaken by  morphological
changes. So, functional words play an more
important role in Chinese semantic under-
standing and grammatical analysis. The
study on functional words of modern Chi-
nese semantic in Chinese text processing and
understanding has great significance.

Yu(Yu S., 2004), Liu(Liu, Y., 2004), et al,
have defined the generalized functional
words as adverbs, conjunctions, prepositions,
modal particles, auxiliary, and localizer
words. From the statistic, the number of
modern Chinese adverbs is about 1000 with
the broad definition standard. Compared with
other fuctional words, the adverbs number is
much larger. The function and usages of
modern Chinese adverbs vary widely from
each other, especially some common adverbs.
Therefore for modern Chinese text under-
standing, adverbs are the important text fea-
tures which can not be neglected. For the
modern Chinese adverbs, only using the
segmentation and part-of-speech tagging in-
formation for Chinese text automatic proc-
essing and understanding is not enough. So,
particular study on the usage of adverbs in
texts comprehensive is indispensable, and the
automatic identification of adverbs’ usage in
some extend is of great significance.

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 87-92,
Beijing, August 2010



2 Related Researches

The work of automatically recognizing us-
ages of adverbs of modern Chinese is part of
the NLP-oriented research of Modern Chi-
nese Functional Words Knowledge Base. Yu
et al. proposed the idea of building the “Trin-
ity” knowledge-base of generalized func-
tional words(Yu, S., 2004), and defined the
generalized functional words as adverbs,
conjunctions, prepositions, modal particles,
auxiliary, and localizer words(Yu, S.,
2004)(Liu, Y., 2004). Zan et al. described
adverb’s usages using formal rules(Zan, H.,
2007a), and initially built the machine-
oriented modern Chinese adverb dictionary
and the usage rule base(Zan, H., 2007b),.
Hao et al. imported the dictionary and rule
base(Hao, L., 2007). Based on the previous
work, Liu et al. realized an automatically
rule-based recognizing system and got preci-
sion at 74.89%(L.iu, R., 2008).

The rule-based method has the advantage
of simple, intuitive, strong pertinence, etc,
but it also has the shortcomings of lower
coverage, and it is difficult to be further op-
timized or generalized. For example, there
are some adverbs which different usages are
difficult to describe using formal rules, such
as:

(1) Mgk, REZZHR,

[(1)It is Sunday, you can sleep in at
will.]

(2) AR IRAE B RE W8, REGHE
AR L,

[(2) They were always talking while lis-
tensing report, so they catched nothing
of the report content. ]

In the adverb usage dictionary, the adverb

“jinguan/E”  has  two  meanings:
<d_jin3guan3_1> and <d_jin3guan3_2>.

The meaning of “jinguan//4” in sentence
(1) is belong to <d_jin3guan3_1>, it means
the action or behavior can be without any
limitations; the meaning of “jinguan//<%”
in sentence (2) is belong to <d_jin3guan3_2>,
it means the action or behavior is continu-
ously. This two meanings are very easy to
distinguish manually, but they are hard to
identify automatically. The two meanings’
discrimination cannot accurately describe
using formal rules.

Moreover, the rule-based method also ex-
ists some other problem, for example, some
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adverbs’ usages require modifying verb
phrase, or clauses, or used in imperative, and
so on. These problems need deep syntactic
even semantic knowledge to solve. But this
is lack in the segmentation and part-of-
speech tagging corpus. So, the rule-based
method will be unable to identify the ad-
verbs’ usages in such situations.

To solve the problems of the existing rule-
based method of adverbs’ usages recognition,
based on the foundation of the previous work,
this article considers using statistical method
to recognize adverbs’ usages automatically.
This method can be continuously optimized
according to actual training data and lan-
guage model, it will avoid the limitations of
rule-based method.

3 Studies on Automatic Recognition
of Adverbs’ Usages Based on Sta-
tistical methods

In NLP, the research can be divided into
three questions: point, sequence, and struc-
ture(Vapnik V., 1998). For the Chinese ad-
verbs’ usages recognition task, it can be
taken as a point question which classify the
context of adverbs, and also can be taken as a
sequence question which recognize the ad-
verb sequence in the sentence. So, we choose
three statistical models: Conditional Random
Fields(CRF), Maximum Entropy(ME), and
Support Vector Machine(SVM), which have
good performance and used widely in the
field of machine learning. CRF and ME
model can be used in sequence tagging, and
SVM is a better statistical models in catego-
ries.

3.1

CRF is advanced by J. Lafferty(Lafferty J.,
2001). It is one of the undirected graph mod-
els. Given input sequence corresponding
conditional probability of label sequence,
this model‘s training target is to find the
maximum of conditional probability. It has
been widely used in the field of NLP, such as
Chinese Word Segmentation(Miao X., 2007),
Named Entity Recognition(Chen W,
2006)(Shi S., 2006)(Guo J., 2007)(Zhang J.,
2006), Syntactic Analysis(Fei Sha, 2003),
and so on.

ME has been widely used for classifica-
tion problem. The basic idea of ME is to dig
the potential constraint conditions in the

Statistical models



known event sets, and then choose a model
which must satisfy the known constraint
conditions, while possibly let the unknown
event uniform distribution. In the NLP appli-
cations, the language model based ME does
not dependent on domain knowledge, and is
independent of the specific task. It has been
use in many key fields of NLP, and has
achieved good results in Named Entity Rec-
ognition(Wang J., 2005), POS tag-
ging(Zhang L., 2008), Chunking Analy-
sis (Li S., 2003) , Text Emotional Tenden-
cies Classification(Liu, K. 2008).

SVM is a statiscal machine learning
method and has good performance in classi-
fication(Vapnik V., 1998). In NLP, SVM is
widely used in Phrases recognition(Li, G.,
2005), Word Sense Disambiguation(Yu, K.,
2005)(Lu, Z., 2006), Text classification, and
so on. SVM has good generalization ability,
and can well classify the data in the training
sample limited circumstances. To the usage
recognition of adverbs, the available data is
limited, so using SVM may be good.

CRF, ME and SVM are the outstanding
statistical models in machine learning. CRF
can well consider the mutual influence be-
tween usage marks, and overcomes the prob-
lem of marker offset. This is good for some
rare usage recognition of adverb. The lan-
guage model built by ME method is inde-
pendent to specific tasks, and domain knowl-
edge. ME can effectively use context infor-
mation, and comprehensively evaluate the
various characteristics. SVM has good gen-
eralization ability, and can well classify the
data in the training sample limited circum-
stances. The advantages of these models are
beneficial to recognize adverbs’ usages cor-
rectly.

In this paper, we use CRF++! the ME
toolkit maxent? of Zhang Le, and LibSVM?
toolkit as the automatic tagging tool in our
experiments.

3.2

Linguists Firth once said “You shall know a
word by the company it keeps”(Firth, 1957).
This refers to the mean of a word can only be

Feature Selection of Models

1 CRF++: Yet Another Toolkit[CP/OL].
http://www.chasen.org/~taku/software/ CRF++
2

http://homepages.inf.ed.ac.uk/s0450736/maxent_toolkit.html
® http://www.csie.ntu.edu.tw/~cjlin/libsvm

judged and identified from the words associ-
ated with it. To the adverbs’ usage recogni-
tion, it also needs to get the word’s usage
knowledge from the contexts. Through ana-
lyzing some examples, we found that words
and part of speech in the contexts are useful
to identify adverbs’ usages. Therefore, in our
experiment, to CRF and ME model, we se-
lect 3 template features as table 1. The value
of ncantake 2, 3,4,5,6,and 7.

Table 1 Feature Template

ID | Meanings

T1 | words, within the destined context window

n

T2 | the part of speech, within the destined con-

text window n

T3 | the words + part of speech + the combina-
tion of both, within the destined context

window n

&9

In the SVM experiment, the feature is nu-
meric characteristics. To the adverb in the
sentence, through selecting the window size
of the context, and then calculating the mu-
tual information(MI) of the features in the
window and the adverb, the result of Ml as
feature vector. The MI between word w and
word u can be calculated as follows,

P.* P, 1)

I =log

Where:

pl: the frequency of u in the corpus

p2: the frequency of t in the corpus

p: the co-occurrence frequency of w and u

4
4.1

The experimental data is the segmentation
and part-of-speech tagged corpus of People's
Daily(Jan 1998). First, we use the rule-based
method(Liu, R., 2008) to tag the adverbs’
usages in the experimental data. Then, we
manually check the tagging results and get
he standard corpus for experiment data. Ob-
serving the experiment data, the usage distri-
bution of many adverbs’ is very imbalance.
Some adverbs have hardly appeared, and
some usages of some adverbs have hardly
appeared. If we choose this kind of adverbs
for statistical experiment, it will bring great
effect to the experiment results. Therefore,
after analyzing the corpus, we consider to

Experiments and Results Analysis

Experimental Corpus




choose seven common Chinese adverbs
which usage distribution is somewhat bal-
anced in the corpus as the object of statistical
learning.

4.2

In the experiment, we use the precision(P) as
the evaluation measure of the experimental
results. To the word W and its usage i, we
define P as followed:

_ the correct tag number of usage i 2

the tag number of usage i

Performance Evaluation

4.3 Analysis of Experimental Results

In order to verify the performance of models,
to every adverb, we use 4 fold cross-
validation experiments. The results are the
average results of cross-validation.

Experiment 1: Performance comparison ex-
periment of Statistical methods and rule
method

Aiming at the different statistical models,
by selecting different feature, we did 3
groups experimental separately. For CRF and
ME, we select T1 while n=2. To SVM we

take M1 as feature while the window size is 2.

Results are shown in Table 2.

Table 2 The experiment result of rule-based
method and the statistic-based method

Method Rule-

Adverb based CRF ME SVM
bian/fg 0.409 0.459 0.453 0.876
fenbie/ 55 j}] 0.506 0.673 0.679 0.905
JiufdiE 0.339 0.776 0.608 0.59
tebie/F fj 0.697 0.783 0.652 0.932
yi/=1 0511 091 0.71 0974
shifen/H 73 0.712 0.95 0.865 0.993
xianhou/%'; | 0.963  0.575 0.59 0.846
average 0.55 0.729 0.66  0.885
precision

From Table 2 we can see that the statistic-
based results are better than the rule-based
results on the whole. The average precision
has been raised from 55% to 88.5%. It can
clearly be seen that the statistical method has
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better adaptability and good application
prospect in automatic identification of mod-
ern Chinese adverbs’ usages.

At the same time, we can see that the sta-
tistical result of adverb “xianhou/4tJ5” is
obviously lower than the rule-based method.
This is because the different usage of it can
be easily distinguished from its rule, so the
precision of rule-based method is higher than
statistic-based method. To these words, we
consider to use the method that combines the
statistics-based and rules-based method.

Experiment 2: Statistical experiment under
different feature template

By choosing different feature templates,
this experiment to analyze the influence of
different feature to the statistical method.
Figure 1 is the average results of 6 ad-
verbs(removing adverb “xian hou/%%)5”)
using three models. The abscissa 1-6 is the
feature in the template T1 while n take 2, 3, 4,
5, 6, 7 separately. Figure 2 is the average
results of these adverbs using CRF and ME
with template T1, T2, and T3(see Table 1).
The abscissa 1-3, 4-6, 7-9 ,10-12, 13-15, 16-
18,is T1, T2, T3 while ntake 2, 3 ,4 ,5, 6, 7.

From Figure 1 and Figure 2, we can see
that the precision of statistical results have
not great changes by choosing different con-
text window. In general it can be achieved
the best result within the window size (-4, +4)
of the context. So, in the current scale of
corpus, big window size may be not better
when recognizing usages of adverbs, and it
may bring more noise for recognizing with
the increase of window size. But observing
experimental results of specific words, we
found that it’s not all of the words exist this
phenomenon. Figure 3 and Figure 4 is the
result of adverb “jiu/gt” and “bian/{#” using
three models with T1(n=2,...,7).

From Figure 3 and Figure 4, we can see
that to different adverbs, the results of three
models are not same, and even have big dif-
ference. To adverb “jiu/5t”, CRF is the best,
SVM is the worst. To adverb “bian/{§”,
SVM is the best, and the difference between
CRF and ME is not very large. (Ma Z., 2004)
also pointed out that every adverb needs to
be synthetically analyzed and researched.
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Figure 3 Adverb Result of adverb “jiu/” using three
models with T1(n=2,...7)

So, to different adverb, we may be select
different statistical model based on its own
characteristics. For some common Chinese
adverb, it’s very important to study and con-
trast case-by-case.

5 Conclusions

The article makes a preliminary study on
automatically recognizing common adverbs’
usages. From the experimental results wen
can see, compared with the rule-based
method, statistic-based method has obvious
advantages.

This article is a continuation of the work
of Functional Word Knowledge Base. Fur-
thermore, we will study the method that
combines the rule-based method and the
statistic-based method to automatically rec-
ognizing adverbs’ usages, and further en-
hance the recognition precision. We hope
our study can help the Chinese lexical se-
mantic analysis, and make a good base to
the Chinese text machine understanding and
the application of natural language process-

ing.
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Figure 2 Average result of CRF and ME with T1, T2,
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Figure 4 Adverb Result of adverb “bian/{fi” using
three models with T1(n=2,...7)
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Abstract

We propose an effective approach to auto-
matically identify predicate heads in Chinese
sentences based on statistical pre-processing
and rule-based post-processing. In the pre-
processing stage, the maximal noun phrases in
a sentence are recognized and replaced by
“NP” labels to simplify the sentence structure.
Then a CRF model is trained to recognize the
predicate heads of this simplified sentence. In
the post-processing stage, a rule base is built
according to the grammatical features of
predicate heads. It is then utilized to correct
the preliminary recognition results. Experi-
mental results show that our approach is feasi-
ble and effective, and its accuracy achieves
89.14% on Tsinghua Chinese Treebank.

1 Introduction

It is an important issue to identify predicates in
syntactic analysis. In general, a predicate is con-
sidered the head of a sentence. In Chinese, it
usually organizes two parts into a well-formed
sentence, one with a subject and its adjunct, and
the other with an object and/or complement (Luo
et al., 1994). Accurate identification of predicate
head is thus critical in determining the syntactic
structure of a sentence. Moreover, a predicate
head splitting a long sentence into two shorter
parts can alleviate the complexity of syntactic
analysis to a certain degree. This is particularly
useful when long dependency relations are in-
volved. Without doubt, this is also a difficult task
in Chinese dependency parsing (Cheng et al.,
2005).

Predicate head identification also plays an im-
portant role in facilitating various tasks of natural
language processing. For example, it enhances
shallow parsing (Sun et al., 2000) and head-
driven parsing (Collins, 1999), and also improves
the precision of sentence similarity computation
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(Sui et al., 1998a). There is reason to expect it to
be more widely applicable to other tasks, e.g.
machine translation, information extraction, and
question answering.

In this paper, we propose an effective ap-
proach to automatically recognize predicate
heads of Chinese sentences based on a preproc-
essing step for maximal noun phrases '(MNPs).
MNPs usually appear in the location of subject
and object in a sentence. The proper identifica-
tion of them is thus expected to assist the analy-
sis of sentence structure and/or improve the ac-
curacy of predicate head recognition.

In the next section, we will first review some
related works and discuss their limitations, fol-
lowed by a detailed description of the task of
recognizing predicate heads in Section 3. Section
4 illustrates our proposed approach and Section 5
presents experiments and results. Finally we
conclude the paper in Section 6.

2 Related Works

There exist various approaches to identify predi-
cate heads in Chinese sentences. Luo and Zheng
(1994) and Tan (2000) presented two rule-based
methods based on contextual features and part of
speeches. A statistical approach was presented in
Sui and Yu (1998b), which utilizes a decision
tree model. Gong et al. (2003) presented their
hybrid method combining both rules and statis-
tics. These traditional approaches only make use
of the static and dynamic grammatical features of
the quasi-predicates to identify the predicate
heads. On this basis, Li and Meng (2005) pro-
posed a method to further utilize syntactic rela-
tions between the subject and the predicate in a
sentence. Besides the above monolingual pro-
posals, Sui and Yu (1998a) discussed a bilingual
strategy to recognize predicate heads in Chinese

! Maximal noun phrase is the noun phrase which is not con-
tained by any other noun phrases.
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sentences with reference to those in their coun-
terpart English sentences.

Nevertheless, these methods have their own
limitations. The rule-based methods require ef-
fective linguistic rules to be formulated by lin-
guists according to their own experience. Cer-
tainly, this is impossible to cover all linguistic
situations concerned, due to the complexity of
language and the limitations of human observa-
tion. In practice, we also should not underesti-
mate the complexity of feature application, the
computing power demanded and the difficulties
in handing irregular sentence patterns. For in-
stance, a sentence without subject may lead to an
incorrect recognition of predicate head. For cor-
pus-based approaches, they rely on language data
in huge size but the available data may not be
adequate. Those bilingual methods may first en-
counter the difficulty of determining correct sen-
tence alignment in the case that the parallel data
consist of much free translation.

Our method proposed here focuses on a simple
but effective means to help identify predicate
heads, i.e., MNP pre-processing. At present,
there has some substantial progress in automatic
recognition of MNP. Zhou et al. (2000) proposed
an efficient algorithm for identifying Chinese
MNPs by using their structure combination,
achieving an 85% precision and an 82% recall.
Dai et al. (2008) presented another method based
on statistics and rules, reaching a 90% F-score on
HIT Chinese Treebank. Jian et al. (2009) em-
ployed both left-right and right-left sequential
labeling and developed a novel “fork position”
based probabilistic algorithm to fuse bidirec-
tional results, obtaining an 86% F-score on the
Penn Chinese Treebank. Based on these previous
works, we have developed an approach that first
identifies the MNPs in a sentence, which are then
used in determining the predicate heads in the
next stage.

3 Task Description

The challenge of accurate identification of predi-
cate heads is to resolve the problem of quasi-
predicate heads in a sentence. On the one hand,
the typical POSs of predicate heads in Chinese
sentences are verbs, adjectives and descriptive
words”. Each of them may have multiple in-
stances in a sentence. On the other hand, while a
simple sentence has only one predicate head, a
complex sentence may have multiple ones. The

2 We only focus on Verbs and adjectives in this work.
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latter constitutes 8.25% in our corpus. Thus, the
real difficulty lies in how to recognize the true
predicate head of a sentence among so many
possibilities.

Take a simple sentence as example:

X/rN B /QN A7 /v R R /a B /n 1

JuJDE K/a %5/n %A /v £ /aD 1

JuJDE L ¥E/v Ji/n R/cC wi ik /v )

/n o /wE
The quasi-predicate heads (verbs and adjectives)
include /v, %5 K/a, K/a, & /v, X¥E/v,
and Fi#E/v. However, there are two MNPs in
this sentence, namely, “IX/rN F/qN /v 5K
/a #FE/n [1)/uJDE K/a %/n” and “/&% /aD
) /uJDE SZ4% /v J3/n Fi/cC Fi it /v J1/n”.
These two MNPs cover most quasi-predicate
heads in the sentence, except ¥ /v, the true
predicate head that we want.

An MNP is a complete semantic unit, and its
internal structure may include different kinds of
constituents (Jian et al., 2009). Therefore, the
fundamental structure of a sentence can be made
clear after recognizing its MNPs. This can help
filter out those wrong quasi-predicates for a bet-
ter shortlist of good candidates for the true predi-
cate head in a sentence.

In practice, the identification of predicate head
begins with recognizing MNPs in the same sen-
tence. It turns the above example sentence into:

[ 3X/rN Fl/aN £ /v R K/a 3B /n (1)

JuJDE K/a 5/n 1 8A /v [ £ /aD

f/uJDE SZ4E/v Ji/n F1/cC HiHE/v A

/n] o /wE
These MNPs are then replaced with the conven-
tional label “NP” for noun phrase, resulting in a
simplified sentence structure as follows.

NP/NP 45 /v NP/NP o /wE
This basic sentence structure can largely allevi-
ates the complexity of the original sentence and
narrows down the selection scope of quasi-
predicates for the true head. In this particular
example, the only verb left in the sentence after
MNP recognition is the true predicate head.

4  Predicate Head Identification

This section describes the process of identifying
predicate heads in sentences. As illustrated in
Figure 1 below, it can be divided into three steps:

Step 1: recognize the MNPs in a sentence and
replace the MNPs with “NP” label to simplify
the sentence structure.

Step 2: recognize the predicate heads in the
resulted simplified structure.



Step 3: post-process the preliminary results to
correct the wrong predicate heads according to
heuristics in a rule base.

4.1 MNP Recognition

The MNP recognition is performed via a trained
CRF model on unlabeled data. We adopt the
method in Dai et al. (2008), with modified tem-
plates for the different corpus. Each feature is
composed of the words and POS tags surround-
ing the current word i, as well as different com-
bination of them. The context window of tem-

plate is set to size 3. Table 1 shows the feature
template we use.

Type Features

Unigram Word; Pos;

Bigram Word;/Pos;

Surrounding |Word;_;/Word; Pos;.i/Pos;
Wordi/Word;,; Pos;/Pos;:;
Wordi_z/POSi.z POSi_Q/POSi.l
Pos;.,/Pos;.;/Pos; Pos;3/Pos;.,
Pos;.i/Pos;/Pos;;;  Word; 3/Pos;:3
POSi+|/POSi+2/POSi+3 Worde/Wordm

Table 1: Feature Template

| MNP recognition |—>| MNP replacement |—>| Predicate head recognition l—bl Preliminary results |

1

T

| MNP recognition model | |

Predicate head recognition model

Figure 1: Flow Chart of Predicate Head Identification

The main effective factors for MNPs recogni-
tion are the lengths of MNPs and the complexity

of sentence in question. We analyze the length
distribution of MNPs in TCT® corpus, finding
that their average length is 6.24 words and the
longest length is 119 words. Table 2 presents this
distribution in detail.

Length of MNP  Occurrences Percentage (%)
len<<5 3260 48.82
5<len<<10 2348 35.17
len>10 1069 16.01

Precision =

right sentences

Rule base

*100%

(1)
Sum _sentences

The right_sentences refer to the number of sen-
tences whose predicate heads are successfully
identified, and the sum_sentences to the total
number of sentences in the test set. We count a
sentence as right_sentence if and only if all its
predicate heads are successfully identified, in-
cluding those with multiple predicate heads.

For each predicate head, we need an appropri-
ate feature representation f (i, j). We test the

model performance with different context win-
dow sizes of template. The results are shown in

Table 2: Length Distribution of MNPs in TCT Corpus Table 3 as follows.

The MNPs longer than 5 words cover 50% of Template Context window size  Precision (%)
total occurrences, indicating the relatively high Templ 2 79.27
complexity of sentences. We trained a CRF Temp2 3 82.59
model using this data set, which achieves an F- Temp3 4 81.37

score of 83.7% on MNP recognition.

4.2

Table 3: Precisions of Predicate Heads Recognition under

Predicate Head Identification Different Context Window Sizes

After the MNPs in a sentence are recognized,
they are replaced by “NP” label to rebuild a sim-
plified sentence structure. It largely reduces the
difficulty in identifying predicate heads from this
simplified structure.

We evaluate our models by their precision in
the test set, which is formulated as

It shows that the window size of 3 words gives
the highest precision (82.59%). Therefore we
apply this window size, together with other fea-
tures in our CRF model, including words, POSs,
phrase tags and their combinations. There are 24
template types in total.

4.3

The post-processing stage is intended to correct
errors in the preliminary identification results of

95

Post-processing

3 Tsinghua Chinese Treebank verl 0.



predicate heads, by applying linguistic rules for-
mulated heuristically. We test each rule to see if
it improves the recognition accuracy, so as to
retrieve a validated rule base. The labeling of
predicate heads follows the standard of TCT and
a wrong labeling is treated as an error.

There are three main types of error, according
to our observation. The first is that no predicate
head is identified. The second is that the whole
sentence is recognized as an MNP, such that no
predicate head is recognized. The third is that the
predicate head is incorrectly identified, such as
“J&” in the expression “iA\Ay--+ i+, where the
correct answer is “I\°4” according to the TCT
standard.

Error types Percentage g:r%';cr)‘\{:ge
No predicate head 17.50% 2.44%
a sentence as an MNP 10.63% 1.11%
AR 8.75% 0.56%
Others 63.12% 2.77%

Table 4: Types of Error

Table 4 lists different types of error, together
with their percentage in all sentences whose
predicate heads have been mistakenly identified,
and the improvement in percentage after the
post-processing. To correct these errors, a num-
ber of rules for post-processing are formulated.
The main rules are the followings:

¢ If no predicate head is recognized in a sen-

tence, we label the first verb as the predi-
cate head.

Error sample : F/p [ 1 8 4 0/m 4F/qT %4

R4 /nR 1 J5/f , /wP [ HE/nS &L /d

Woh/v PR/ PEE/b S /n ]

/wE

Corrected : H/p [ 1 8 4 0/m E/qT )y

&4 /R 1 )5/, /wP [ HFE/mS & /d

WH/v EHRM/b /b 4 /n ] .

/wE

¢ If the whole sentence is recognized as an

MNP, such that no predicate head is identi-
fied, we label the first verb as the predicate
head.

Error sample : [ #F%&/n @45 /v £/n A

/cC R/n Pi/m #op/n ] o /wE

Corrected : [ £k /n f3&/v %/n Fl/cC &

/n M/m 5y /n ] . /wE

¢ For expression “IA K-+ j&--+”, we label “I\

7 as the predicate head.

Error sample : [ %5/rB —/m F/qN M ii/n ]

WHh/v Bi%s/n 2/NC [ SR/ /v i

Bheg/n F/cC HARFBFS:/m M0 /n [1]/uJDE

grate/b BE/n ] o /wE

Corrected : [ %/rB —/m Fl/aN W A /n ]

WA/ BES/n sE/vC [ le/d /v fha

B /n F/cC BAREY/n PE)BT/n [ /uJDE

g tk/b B2E/m 1 o /wE

There are also other rules in the rule base be-
sides the above ones. For example, if the first
word of a sentences is “U1” or “iEuN”, it is la-
beled as the predicate head.

)
5.1

Experiments

Data Sets

Our experiments are carried out on the Tsinghua
Chinese Treebank (TCT). Every constituent of a
sentence in TCT is labeled by human expert. We
randomly extract 5000 sentences from TCT and
remove those sentences that do not have predi-
cate head. Finally, our data set contains 4613
sentences, in which 3711 sentences are randomly
chosen as training data and 902 sentences as test-
ing data. The average length of these sentences
in training set is 20 words.

The number of quasi-predicate heads in a sen-
tence is a critical factor to determine the per-
formance of predicate head recognition. Reduc-
ing the number of quasi-predicate heads can im-
prove the recognition precision. Table 5 shows
the percentage of quasi-predicate heads in train-
ing data before and after MNP replacement.

Number of Percentage before  Percentage after
quasi- MNP replace- MNP replace-
predicates ment(%o) ment(%o)
1 12.50 49.69
2 19.62 27.22
3 20.37 12.37
>3 47.51 10.72

96

Table 5: The Percentage of Quasi-predicate Heads Before
and After MNP Replacement

From Table 5, we can see that almost half sen-
tences contain more than three quasi-predicate
heads. Only 12.5% of sentences have only one
quasi-predicate head before MNP replacement.
However, after MNPs are replaced with the “NP”
label, only 10.72% contain more than three
quasi-predicate heads and nearly 50% contain
only one quasi-predicate head. We have evidence
that MNP pre-processing can reduce the number



of quasi-predicate heads and lower the complex-
ity of sentence structures.

5.2

For comparison purpose, we developed four dif-
ferent models for predicate head recognition.
Models 1 and 2 are CRF models, the former rec-
ognizing predicate heads directly and the later
recognizing MNPs at the same time. Model 3
recognizes predicate heads based on MNP pre-
processing. Model 4 is based on model 3, includ-
ing the post-processing stage. Table 6 shows the
recognition performance of each model using the
best context window size.

Results and Discussion

Model Cpntext _ Number of cor- P_reci-
window size  rect sentences sion(%o)
model 1 4 680 75.39
model 2 4 687 76.16
model 3 3 745 82.59
model 4 3 804 89.14

Table 6: Performance of Different Models

Comparing these models, we can see that the
additional feature in model 2 leads to 1% im-
provement in precision over model 1. Moreover,
the MNP pre-processing in model 3 results in a
large increase in accuracy, compared to model 1.
It indicates that the MNP pre-processing does
improve the precision of recognition. Compared
with model 3, model 4 achieves a precision even
6.55% higher, indicating that the post-processing
is also an effective step for recognition.

As shown, the performance is affected by the
effect of MNP recognition. There are three kinds
of relation between the predicate heads and the
types of MNP recognition error:

Relation 1: The whole sentence is recognized
as an MNP.

Relation 2: The boundaries of an MNP are in-
correctly recognized and the MNP does not con-
tain the predicate head.

Relation 3: The boundaries of an MNP are in-
correctly recognized and the MNP contains the
predicate head. Table 7 shows the distribution of
these three relations in the recognition errors.

Relation Number of sentences Percentage(%o)
Relation 1 17 5.47

Relation 2 281 90.35

Relation 3 13 4.18

Table 7: Distribution of the Three Relations in
Recognition Errors
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In our approach, the errors of relation 1 and
relation 3 can be solved by the post-processing,
as presented in Section 4.3. Relation 2 holds the
largest proportion among the three. But the error
rate of predicate head recognition only reaches
31.67% in this case. That is to say, although the
MNP boundaries are incorrectly recognized, the
accuracy of predicate head recognition can still
reach 68.33%.

Chen (2007) proposed a probabilistic model
(model 5) for recognizing predicate heads in Chi-
nese sentences. The probabilities of quasi-
predicates are estimated by maximum likelihood
estimation. A discounted model is used to
smooth parameters. We compare his model with
our model 3 using different contextual features
on TCT corpus. Table 8 shows the comparison
results.

The highest precision of model 3 is 82.59%
when the context window size is set to 3. For
model 5, it is 70.62% at a context window size of
4. Experimental results show that the precision of
our method is about 12% higher than Chen’s.

Context window size Model Precision (%)
) model 5 69.18
model 3 79.27
3 model 5 70.18
model 3 82.59
4 model 5 70.62
model 3 81.37

Table 8: Comparison between model 3 and Chen’s model

Beside Chen’s method, the Stanford Parser
can also recognize the predicate heads in simple
Chinese sentences. The root node of dependency
tree is the predicate head. For a comparison, we
randomly extract two hundred simple sentences
in our test data to compare it with the outputs of
our model 3. We also train a model of predicate
head recognition (model 6), which assumes that
all MNPs are successfully identified. The com-
parison is shown in Table 9. We can see that the
precision of model 6 is 8.35% higher than model
3. This means that our method still has a certain
room for further improvement.

model6
91.5%

model 3
83.15%

Stanford Parser
78.17%

Table 9: Comparison between model 3 and Stanford
Parser



5.3

As shown above, the post-processing can correct
most errors in the recognition of predicate heads.
But we also observe some errors that cannot be
corrected this way. For example,

M FR2E/nbh/p &M /n id#/v [ HiE/n
HR/n ] AE/v o /wE

The predicate head here is “Jy 37, but usually
“JC#” is recognized as the predicate head. This
is because “i.#X” can be used either as a verb or
a noun. There are many verbs of this kind in Chi-
nese, such as “E 5Kk and “M H”. Mistakes
caused by the flexibility of Chinese verb and the
ambiguity of sentence structure appear to deserve
more of our effort. Meanwhile, there are also
some other unusual cases that cannot be properly
solved with statistical methods.

6

Error Analysis

Conclusion

Identification of predicate heads is important to
syntactic parsing. In this paper, we have pre-
sented a novel method that combines both statis-
tical and rule-based approaches to identify predi-
cate heads based on MNP pre-processing and
rule-based post-processing. We have had a series
of experiments to show that this method achieves
a significant improvement over some state-of-
the-art approaches. Furthermore, it also provides
a simple structure of sentence that can be utilized
for parsing.

In the future, we will study how semantic in-
formation can be applied to further improve the
precision of MNP recognition and predicate head
identification. It is also very interesting to ex-
plore how this approach can facilitate parsing,
including shallow parsing.
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Abstract

Conditional Random Fields (CRFs) are the
state-of-the-art models for sequential labe-
ling problems. A critical step is to select
optimal feature template subset before em-
ploying CRFs, which is a tedious task. To
improve the efficienc’  his step, we pro-
pose a new method that adopts the maxi-
mum entropy (ME) model and maximum
entropy Markov models (MEMMS) instead
of CRFs considering the homology be-
tween ME, MEMMSs, and CRFs. Moreover,
empirical studies on the efficiency and ef-
fectiveness of the method are conducted in
the field of Chinese text chunking, whose
performance is ranked the first place in
task two of CIPS-ParsEval-2009.

1 Introduction

Conditional Random Fields (CRFs) are the state-
of-the-art models for sequential labeling problem.
In natural language processing, two aspects of
CRFs have been investigated sufficiently: one is to
apply it to new tasks, such as named entity recog-
nition (McCallum and Li, 2003; Li and McCallum,
2003; Settles, 2004), part-of-speech tagging (Laf-
ferty et al., 2001), shallow parsing (Sha and Perei-
ra, 2003), and language modeling (Roark et al.,
2004); the other is to exploit new training methods
for CRFs, such as improved iterative scaling (Laf-
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ferty et al., 2001), L-BFGS (McCallum, 2003) and
gradient tree boosting (Dietterich et al., 2004).

One of the critical steps is to select optimal fea-
ture subset before employing CRFs. McCallum
(2003) suggested an efficient method of feature
induction by iteratively increasing conditional log-
likelihood for discrete features. However, since
there are millions of features and feature selection
is an NP problem, this is intractable when search-
ing optimal feature subset. Therefore, it is neces-
sary that selects feature at feature template level,
which reduces input scale from millions of fea-
tures to tens or hundreds of candidate templates.

In this paper, we propose a new method that
adopts ME and MEMMs instead of CRFs to im-
prove the efficiency of selecting optimal feature
template subset considering the homology between
ME, MEMMs, and CRFs, which reduces the train-
ing time from hours to minutes without loss of
performance.

The rest of this paper is organized as follows.
Section 2 presents an overview of previous work
for feature template selection. We propose our op-
timal method for feature template selection in Sec-
tion 3. Section 4 presents our experiments and re-
sults. Finally, we end this paper with some con-
cluding remarks.

2 Related Work

Feature selection can be carried out from two le-
vels: feature level (feature selection, or FS), or
feature template level (feature template selection,
or FTS). FS has been sufficiently investigated and
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share most concepts with FTS. For example, the
target of FS is to select a subset from original fea-
ture set, whose optimality is measured by an eval-
uation criterion (Liu and Yu, 2005). Similarly, the
target of FTS is to select a subset from original
feature template set. To achieve optimal feature
subset, two problems in original set must be elimi-
nated: irrelevance and redundancy (Yu and Liu,
2004). The only difference between FS and FTS is
that the number of elements in feature template set
is much less than that in feature set.

Liu and Yu (2005) classified FS models into
three categories: the filter model, the wrapper
model, and the hybrid model. The filter model
(Hall 2000; Liu and Setiono, 1996; Yu and Liu,
2004) relies on general characteristics of the data
to evaluate and select feature subsets without any
machine learning model. The wrapper model (Dy
and Brodley, 2000; Kim et al., 2000; Kohavi and
John, 1997) requires one predetermined machine
learning model and uses its performance as the
evaluation criterion. The hybrid model (Das, 2001)
attempts to take advantage of the two models by
exploiting their different evaluation criteria in dif-
ferent search stages.

There are two reasons to employ the wrapper
model to accomplish FTS: (1) The wrapper model
tends to achieve better effectiveness than that of
the filter model with respect of a more direct eval-
uation criterion; (2) The computational cost is trac-
table because it can reduce the number of subsets
sharply by heuristic algorithm according to the
human knowledge. And our method belongs to
this type.

Lafferty (2001) noticed the homology between
MEMMs and CRFs, and chose optimal MEMMs
parameter vector as a starting point for training the
corresponding CRFs. And the training process of
CRFs converges faster than that with all zero pa-
rameter vectors.

On the other hand, the general framework that
processes sequential labeling with CRFs has also
been investigated well, which can be described as
follows:

1. Converting the new problem to sequential
labeling problem;

2. Selecting optimal feature template subset for
CRFs;

3. Parameter estimation for CRFs;

4. Inference for new data.

In the field of English text chunking (Sha and
Pereira, 2003), the step 1, 3, and 4 have been stu-
died sufficiently, whereas the step 2, how to select
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optimal feature template subset efficiently, will be
the main topic of this paper.

3 Feature Template Selection

3.1 The Wrapper Model for FTS

The framework of FTS based on the wrapper

model for CRFs can be described as:

1. Generating the new feature template subset;

2. Training a CRFs model;

3. Updating optimal feature template subset if the
new subset is better;

4. Repeating step 1, 2, 3 until there are no new
feature template subsets.

Let N denote the number of feature templates,
the number of non-empty feature template subsets
will be (2V-1). And the wrapper model is unable to
deal with such case without heuristic methods,
which contains:

1. Atomic feature templates are firstly added to
feature template subset, which is carried out by:
Given the position i, the current word W; and the
current part-of-speech P; are firstly added to cur-
rent feature template subset, and then W, and P4,
or Wi, and Pj,1, and so on, until the effectiveness
is of no improvement. Taking the Chinese text
chunking as example, optimal atomic feature tem-
plate subset is {W;3s~Wi.3, Pi.s~Pi.s};

2. Adding combined feature templates properly
to feature template set will be helpful to improve
the performance, however, too many combined
feature templates will result in severe data sparse-
ness problem. Therefore, we present three restric-
tions for combined feature templates: (1) A com-
bined feature template that contains more than
three atomic templates are not allowable; (2) If a
combined feature template contains three atomic
feature template, it can only contain at most one
atomic word template; (3) In a combined template,
at most one word is allowable between the two
most adjacent atomic templates; For example, the
combined feature templates, such as {Pi1, Pi, Pis1,
Pi+2}, {Wi, W1, Pi}, and {Pi-li Pi+2}, are not al-
lowable, whereas the combined templates, such as
{Pi, Pis1, Pira}, {Pis, W;, Pisa}, and {Pi.1, Pisi}, are
allowable.

3. After atomic templates have been added, {W;.
1, Wi}, or {W,, W1}, or {P;.1, Pi}, or {P;, Pi..} are
firstly added to feature template subset. The tem-
plate window is moved forward, and then back-
ward. Such process will repeat with expanding
template window, until the effectiveness is of no
improvement.



Tens or hundreds of training processes are still
needed even if the heuristic method is introduced.
People usually employ CRFs model to estimate the
effectiveness of template subset However, this is
more tedious than that we use ME or MEMMs
instead. The idea behind this lie in three aspects:
first, in one iteration, the Forward-Backward Al-
gorithm adopted in CRFs training is time-
consuming; second, CRFs need more iterations
than that of ME or MEMMSs to converge because
of larger parameter space; third, ME, MEMMs,
and CRFs, are of the same type (log-linear models)
and based on the same principle, as will be dis-
cussed in detail as follows.

3.2 Homology of ME, MEMMs and CRFs

ME, MEMMSs, and CRFs are all based on the Prin-
ciple of Maximum Entropy (Jaynes, 1957). The
mathematical expression for ME model is as for-
mula (1):

P10 =7 esepQ A f )

, and Z(x) is the normalization factor.

MEMMs can be considered as a sequential ex-
tension to the ME model. In MEMMSs, the HMM
transition and observation functions are replaced
by a single function P(Y;|Yi., X;). There are three
kinds of implementations of MEMMs (McCallum
et al., 2000) in which we realized the second type
for its abundant expressiveness. In implementation
two, which is denoted as MEMMs_2 in this paper,
a distributed representation for the previous state
Y;1 is taken as a collection of features with
weights set by maximum entropy, just as we have
done for the observations X;. However, label bias
problem (Lafferty et al., 2001) exists in MEMMs,
since it makes a local normalization of random
field models. CRFs overcome the label bias prob-
lem by global normalization.

Considering the homology between CRFs and
MEMMSs_2 (or ME), it is reasonable to suppose
that a useful template for MEMMs_2 (or ME) is
also useful for CRFs, and vice versa. And this is a
necessary condition to replace CRFs with ME or
MEMMs for FTS.

3.3 A New Framework for FTS

Besides the homology of these models, the other
necessary condition to replace CRFs with ME or
MEMMs for FTS is that all kinds of feature tem-
plates in CRFs can also be expressed by ME or
MEMMs. There are two kinds of feature templates
for CRFs: one is related to Y, which is denoted
as g(Yi1, Yi, Xj); the other is not related to Yig,
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which is denoted as f(Y;, X;). Both of them can be
expressed by MEMMSs_ 2. If there is only the
second kind of feature templates in the subset, it
can also be expressed by ME. For example, the
feature function f(Y;, P;) in CRFs can be expressed
by feature template {P;} in MEMMs_2 or ME; and
o(Yi1, Yi Pi) can be expressed by feature template
{Yi1, Pi} in MEMM_2.

Therefore, MEMMs_2 or ME can be employed
to replace CRFs as machine learning model for
improving the efficiency of FTS.

Then the new framework for FTS will be:

1.  Generating the new feature template subset;

2. Training an MEMMs_2 or ME model;

3. Updating optimal feature template subset

if the new subset is better;

4. Repeating step 1, 2, 3 until there are no

new feature template subsets.

The wrapper model evaluates the effectiveness
of feature template subset by evaluating the model
on testing data. However, there is a serious effi-
ciency problem when decoding a sequence by
MEMMs_2. Given N as the length of a sentence,
C as the number of candidate labels, the time
complexity based on MEMMs_2 is O(NC?) when
decoding by viterbi algorithm. Considering the C
different Y;, for every word in a sentence, we
need compute P(Yj|Yi1, X;) (N.C) times for
MEMMSs_2.

Reducing the average number of candidate label
C can help to improve the decoding efficiency.
And in most cases, the Y in P(Yi|Yi1, X;) is not
necessary (Koeling, 2000; Osbome, 2000). There-
fore, to reduce the average number of candidate
labels C, it is reasonable to use an ME model to
filter the candidate label. Given a threshold T (0O
<= T <= 1), the candidate label filtering algorithm
is as follows:

1. CP=0;
2. WhileCP<=T
a) Add the most probable candidate label Y’
to viterbi algorithm;
b) Delete Y’ from the candidate label set;
c) CP=P(Y’|X;) + CP.

If the probability of the most probable candidate
label has surpassed T, other labels are discarded.
Otherwise, more labels need be added to viterbi
algorithm.

4  Evaluation and Result

4.1 Evaluation

We evaluate the effectiveness and efficiency of the
new framework by the data set in the task two of



CIPS-ParsEval-2009 (Zhou and Li, 2010). The
effectiveness is supported by high F-1 measure in
the task two of CIPS-ParsEval-2009 (see Figure 1),
which shows that optimal feature template subset
driven by ME or MEMMs is also optimal for
CRFs. The efficiency is shown by significant de-
cline in training time (see Figure 3), where the
baseline is CRFs, and comparative methods are
ME or MEMMs.

We design six subsets of feature template set
and six experiments to show the effectiveness and
efficiency of the new framework. As shown in
Table 1 and Table 2, the 1~3 experiments shows
the influence of the feature templates, which are
unrelated to Y., for both ME and CRFs. And the
4~6 experiments show the influence of the feature
templates, which are related to Y;i, for both
MEMMs_2 and CRFs. In table 1, six template
subsets can be divided into two sets by relevance
of previous label: 1, 2, 3 and 4, 5, 6. Moreover, the
first set can be divided into 1, 2, and 3 by distances
between features with headwords; the second set
can be divided into 4, 5 and 6 by relevance of ob-
served value. In order to ensure the objectivity of
comparative experiments, candidate label filtering
algorithm is not adopted.

Task2
Rank Ho. boundary+type boundary+typetrelation
S K
Cf_: o1 93,20 92,10
e
Z 15 92,85 91,76
3 1z 92, 36
4 10_a §2.11 90.94
5 10 b 92,11 90.94
4] 17 91.58 89,85
7 10_c 01. 76 90,63
g 10_d 91.75 90,87
9 14 91.29 90,13
10 00 80. 538 B8. 88

Figure 1: the result in the task two of CIPS-
ParsEval-2009
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1| Wi, Wiy, Wiz, Wis, Wisa, Pi, Pia, Pig, Pis,

Pis2, Wi Wi, Wi_Wiq, Wi Wisg, Pi_Pj,

Pi2_Pi1, Pi_Pii1, Pia_Pis1, Pia_Pi_Pis1, Pi

2 Pia_Pi,  Pi_Pis_Piv2, Wi_Pis1, Wi_Piso,

Pi_Wi.1, Wio_Pia_Pji, Pi_Wis1_Pisg, Pi.

1. Wi_Pi, Pi_ Wi

2 | Wis, Wi, Pis, Pisa, Wis_ Wi, Wi Wiys,

Pi-3_Pi-21 I:,i+2_|:>i+3

3| Wi, Wiss, Pig, Pisa, Wiia_ Wiz, Wirg_Wisg,

Pi—4_Pi—31 Pi+3_Pi+4

4 Yia

5 Yi1_Pi Pis1, Yia Pi, Yig Pig P

6 Yia Pia Yia Pia

Table 1: six subsets of feature template set

id Model FT subset
1 ME vs. CRFs 1
2 ME vs. CRFs 1,2
3 ME vs. CRFs 1,2,3
4 MEMMs vs. CRFs 1,2,4
5 MEMMs vs. CRFs 1,2,4,5
6 MEMMSsvs. CRFs | 1,2,4,5,6

Table 2: six experiments

4.2

The F-measure curve is shown in Figure 2. For the
same and optimal feature template subset, the F-1
measure of CRFs is superior to that of ME because
of global normalization; and it is superior to that of
MEMMs since it overcomes the label bias.

93.8

Empirical Results

93.3
92.8
92.3

—— ME or MEMMs
91.8 —— CRFs

)

91.3
1 2 3 4 5 6

Figure 2: the F-measure curve
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Figure 3: the training time curve

The significant decline in training time of the
new framework is shown in Figure 3, while the
testing time curve in Figure 4 and the total time
curve in Figure 5. The testing time of ME is more



than that of CRFs because of local normalization;
and the testing time of MEMMSs_2 is much more
than that of CRFs because of N.C times of P(Yj|Y;.
1, Xj) computation.

250

200 f/.7+
150
/ =&~ ME or MEMMs (s}

100 / ~——CRFs (s)
50

0

Figure 4: the testing time curve
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1000 —

0
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Figure 5: the total time curve

All results of ME and MEMMs in figures are
represented by the same line because perfor-
mances of these two models are the same when
features are only related to observed values.

5 Conclusions

In this paper, we propose a new optimal feature
template selection method for CRFs, which is car-
ried out by replacing the CRFs with MEMM_2
(ME) as the machine learning model to address the
efficiency problem according to the homology of
these models. Heuristic method and candidate la-
bel filtering algorithm, which can improve the ef-
ficiency of FTS further, are also introduced. The
effectiveness and efficiency of the new method is
confirmed by the experiments on Chinese text
chunking.

Two problems deserve further study: one is to
prove the homology of ME, MEMMSs, and CRFs
theoretically; the other is to expand the method to
other fields.

For any statistical machine learning model, fea-
ture selection or feature template selection is a
computation-intensive step. This work can be ade-
quately reduced by means of analyzing the homol-
ogy between models and using the model with less
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computation amount. Our research proves to be a
successful attempt.
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Abstract

Existing methods for extracting features
from Chinese reviews only use
simplistic syntactic knowledge, while
those for identifying sentiments rely
heavily on a semantic dictionary. In this
paper, we present a systematic technique
for identifying features and sentiments,
using both syntactic and statistical anal-
ysis. We firstly identify candidate fea-
tures using a proposed set of common
syntactic rules. We then prune irrelevant
candidates with topical relevance scores
below a cut-off point. We also propose
an association analysis method based on
likelihood ratio test to infer the polarity
of opinion word. The sentiment of a fea-
ture is finally adjusted by analyzing the
negative modifiers in the local context
of the opinion word. Experimental re-
sults show that our system performs sig-
nificantly better than a well-known opi-
nion mining system.

1 Introduction

There were 420 million Internet users in China
by the end of June 2010. As a result, online so-
cial media in China has accumulated massive
amount of valuable peer reviews on almost any-
thing. Mining this pool of Chinese reviews to
detect features (e.g. “F#L” mobile phone) and
identify the corresponding sentiment (e.g. posi-
tive, negative) has recently become a hot re-
search area. However, the vast majority of pre-
vious work on feature detection only uses sim-
plistic syntactic natural language processing
(NLP) approaches, while those on sentiment
identification depend heavily on a semantic dic-
tionary. Syntactic approaches are often prone to
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errors due to the informal nature of online re-
views. Dictionary-based approaches are more
robust than syntactic approaches, but must be
constantly updated with new terms and expres-
sions, which are constantly evolving in online
reviews.

To overcome these limitations, we propose a
statistical NLP approach for Chinese feature and
sentiment identification. The technique is in fact
the core of our Chinese review mining system,
called Idea Miner or iMiner. Figure 1 shows the
architectural overview of iMiner, which com-
prises five modules, of which Module III (Opi-
nion Feature Detection) and IV (Contextual Sen-
timent Identification) are the main focus of this

paper.

\ I @ Review Crawling \
v

II @ Segmentation, POS Tagging,

and Syntactic Parsing
] L

¥ v
H I@Candldate ------- N@ Polarit;/ulnference-z-é
| Feature Extraction | i for Opinion Word |
oo R 2 < B f.'.'."""""".'.:
@ Candidate ® Contextual

'Sentiment Identification!

;Sentiment—]

Feature Pruning

Feature—,
‘ V @ Feature-Sentiment Summary
Figure 1. Overview of the iMiner system.

2 Related Work

Qiu et al. (2007) used syntactic analysis to iden-
tify features® in Chinese sentences, which is
similar to the methods proposed by Zhuang et al.
(2006) and Xia et al. (2007). However, syntactic
analysis alone tends to extract many invalid fea-
tures due to the colloquial nature of online re-
views, which are often abruptly concise or

! A feature refers to the subject of an opinion.
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grammatically incorrect. To address the issue,
our approach employs an additional step to
prune candidates with low topical relevance,
which is a statistical measure of how frequently
a term appears in one review and across differ-
ent reviews.

Pang et al. (2002) examined the effectiveness
of using supervised learning methods to identify
document level sentiments. But the technique
requires a large amount of training data, and
must be re-trained whenever it is applied to a
new domain. Furthermore, it does not perform
well at the sentence level. Zhou et al. (2008)
and Qiu et al. (2008) proposed dictionary-based
approaches to infer contextual sentiments from
Chinese sentences. However, it is difficult to
maintain an up-to-date dictionary, as new ex-
pressions emerge frequently online. In contrast,
to identify the sentiment expressed in a review
region?, our method first infers the polarity of
an opinion word by using statistical association
analysis, and subsequently analyzes the local
context of the opinion word. Our method is do-
main independent and uses only a small set of
80 polarized words instead of a huge dictionary.

2.1  Topic Detection and Tracking

The task of Topic Detection and Tracking is to
find and follow new events in a stream of news
stories. Fukumoto and Suzuki (2000) proposed
a domain dependence criterion to discriminate a
topic from an event, and find all subsequent
similar news stories. Our idea of topical relev-
ance is related but different; we only focus on
the relevance of a candidate feature with respect
to a review topic, so as to extract the features on
which sentiments are expressed.

2.2  Polarity Inference for Opinion Word

Turney (2002) used point-wise mutual informa-
tion (PMI) to predict the polarity of an opinion
word O, which is calculated as MI;-Ml,, where
MlI; is the mutual information between word O
and positive word “excellent”, and MI, denotes
the mutual information between O and negative
word “poor”. Instead of PMI, our method uses
the likelihood ratio test (LRT) to compute the
semantic association between an opinion word
and each seed word, since LRT leads to better

2A review region is a sentence or clause which con-
tains one and only feature.
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results in practice. Finally, the polarity is calcu-
lated as the weighted sum of the polarity values
of all seed words, where the weights are deter-
mined by the semantic association.

2.3  Feature-Sentiment Pair Identification

Turney (2002) proposed an unsupervised learn-
ing algorithm to identify the overall sentiments
of reviews. However, his method does not
detect features to associate with the sentiments.
Shi and Chang (2006) proposed to build a huge
Chinese semantic lexicon to extract both fea-
tures and sentiments. Other lexicon-based work
for identifying feature-sentiment pair was pro-
posed by Yi et al. (2003) and Xia et al. (2007).
We propose a new statistical NLP approach to
identify feature-sentiment pairs, which uses not
only syntactic analysis but also data-centric sta-
tistical analysis. Most importantly, our approach
requires no semantic lexicon to be maintained.

3 Feature Detection

Module TII in iMiner aims to detect opinion
features, which are subjects of reviews, such as
the product itself like “F-#1” (mobile phone) or
specific attributes like “J# %% (screen).
Example 1: “FEXIXAHFHLIEE” (1 like
the color of this mobile phone).

In example 1, the noun “Zif4” (color) indi-
cates a feature. Some features are expressed
implicitly in review sentences, as shown below.
Example 2: “X5t 7, FFEAE” (Too expen-
sive, | cannot afford it).

In example 2, the noun “f/r k% (price) is the
opinion feature of this sentence, but it does not
occur explicitly. In this paper, we do not deal
with implicit features, but instead focus on the
extraction of explicit features only.

3.1 Candidate Feature Extraction

According to our observation, features are gen-
erally expressed as nouns and occur in certain
patterns in Chinese reviews. Typically, a noun
acting as the object or subject of a verb is a po-
tential feature. In addition, when a clause con-
tains only a noun phrase without any verbs, the
headword of the noun phrase is also a candidate.
Due to the colloquial nature of online reviews, it
is complicated and nearly impossible to collect
all possible syntactic roles of features. Thus, we



Table 1: Dependence relations and syntactic rules for candidate feature extraction.

Relation Rule Interpretation Example (3-5)
If term is noun (N) and | “FEEXIZFHFEHL” (I like the mobile
depends on another com- | phone). The noun “TF-#L” relies on the
N,VOB) = (N, C . . . . .
VOB ( )= (N9 ponent with relation VOB, | word “ Xk with relation VOB, thus,
extract as candidate (C). | “FEH1” is extracted as candidate.
If term is noun (N) and | “JEHE K/ 17" (The screen is too
depends on another com- | small). The noun “5#%:” depends on
N,SBV)=(N,C - . . .
SBY ( )= M0 ponent with relation SBV, | the word “/]»” with relation SBV, thus
extract as candidate (C). | “j#%L” is extracted as candidate.
If term is noun (N) and | “¥E5G U b ™ (beautiful exterior).
- “HR L he word
N, HED) = (N,C) | doverns another compo The noun AARL™ governs t
HED ( )= N0 nent with relation HED, | “¥55£” with relation HED, thus, “4h
extract as candidate (C). M is extracted as candidate.

only use the aforementioned three primary pat-
terns to extract an initial set of candidates.

Dependence Grammar (Tesniere, 1959) expl-
ores asymmetric governor-dependent relation-
ship between words, which are then combined
into the dependency structure of sentences. The
three dependency relations SBV, VOB, and
HED correspond to the three aforementioned
patterns. For each relation, we define a rule with
additional restrictions for candidate feature ex-
traction, as shown in Table 1.

Candidate features are extracted in the fol-
lowing manner: for each word, we first deter-
mine if it is a noun; if so, we apply the VOB,
SBV, and HED rules sequentially. A noun
matching any of the rules is extracted as a can-
didate feature.

3.2 Candidate Feature Pruning

Due to the informal nature of online reviews, a
large number of irrelevant candidates are ex-
tracted by the three syntactic rules. Thus, we
need to further prune them by using additional
techniques.

Intuitively, candidates that are found in many
reviews should be more representative com-
pared to candidates that occur in only a few re-
views. This characteristic of candidates can be
captured by the topical relevance (TR) score.
TR can be used to measure how strongly a can-
didate feature is relevant to a review topic. The
TR of a candidate is described by two indica-
tors, i.e., dispersion and deviation. Dispersion
indicates how frequently a candidate occurs
across different reviews, while deviation de-
notes how many times a candidate appears in
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one review. The topical relevance score (TRS)
is calculated by combining both dispersion and
deviation. Candidate features with high TRS are
supposed to be highly relevant, while those with
TRS lower than a specified threshold are re-
jected.

Formally, let the i-th candidate feature be de-
noted by T;, and the j-th review document® by
D;. The weight of feature T; in document D; is
denoted by Wij;, which could be computed based
on TF.IDF (Luhn, 1957) shown in formula (1):

@+ IogTFij)*Iogl if TF, >0
Wij = DF, 1)
0 otherwise

TFj; denotes the term frequency of T; in D;, and
DF; denotes the document frequency of T;; N
indicates the number of documents in the cor-
pus. We compute the standard deviation S;:

)

where the average weight of T; across all docu-
ments is calculated as follows:

J— 1 &
wzﬁZM.

j=1
The dispersion Disp; of T; is then calculated:

. Wi
Disp. = — 3
P 3 3)

The deviation Devij; of T; in D; is computed:

% A review document refers to a forum review, which
tends to be shorter than full length editorial articles.



Devi, =W, -W, (4)
The average scalar weight of all candidate fea-
tures in D;j is calculated as follows:

— 1M
W, =ﬁ%“wﬁ
where M is the vocabulary size of D;.

We can obtain the topical relevance score
TRS;; of T; in D; finally as follows:

TRS; = Disp, * Devi, (5)

By combining the dispersion and deviation,
the quantity TRS;; thus captures the topical re-
levance strength of T; with respect to the topic of
document D;.

All candidates of a document are then sorted
in descending order of TRS, and those with
TRS above a pre-specified threshold are ex-
tracted as opinion features. In fact, we can ex-
tract candidates at the document, paragraph, or
sentence resolution. In practice, we observe no

significant performance differences at the vari-
ous resolutions.

3.3 Experimental Evaluation

We collected 2,986 real-life review documents
about mobile phones from major online Chinese
forums. Each document corresponds to a forum
topic, where each paragraph in a document
matches a thread under the topic. Of these, we
manually annotated the features and sentiment
orientations expressed in 219 randomly selected

documents, which include 600 review sentences.

To evaluate the performance of our approach,
we first conducted an experiment for extracting
candidate features. We then performed three
other experiments for pruning the candidates at
the document, paragraph, and sentence levels,
respectively. For each experiment, we tried sev-
eral different thresholds, i.e., percentage of TRS
mean (TRSM) of all candidates. The average F-
measure (F), precision (P), and recall (R) of the
results at the three levels are shown in Figure 2.
The highest F-measure results of feature detec-
tion with and without pruning are shown in Ta-
ble 2 for easy comparison.

Table 2: Feature detection results.

Feature Detection P(%) | R(%) | F (%)
No Pruning 71.61 | 90.69 | 80.03
Pruning (33% TRSM) | 81.56 | 85.22 | 83.35

As line 2 of Table 2 shows, feature detection
without pruning achieves 90.69% recall, which
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shows that the proposed syntactic rules have
excellent coverage. However, its precision is not
so promising, achieving only 71.61%, which
means that many irrelevant candidates are also
extracted by our rules. Thus, relying on syntac-
tic analysis alone is not good enough, and we
need to take one more step to prune the candi-
date features.

As line 3 of Table 2 shows, after pruning the
candidate set, precision improved remarkably
by 10% to 81.56%, while recall dropped slightly
to 85.22%. For online review mining, precision
is much more important than recall, because
users’ confidence in iMiner rely heavily on the
accuracy of the results they see (precision), and
not on what they don’t see (recall).
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Figure 2: iMiner feature pruning results.
Figure 2 plots the results of pruning at vari-
ous TRSM thresholds. The best F-measure of
83.35% was achieved with a 33% TRSM. If we
increase the threshold to 43%, the precision in-
creases to 83.19%, while the recall drops to
81.57%. By exploring the distribution of a can-
didate in corpus, its topical relevance with re-
spect to the review topic can be measured statis-
tically, which allows the noisy candidates to be
pruned effectively. From the results in Figure 2,
our idea of topical relevance is shown to be
highly effective in detecting features.
Table 3: Characteristics of FBS and iMiner.

Aspects FBS iMiner

. Nouns from Nouns from syn-
Candidates POS tagger thetic analysis
Pruning Asso_ci_ation Topical

Mining Relevance

Opinion word Adjectives Adjectives, verbs
Polarity Dictionary LRT association
inference based based
Sentlmgnt Sentence Sentence, clause
Resolution
Negation Single Single, double




We compared our results with that of the as-
sociation mining-based method in Feature-based
Summarization (FBS) (Hu and Liu, 2004) on
the same dataset. Table 3 summarizes the dif-
ferences between FBS and iMiner, parts of
which are elaborated in Section 4. The results of
FBS with various support thresholds are shown
in Figure 3. The support corresponds to the per-
centage of total number of review sentences.
FBS attained the highest F-measure of 76.35%
at a support of 0.4% with 79.6% precision and
73.36% recall. As the support increases, the
precision also increases from 62.99% to 86.92%,
while the recall decreases from 91.61% to

61.86%. Comparing the best results of the two
systems, iMiner beats FBS by 7% in F-Measure,
1.96% in precision, and 11.86% in recall.
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Figure 3: FBS feature extraction results.
We find that FBS suffers from the following
limitations: (1) FBS extracted an additional
14.11% noisy candidate features due to the lack
of syntactic analysis, which requires more ex-
tensive pruning; and (2) FBS only considers
sentence frequency in computing the support to
identify frequent candidate features, ignoring
the candidate frequency within the sentence.

3.4

We categorize our feature extraction errors
into 4 main types, FE1 to FE4, as follows.

FE1: When more than one candidate exists in
a review region, our algorithm may pick the
wrong features due to misplaced priorities. Note
that we assume only one (dominant) feature per
region in both our algorithm and the labeled
dataset. A total of 43% errors were due to pick-
ing the wrong dominant candidate.

Example 6: “75 & K/, 1k AWFAE " (The

Feature Extraction Error Analysis
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sound is too weak, people cannot listen clear-
Iy).

In example 6, both “ ¥ and “ A" are ex-
tracted as features. However, the noun “A” is
an incorrect feature detected by our algorithm.

FE2: The proposed set of common syntactic
rules is not comprehensive, missing out 23% of
true features.

Example 7: “Xf FIXAMHLFIRARITE” (I am
sick about this phone).

In example 7, the noun “#1T” is a missed
feature. This is in fact a POB dependence rela-
tion, which is outside the scope of our three
rules.

FE3: About 22% errors are due to irrelevant
features possessing high TR scores, and there-
fore which are not pruned subsequently.
Example 8: “Fki = X 1 e A A B 5 (1 like it
very much, but | have no money to buy it).

In example 8, the noun “%%” is incorrectly
confirmed as a feature due to its high TR score.

FE4: About 9% errors are due to incorrect
POS tags.

Example 9: “Wr Hiiff i} & & & (Consistent
interruption during phone calls).

In example 9, the verb “+” is extracted in-
correctly as a feature, since it is incorrectly
tagged as a noun. The remaining 3% of the er-
rors are due to the system incorrectly extracting
features from sentences that contain no opi-
nions.

4  Contextual Sentiment lIdentification

The main task of module IV in iMiner is to iden-
tify the contextual sentiment of a feature. A
two-step approach is proposed: (1) The polarity
of an opinion word within a review region is
inferred via association analysis based on the
likelihood ratio test; and (2) the sentiment is
validated against the contextual information of
the opinion word in the region and finalized.

4.1 Polarity Inference for Opinion Word

To infer polarity, an opinion word is first identi-
fied in a review region, as described in Figure 4.
Note that we consider not only adjectives but
also verbs as opinion words. We then measure
the association between the opinion word and
each seed word. We calculate the polarity value



of the opinion word as the association weighted

sum of polarities of aII seed words.

Example 10: “IXFKHL T i # AR &5 " (The

price of this moblle phone is very cheap).
Example 10 contains an adjective “{f & ™

(cheap) that governs the feature “#4%” (price);

thus “f# ‘E[ is extracted as an opinion word.

1. feature T; and word W; in the same region
2. if (W; = adjective and depends on T;)
3. extract W; as opinion word;
4. else if (W; = adjective and governs T;)
5 extract W; as opinion word,;
6. elseif (W; = verb and governs T;)
7 extract W; as opinion word,;
Figure 4: Extracting Opinion Word

A set of polarized words were collected from
corpus as seed words, including 35 positive
words, 36 negative words, and 9 neutral words.
Each seed word is assigned a polarity weight
from -10 to 10. For example, “J%5=" (lovely)
has a score of 10, “¥#if” (common) has a score
of 0, and “Z£))” (lousy) has a score of -10.

To measure the semantic association A;; be-
tween an opinion word O; and each seed word §;,
we propose a formula based on the likelihood
ratio test (Dunning, 1993), as follows:

A = 2[log L(p, k. .n) +log L(p,. k,.1,)

(6)
—log L(p,k,n)~—logL(p,k,,n)]
where
L(p,k,n) = p“(@-p)"*;
ki +k, K, k, .
=—" 1:—, p2 =—=;
n +n, n, n,
n =k +k;, n, =k, +k,.

The variable k;(O, S) in Table 4 refers to the
count of documents containing both opinion
word O and seed word S, k,(O, S) indicates the
number of documents containing O but not S,
ks( O, S) counts the number of documents con-
taining S but not O, while ky( O, S) tallies the
count of documents containing neither O nor S.

Table 4: Document counts.

S S
0 ki (O, S) k: (O, S)
o) Ks ( 0, S) Ka ( 0, §)

The higher the quantity A;, the stronger the
semantic association is between the opinion
word and the seed word.
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The polarity value OV;of the opinion word O;
is computed as the association weighted average
of all seed word polarity values:

L A\j
oV, =) —*sv, (7
j=1
The sum A; of all association strength is calcu-
lated as follows:

A=YA;

where A;; denotes the association between O;
and S;, SV; indicates the polarity value of §;, and
L is the size of the seed word list.

After performing association analysis, we
then classify the polarity value OV; using an
upper bound V+ and lower bound V-, such that
if Vi is larger than V+, then the polarity is in-
ferred as positive; conversely if V; is smaller
than V-, then the polarity is inferred as negative;
otherwise, it is neutral. Here, the V+ and V-
boundaries refer to thresholds that can be de-
termined experimentally.

4.2

Apart from inferring the polarity of opinion
words, we also examine additional contextual
information around the opinion words. In fact,
the final sentiment is determined by combining
the polarity with the contextual information. In
this work, we focus on negative modifiers, as
shown in the examples below.

Example 11: “FEAZHWIXZHTFHL” (1 do not
like this mobile phone).

In example 11, the polarity of the opinion
word “=-X” (like) is inferred as positive, but
the review region expresses a negative orienta-
tion to the feature “F-#L”, because a negation
word “/A" (not) modifies “= XK. Thus, it is
important to locate negative modifiers.

Example 12: “FHLHEH A E A" (The
screen of this mobile phone is not unlovely).

In example 12, the polarity of opinion word
“Ese” (lovely) is inferred as positive. By ex-
amining its direct modifier, i.e., “/A” (un-), we
identify the sentiment of “/NJ22%" (unlovely) as
negative. However, the final sentiment about the
feature “BE%=” (screen) is actually positive due
to the earlier negation “/4~ 2" (not), which mod-
ifies the latter “/ANE222” (unlovely). This is what
we call a double negation sentence, which is not

Contextual Sentiment Identification



uncommon in reviews. Therefore, it is necessary
to take two additional steps to capture the
double negation as follows.

Figure 5 shows the main steps of identifying
contextual sentiment. For an opinion word O; in
the review region, we first determine if there
exists an adverb modifying it. If so, we extract
the adverb as the direct modifier. If the modifier
has a negative meaning, then we reverse the
prior polarity of O;. Similarly, we can take one
additional step to locate the double negation
modifier and finally identify the contextual sen-
timent orientation.

1. for each opinion word O;
2. if (a word W; = adverb and depends on O;)
3 extract W; as direct modifier;
4 if (word W; = negation word)
5. reverse the prior polarity of O;;
6. if (word W, = adverb and relies on W)
7 extract W, as indirect modifier;
8 if (word W = negation word)
9, reverse the current polarity of O;;
10. output the current polarity of O;;
Figure 5: Identifying the Contextual Sentiment

4.3  Experimental Evaluation

Since features are detected prior to the senti-
ments, there is a possibility for an erroneous
feature (i.e., a false positive feature) to be asso-
ciated with a sentiment. We thus conducted two
different experiments. In the first case, we enu-
merate all extracted feature-sentiment pairs,
including the wrong features. In the second sce-
nario, we enumerate the feature-sentiment pairs
only for those correctly extracted features. For
each experiment, we further evaluated the result
with (C) and without (N.C.) contextual informa-
tion.

We select the best case of feature detection
and then run our sentiment identification algo-
rithm on the review dataset described in section
3.3; the polarity thresholds V- and V+ are set to
0.45 and 0.5, respectively.

Table 5: Results for all features.

Systems P (%) R (%) F (%)

iMiner N.C. 57.07 58.21 57.63
C. 70.3 71.72 71

FBS 49.70 45.80 47.67

Table 5 shows the results for all detected fea-
tures (correct and incorrect). As shown in line 2,
our method achieved an F-measure of 57.63%
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without considering contextual information,
while precision and recall are 57% and 58.21%,
respectively. Adding contextual information, as
line 3 shows, boosts the F-measure to 71%, a
remarkable 13.37% improvement.

Table 6 shows the results for just the correct-
ly extracted features. As shown in line 2, in the
case of not considering contextual information,
our method achieved an F-measure of 63.17%,
while precision and recall were 69.05% and
58.21%, respectively. By considering contextual
information, line 3 shows that the F-measure
improved to 77.82% which is 14.65% better,
with precision and recall at 85.06% and 71.72%,
respectively. The above results show that local
contextual analysis of double and single nega-
tion can significantly improve the accuracy of
sentiment orientation identification.

Table 6: Results for correctly detected features.

Systems P (%) R (%) F (%)
iMiner N.C. 69.05 58.21 63.17
C. 85.06 71.72 77.82

FBS 62.45 45.80 52.84

By examining the results shown in line 3 (in
bold) of both Tables 5 and 6, the F-measure on
correctly identified features increases from 71%
to 77.82%, while the precision increases drasti-
cally from 70.3% to 85.06%. The results show
that our two-step approach of identifying senti-
ment orientation is reasonable and effective and
that a great many of sentiments can be identified
correctly for related features, especially for
those correctly detected one. However, in prac-
tice there is no way to tell the correctly identi-
fied features from the incorrect ones, thus Table
5 is a more realistic gauge of our approach..

Lastly, we compared our approach to senti-
ment identification with FBS (see Table 3). The
best results are used, as shown in the last rows
of Table 5 and 6. When considering all features
extracted, the F-measure of FBS is only 47.67%,
which is 23.33% lower than that of iMiner,
where both precision and recall are 49.70% and
45.80%, respectively. Considering only the cor-
rectly detected features, iMiner widens its lead
over FBS to 25% in terms of F-measure.

There are several explanations for the poor
results of FBS: (1) The inferior results of feature
detection affect the subsequent task of sentiment
identification; and (2) the polarity inference de-
pends heavily on a semantic dictionary Word-
Net. In our experiments for FBS, we used an



extended version of the “[&] X idi# #k” Thesau-
rus containing 77,492 words, and a sentiment
lexicon with 8,856 words that is part of mini
(free) HowNet, and lastly our seed word list
containing 80 words.

4.4 Sentiment Identification Error Analysis

We classify our sentiment identification er-
rors into 5 main types, SE1 to SE5, as follows.

SE1: Sentiment identification relies heavily
on feature extraction, which means that if fea-
tures are detected wrongly, it is impossible for
the sentiment identified to be correct. About
49% of false sentiments are due to incorrectly
extracted features.

Even for the correctly extracted features,
there are still several errors as listed below.

SE2: Incorrectly identified opinion words can
lead to mistakes in inferring sentiments, ac-
counting for 14% of the errors.

SE3: Errors in detecting contextual informa-
tion about opinion words led to 12% of the
wrong sentiment identification results.

SE4: Both the quality and quantity of seed
words influence sentiment identification.

SES5: The threshold choices for V+ and V- di-
rectly impact the polarity inference of opinion
words, affecting the sentiment identification.

SE4 and SES5 errors account for the remaining
25% of the erroneous sentiment results.

5 Conclusion

The main contribution of this paper is the pro-
posed systematic technique of identifying both
features and sentiments for Chinese reviews.
Our proposed approach compares very favora-
bly against the well-known FBS system on a
small-scale dataset. Our feature detection is 7%
better than FBS in terms of F-measure, with
significantly higher recall. Meanwhile, our ap-
proach of identifying contextual sentiment
achieved around 23% better F-measure than
FBS.

We plan to further explore effective methods
to deal with the various feature and sentiment
errors. In addition, we plan to explore the ex-
traction of implicit features, since a significant
number of reviews express opinion via implicit
features. Lastly, we plan to test out these im-
provements on a large-scale dataset.
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Abstract

Relation extraction is a fundamental
task in information extraction that
identifies the semantic relationships
between two entities in the text. In this
paper, a novel model based on Deep
Belief Network (DBN) is first
presented to detect and classify the
relations among Chinese entities. The
experiments  conducted on the
Automatic Content Extraction (ACE)
2004 dataset demonstrate that the
proposed approach is effective in
handling high dimensional feature
space including character N-grams,
entity types and the position
information. It outperforms the state-
of-the-art learning models such as
SVM or BP neutral network.

1 Introduction

Information Extraction (IE) is to automatically
pull out the structured information required by
the users from a large volume of plain text. It
normally includes three sequential tasks, i.e.,
entity extraction, relation extraction and event
extraction. In this paper, we limit our focus on
relation extraction.

In early time, pattern-based approaches were
the main focus of most research studies in
relation extraction. Although pattern-based
approaches achieved reasonably good results,
they have some obvious flaws. It requires
expensive handcraft work to assemble patterns
and not all relations can be identified by a set
of reliable patterns (Willy Yap, 2009). Also,
once the interest of task is transferred to a
different domain or a different language,
patterns have to be revised or even rewritten.
That is to say, the discovered patterns are
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heavily dependent on the task in a specific
domain or on a particular corpus.

Naturally, a vast amount of work was spent
on feature-based machine learning approaches
in later years. In this camp, relation extraction
is typically cast as a classification problem,
where the most important issue is to train a
model to scale and measure the similarity of
features reflecting relation instances. The
entity semantic information expressing relation
was often formulated as the lexical and
syntactic features, which are identical to a
certain linear vector in high dimensions. Many
learning models are capable of self-training
and classifying these vectors according to
similarity, such as Support Vector Machine
(SVM) and Neural Network (NN).

Recently, kernel-based approaches have
been developing rapidly. These approaches
involved kernels of structure representations,
like parse tree or dependency tree, in similarity
calculation. In fact, feature-based approaches
can be viewed as the special and simplified
kinds of kernel-based approaches. They used
dot-product as the kernel function and did not
range over the intricate structure information
(Ji, et al. 2009).

Relation extraction in Chinese received
quite limited attention as compared to English
and other western languages. The main reason
is the unique characteristic of Chinese, such as
more flexible grammar, lack of boundary
information and morphological variations etc
(Sun and Dong, 2009). Especially, the existing
Chinese syntactic analysis tools at current
stage are not yet reliable to capture the
valuable structured information. It is urgent to
develop approaches that are in particular
suitable for Chinese relation extraction.

In this paper, we explore the use of Deep
Belief Network (DBN), a new feature-based
machine learning model for Chinese relation

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 113-120,
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extraction. It is a neural network model
developed under the deep learning architecture
that is claimed by Hinton (2006) to be able to
automatically learn a deep hierarchy of
features with increasing levels of abstraction
for the complex problems like natural language
processing (NLP). It avoids assembling
patterns that express the semantic relation
information and meanwhile it succeeds to
produce accurate model that is not confined to
the parsing results.

The rest of this paper is structured in the
following manner. Section 2 reviews the
previous work on relation extraction. Section 3
presents task definition, briefly introduces the
DBN model and the feature construction.
Section 4 provides the experimental results.
Finally, Section 5 concludes the paper.

2 Related Work

Over the past decades, relation extraction had
come to a significant progress from simple
pattern-based approaches to adapted self-
training machine learning approaches.

Brin (1998) used Dual Iterative Pattern
Relation Expansion, a bootstrapping-based
system, to find the largest common substrings
as patterns. It had the ability of searching
patterns automatically and was good for large
guantity of uniform contexts. Chen (2006)
proposed graph algorithm called label
propagation, which transferred the pattern
similarity to probability of propagating the
label information from any vertex to its nearby
vertices. The label matrix indicated the relation
type.

Feature-based approaches utilized the linear
vector of carefully chosen lexical and syntactic
features derived from different levels of text
analysis and ranging from part-of-speech (POS)
tagging to full parsing and dependency parsing
(Zhang 2009). Jing and Zhai (2007) defined a
unified graphic representation of features that
served as a general framework in order to
systematically explore the information at
diverse levels in three subspaces and finally
estimated the effectiveness of these features.
They reported that the basic unit feature was
generally sufficient to achieve state-of-art
performance.  Meanwhile,  over-inclusion
complex features were harmful.
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Kernel-based approaches utilize kernel
functions on structures between two entities,
such as sequences and trees, to measure the
similarity between two relation instances.
Zelenok (2003) applied parsing tree kernel
function to distinguish whether there was an
existing relationship between two entities.
However, they limited their task on Person-
affiliation and organization-location.

The previous work mainly concentrated on
relation extraction in English. Relatively, less
attention was drawn on Chinese relation
extraction. However, its importance is being
gradually recognized. For instance, Zhang et al.
(2008) combined position information, entity
type and context features in a feature-based
approach and Che (2005) introduced the edit
distance kernel over the original Chinese string
representation.

DBN is a new feature-based approach for
NLP tasks. According to the work by Hinton

(2006), DBN consisted of several layers
including multiple Restricted Boltzmann
Machine (RBM) layers and a Back

Propagation (BP) layer. It was reported to
perform very well in many classification
problems (Ackley, 1985), which is from the
origin of its ability to scale gracefully and be
computationally tractable when applied to high
dimensional feature vectors. Furthermore, to
against the combinations of feature were
intricate, it detected invariant representations
from local translations of the input by deep
architecture.

3 Deep Belief Network for Chinese
Relation Extraction

3.1

Relation  extraction, promoted by the
Automatic Content Extraction (ACE) program,
is a task of finding predefined semantic
relations between pairs of entities from the
texts. According to the ACE program, an entity
is an object or a set of objects in the world
while a relation is an explicitly or implicitly
stated relationship between entities. The task
can be formalized as:

(e,6,,8) >r 1)
where e, and e, are the two entities in a
sentence S under concern and r is the relation

Task Definition



between them. We call the triple (e,,e,,s) the

relation candidate. According to the ACE 2004
guideline®, five relation types are defined.
They are:

Role: it represents an affiliation between a
Person entity and an Organization, Facility,
or GPE (a Geo-political entity) entities.

Part: it represents the part-whole relationship
between Organization, Facility and GPE
entities.

At: it represents that a Person, Organization,
GPE, or Facility entity is location at a
Location entities.

Near: it represents the fact that a Person,
Organization, GPE or Facility entity is near
(but not necessarily “At”) a Location or
GPE entities.

Social: it represents personal and professional
affiliations between Person entities.

3.2  Deep Belief Networks (DBN)

DBN often consists of several layers,
including multiple RBM layers and a BP layer.
As illustrated in Figure 1, each RBM layer
learns its parameters independently and
unsupervisedly. RBM makes the parameters
optimal for the relevant RBM layer and detect
complicated features, but not optimal for the
whole model. There is a supervised BP layer
on top of the model which fine-tunes the whole
model in the learning process and generates the
output in the inference process. RBM keeps
information as more as possible when it
transfers wvectors to next layer. It makes
networks to avoid local optimum. RBM is also
adopted to ensure the efficiency of the DBN
model.

Fig. 1. The structure of a DBN.

! available at http://www.nist.gov/speech/tests/ace/.
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Deep architecture of DBN represents many
functions compactly. It is expressible by
integrating different levels of simple functions
(Y. Bengio and Y. LeCun). Upper layers are
supposed to represent more “abstract” concepts
that explain the input data whereas lower
layers extract “low-level features” from the
data. In addition, none of the RBM guarantees
that all the information conveyed to the output
is accurate or important enough. The learned
information produced by preceding RBM layer
will be continuously refined through the next
RBM layer to weaken the wrong or
insignificant information in the input. Multiple
layers filter valuable features. The units in the
final layer share more information from the
data. This increases the representation power
of the whole model. The final feature vectors
used for classification consist of sophisticated
features  which reflect the structured
information, promote better classification
performance than direct original feature vector.

3.3 Restricted Boltzmann Machine (RBM)

In this section, we will introduce RBM, which
is the core component of DBN. RBM is
Boltzmann Machine with no connection within
the same layer. An RBM is constructed with
one visible layer and one hidden layer. Each
visible unit in the visible layer v is an
observed variable v, while each hidden unit in
the hidden layer H is a hidden variable h,. Its
joint distribution is
p(v, h) oc exp(—E(v, h)) =" W' (2)
In RBM, (v,h)e{0,1}* and = (W,b,c) are
the parameters that need to be estimated, W
is the weight tying visible layer and hidden
layer. b is the bias of units v and c is the bias of
units h.
To learn RBM, the optimum parameters are
obtained by maximizing the joint distribution
p(v,h) on the training data (Hinton, 1999). A

traditional way is to find the gradient between
the initial parameters and the expected
parameters. By modifying the previous
parameters with the gradient, the expected
parameters can gradually approximate the
target parameters as



W o 4, 010gP(Y) ©)
W |,
where 5 is a parameter controlling the leaning
rate. It determines the speed of W converging
to the target.

Traditionally, the Monte Carlo Markov
chain (MCMC) is used to calculate this kind of
gradient.

aIog p(V,h) — <h0v0> _<hoovoc> (4)
ow
where log p(v,h) is the log probability of the

data. (hve) denotes the multiplication of the

average over the data states and its relevant
sample in hidden unit. (hv~) denotes the

multiplication of the average over the model
states in visible units and its relevant sample in
hidden units.

Fig. 2. Learning RBM with CD-based
gradient estimation

However, MCMC requires estimating an
exponential number of terms. Therefore, it
typically takes a long time to converge to
(hv7)- Hinton (2002) introduced an alternative

algorithm, i.e., the contrastive divergence (CD)
algorithm, as a substitution. It is reported that
CD can train the model much more efficiently
than MCMC. To estimate the distribution p(x),

CD considers a series of distributions { p_(x) }

which indicate the distributions in n steps. It
approximates the gap of two different
Kullback-Leiler divergences as

CD, =KL(p, Il p,.)—KL(p, I p.) (5)
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Maximizing the log probability of the data is
exactly the same as minimizing the Kullback—
Leibler divergence between the distribution of
the data p, and the equilibrium distribution

p, defined by the model.

In our experiments, we set n to be 1. It
means that in each step of gradient calculation,
the estimate of the gradient is used to adjust
the weight of RBM as Equation 6.

olog p(v,h) :<h0v0>_<hlvl> (6)
ow
Figure 2 below illustrates the process of
learning RBM with CD-based gradient
estimation.

3.4

The RBM layers provide an unsupervised
analysis on the structures of data set. They
automatically detect sophisticated feature
vectors. The last layer in DBN is the BP layer.
It takes the output from the last RBM layer and
applies it in the final supervised learning
process. In DBN, not only is the supervised BP
layer used to generate the final categories, but
it is also used to fine-tune the whole network.
Specifically speaking, when the BP layer is
changed during its iterating process, the
changes are passed to the other RBM layers in
a top-to-bottom sequence.

3.5 The Feature Set

DBN is able to detect high level hidden
features from lexical, syntactic and/or position
characteristic. As mentioned in related work,
over-inclusion complex features are harmful.
We therefore involve only three kinds of low
level features in this study. They are described
below.

3.5.1

Since Chinese text is written without word
boundaries, the word-level features are limited
by the efficiency of word segmentation results.
In the paper presented by H. Jing (2003) and
some others, they observed that pure character-
based models can even outperform word-based
models. Li et al.’s (2008) work relying on
character-pased  features also  achieved
significant performance in relation extraction.
We denote the character dictionary as D={d,
dy, ..., dy}. In our experiment, N is 1500. To

Back-Propagation (BP)

Character-based Features



an e, it’s character-based feature vector is
V(e)={ vy, Vo, ..., Vy }. Each unit v; can be
valued as Equation 8.

1d ee
Vi = (7)
0 d; ge

3.5.2 Entity Type Features

According to the ACE 2004 guideline, there
are five entity types in total, including Person,
Organization, GPE, Location, and Facility. We
recognize and classify the relation between the
recognized entities. The entities in ACE 2004
corpus were labeled with these five types.
Type features are distinctive for classification.
For example, the entities of Location cannot
appear in the Role relation.

3.5.3

We define three types of position features
which depict the relative structures between
the two entities, including Nested, Adjacent
and Separated. For each relation candidate

triple (e,,e,,s), let estart and e.end denote
the starting and end positions of e in a
document. Table 1 summarizes the conditions
for each type, where i, jc{L,2} and i= j.

Relative Position Features

Type Condition

Nested (g, start, e;.end) > (e, start, e ;.end)
Adjacent g,.end=g.start-1
Separated (& start<e; start)&(e;.end+1<e, start)

Table 1. The internal postion structure features
between two named entities

We combine the character-based features of
two entities, their type information and
position information as the feature vector of
relation candidate.

3.6 Order of Entity Pair

A relation is basically an order pair. For
example, “Bank of China in Hong Kong”
conveys the ACE-style relation “At” between
two entities “Bank of China (Organization)”
and “Hong Kong (Location)”. We can say that
Bank of China can be found in Hong Kong,
but not vice verse. The identified relation is
said to be correct only when both its type and
the order of the entity pair are correct. We
don’t explicitly incorporate such order
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restriction as an individual feature but use the
specified rules to sort the two entities in a
relation once the relation type is recognized.
As for those symmetric relation types, the
order needs not to be concerned. Either order is
considered correct in the ACE standard. As for
those asymmetric relation types, we simply
select the first (in adjacent and separated
structure) or outer (in nested structures) as the
first entity. In most cases, this treatment leads
to the correct order. We also make use of
entity types to verify (and rectify if necessary)
this default order. For example, considering
“At” is a relation between a Person,
Organization, GPE, or Facility entity and a
Location entity, the Location entity must be
placed after the Person, Organization, GPE, or
Facility entity in a relation.

4  Experiments and Evaluations

4.1 Experiment Setup

The experiments are conducted on the ACE
2004 Chinese relation extraction dataset,
which consists of 221 documents selected from
broadcast news and newswire reports. There
are 2620 relation instances and 11800 pairs of
entities have no relationship in the dataset. The
size of the feature space is 3017.

We examine the proposed DBN model
using 4-fold cross-validation. The performance
is measured by precision, recall, and F-
measure.

2*Precision*Recall

Precision+Recall
In the following experiments, we plan to test
the effectiveness of the DBN model in three
ways:

F-measure=

Detection Only: For each relation candidate,
we only recognize whether there is a certain
relationship between the two entities, no
matter what type of relation they hold.

Detection and Classification in Sequence:
For each relation candidate, when it is
detected to be an instance of relation, it
proceeds to detect the type of the relation
the two entities hold.

Detection and Classification in Combination:
We define N+1 relation label, N for relation
types defined by ACE and one for NULL
indicating there is no relationship between



the two entities. In this way, the processes
of detection and classification are combined.

We will compare DBN with a well-known
Support Vector Machine model (labeled as
SVM in the tables) and a traditional BP neutral
network model (labeled as NN (BP only)).
Among them, SVM has been successfully
applied in many classification applications. We
use the LibSVM toolkit? to implement the
SVM model.

4.2

We first evaluate relation detection, where
only two output classes are concerned, i.e.
NULL (which means no relation recognized)
and RELATION. The parameters used in DBN,
SVM and NN (BP only) are tuned
experimentally and the results with the best
parameter settings are presented in Table 2. In
each of our experiments, we test many
parameters of SVM and chose the best set of
that to show below.

Regarding the structure of DBN, we
experiment with different combinations of unit
numbers in the RBM layers. Finally we choose
DBN with three RBM layers and one BP layer.
And the numbers of units in each RBM layer
are 2400, 1800 and 1200 respectively, which is
the best size of each layer in our experiment.
Our empirical results showed that the numbers
of units in adjoining layers should not decrease
the dimension of feature vector too much when
casting the vector transformation. NN has the
same structure as DBN. As for SVM, we
choose the linear kernel with the penalty
parameter C=0.3, which is the best penalty
coefficient, and set the other parameters as
default after comparing different kernels and
parameter values.

Evaluation on Detection Only

Model Precision Recall F-measure
DBN 67.8%  70.58% 69.16%
SVM 73.06% 52.42% 61.04%

NN (BP 51.51% 61.77% 56.18%
only)

Table 2. Performances of DBN, SVM and NN
models for detection only

As showed in Table 2, with their best
parameter settings, DBN performs much better

2 http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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than both SVM and NN (BP only) in terms of
F-measure. It tells that DBN is quite good in
this binary classification task. Since RBM is a
fast approach to approximate global optimum
of networks, its advantage over NN (BP only)
is clearly demonstrated in their results.

Evaluation on Detection and

Classification in Sequence

4.3

In the next experiment, we go one step further.
If a relation is detected, we classified it into
one of the 5 pre-defined relation types. For
relation type classification, DBN and NN (BP
only) have the same structures as they are in
the first experiment. We adopt SVM linear
kernel again and set C to 0.09 and other
parameters as default. The overall performance
of detection and classification of three models
are illustrated in Table 3 below. DBN again is
more effective than SVM and NN.

Model Precision Recall F-measure

DBN 63.67% 59% 61.25%

SVM 67.78% 47.43% 55.81%
NN 61% 45.62% 52.2%

Table 3. Performances of DBN and other

classification models for detection and
classification in sequence
4.4  Evaluation on Detection and

Classification in Combination

In the third experiment, we unify relation
detection and relation type classification into
one classification task. All the candidates are
directly classified into one of the 6 classes,
including 5 relation types and a NULL class.
Parameter settings of the three models in this
experiment are identical to those in the second
experiment, except that C in SVM is set to 0.1.

Model Precision Recall F-measure
DBN 65.8%  59.15% 62.3%
SVM 75.25%  44.07% 55.59%

NN(BP o350  457%  53.05%
only)

Table 4. Performances of DBN, SVM and NN
models for detection and classification in
combination

As demonstrated, DBN outperforms both
SVM and NN (BP only) in all these three
experiments consistently. In this regard, the



advantages of DBN over the other two models
are apparent. RBM approximates expected
parameters rapidly and the deep DBN
architecture yields stronger representativeness
of complicated, efficient features.

Comparing the results of the second and the
third experiments, SVM perform better
(although not quite significantly) when
detection and classification are in sequence
than in combination. This finding is consistent
with our previous work (to be added later). It
can possibly be that preceding detection helps
to deal with the severe unbalance problem, i.e.
there are much more relation candidates that
don’t hold pre-defined relations. However,
DBN obtaining the opposite result cause by
that the amount of examples we have is not
sufficient for DBN to self-train itself well for
type classification. We will further exam this
issue in our feature work.

4.5

Next, we compare the performance of DBN
with different structures by changing the
number of RBM layers. All the candidates are

Evaluation on DBN Structure

4.6

Finally, we provide the test results for
individual relation types in Table 6. We can
see that the proposed model performs better on
“Role” and “Part” relations. When taking a
closer look at their relation instance
distributions, the instances of these two types
comprise over 63% percents of all the relation
instances in the dataset. Clearly their better
results benefit from the amount of training data.
It further implies that if we have more training
data, we should be able to train a more
powerful DBN. The same characteristic is also
observed in Table 7 which shows the
distributions of the identified relations against
the gold standard. However, the sizes of “At”
relation instances and “Role’ relation instances
are similar, its result is much worse. We
believe it is from the origin of that the position
feature is not distinctive for “At” relation, as
shown in Table 8. “Near” and “Social” are two
symmetric relation types. Ideally, they should
have better results. But due to quite small
number of training examples, you can see that
they are actually the types with the worst F-
measure.

Error Analysis

directly classified into 6 types in this
experiment.

DBN Precision Recall F-measure
3Rg';"s+ 658% 50.15%  62.3%
ZRg';,"“ 6522% 57.1%  60.09%
1R§|'DV'+ 6435% 555%  59.6%

Table 5. Performance RBM with different
layers

The results provided in Table 5 show that
the performance can be improved when more
RBM layers are incorporated. Multiple RBM
layers enhance representation power. Since it
was reported by Hinton (2006) that three RBM
layer is enough to detect the complex features
and more RBM layer are of less help, we do
not try to go beyond the three layers in this
experiment. Note that the improvement is more
obvious from two layers to three layers than
from one layer to two layers.

Type Precision Recall F-measure
Role 65.19% 69.2% 67.14%
Part 67.86%  71.43%  69.59%
At 51.15% 60% 55.22%
Near 15.38%  33.33%  20.05%
Social 25% 35.71%  29.41%
Table 6. Performance of DBN for each
relation type
@ R [ p | A N[ S [Nul
Role(R) | 191 | 1 5 0 0 | 96
Part (P) 1 ]9 |12 ] 0 0 32
At (A) 4 8 | 111 | 2 1 |91
Near (N) | O 1 0 2 0 10
Social (S)| 1 0 0 0 5 14

Table 7. Distribution of the identified relations

Type Adjacent Separated Nested
Role 7 63 223
Part 1 17 122
At 21 98 98
Near 0 8 5
Social 10 10 10

119



Table 8. Statistic of position feature

The main mistakes observed in Table 7 are
wrongly classifying a “Part” relation as a “At”
relations. We further inspect these 12 mistakes
and find that it is indeed difficult to distinct the
two types for the given entity pairs. Here is a
typical example: entity 1. ZE[E K F 57 (the
Democratic Party of the United States, defined
as an organization entity), entity 2: S£[E (the
United States, defined as a GPE entity).
Therefore, the major problem we have to face
is how to effectively recall more relations.
Given the limited training resources, it is
needed to well explore the appropriate external
knowledge or the Web resources.

5 Conclusions

In this paper we present our recent work on
applying a novel machine learning model,
namely Deep Belief Network, to Chinese
relation extraction. DBN is demonstrated to
be effective for Chinese relation extraction
because of its strong representativeness. We
conduct a series of experiments to prove the
benefits of DBN. Experimental results clearly
show the strength of DBN which obtains
better performance than other existing models
such as SVM and the traditional BP neutral
network. In the future, we will explore if it is
possible to incorporate the appropriate
external knowledge in order to recall more
relation instances, given the limited training
resource.
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Abstract

This paper presents a weakly-supervised
method for Chinese sentiment analysis
by incorporating lexical prior knowledge
obtained from English sentiment lexi-
cons through machine translation. A
mechanism is introduced to incorpo-
rate the prior information about polarity-
bearing words obtained from existing
sentiment lexicons into latent Dirichlet
allocation (LDA) where sentiment labels
are considered as topics. Experiments
on Chinese product reviews on mobile
phones, digital cameras, MP3 players,
and monitors demonstrate the feasibil-
ity and effectiveness of the proposed ap-
proach and show that the weakly su-
pervised LDA model performs as well
as supervised classifiers such as Naive
Bayes and Support vector Machines with
an average of 83% accuracy achieved
over a total of 5484 review documents.
Moreover, the LDA model is able to
extract highly domain-salient polarity
words from text.

1 Introduction

Sentiment analysis aims to understand subjec-
tive information such as opinions, attitudes, and
feelings expressed in text. It has become a hot
topic in recent years because of the explosion in
availability of people’s attitudes and opinions ex-
pressed in social media including blogs, discus-
sion forums, tweets, etc. Research in sentiment
analysis has mainly focused on the English lan-
guage. There have been few studies in sentiment
analysis in other languages due to the lack of re-
sources, such as subjectivity lexicons consisting
of a list of words marked with their respective

Deyu Zhou

School of Computer Science and Engineering

Southeast University
Nanjing, China
d.zhou@seu.edu.cn

polarity (positive, negative or neutral) and manu-
ally labeled subjectivity corpora with documents
labeled with their polarity.

Pilot studies on cross-lingual sentiment anal-
ysis utilize machine translation to perform senti-
ment analysis on the English translation of for-
eign language text (Banea et al., 2008; Bautin
et al., 2008; Wan, 2009). The major problem
is that they cannot be generalized well when
there is a domain mismatch between the source
and target languages. There have also been in-
creasing interests in exploiting bootstrapping-
style approaches for weakly-supervised senti-
ment classification in languages other than En-
glish (Zagibalov and Carroll, 2008b; Zagibalov
and Carroll, 2008a; Qiu et al., 2009). Other
approaches use ensemble techniques by either
combining lexicon-based and corpus-based algo-
rithms (Tan et al., 2008) or combining sentiment
classification outputs from different experimen-
tal settings (Wan, 2008). Nevertheless, all these
approaches are either complex or require careful
tuning of domain and data specific parameters.

This paper proposes a weakly-supervised ap-
proach for Chinese sentiment classification by
incorporating language-specific lexical knowl-
edge obtained from available English senti-
ment lexicons through machine translation. Un-
like other cross-lingual sentiment classification
methods which often require labeled corpora for
training and therefore hinder their applicability
for cross-domain sentiment analysis, the pro-
posed approach does not require labeled docu-
ments. Moreover, as opposed to existing weakly-
supervised sentiment classification approaches
which are rather complex, slow, and require care-
ful parameter tuning, the proposed approach is
simple and computationally efficient; rendering
more suitable for online and real-time sentiment
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classification from the Web.

Our experimental results on the Chinese re-
views of four different product types show that
the LDA model performs as well as the super-
vised classifiers such as Naive Bayes and Sup-
port Vector Machines trained from labeled cor-
pora. Although this paper primarily studies sen-
timent analysis in Chinese, the proposed ap-
proach is applicable to any other language so
long as a machine translation engine is available
between the selected language and English.

The remainder of the paper is organized as
follows. Related work on cross-lingual senti-
ment classification and weakly-supervised sen-
timent classification in languages other than En-
glish are discussed in Section 2. The proposed
mechanism of incorporating prior word polarity
knowledge into the LDA model is introduced in
Section 3. The experimental setup and results of
sentiment classification on the Chinese reviews
of four different products are presented in Sec-
tion 4 and 5 respectively. Finally, Section 6 con-
cludes the paper.

2 Related Work

Pilot studies on cross-lingual sentiment analysis
rely on English corpora for subjectivity classifi-
cation in other languages. For example, Mihal-
cea et al. (2007) make use of a bilingual lexicon
and a manually translated parallel text to gener-
ate the resources to build subjectivity classifiers
based on Support Vector Machines (SVMs) and
Naive Bayes (NB) in a new language; Banea et
al. (2008) use machine translation to produce a
corpus in a new language and train SVMs and
NB for subjectivity classification in the new lan-
guage. Bautin et al. (2008) also utilize machine
translation to perform sentiment analysis on the
English translation of a foreign language text.
More recently, Wan (2009) proposed a co-
training approach to tackle the problem of cross-
lingual sentiment classification by leveraging an
available English corpus for Chinese sentiment
classification. Similar to the approach proposed
in (Banea et al., 2008), Wan’s method also uses
machine translation to produced a labeled Chi-
nese review corpus from the available labeled

English review data. However, in order to allevi-
ate the language gap problem that the underlying
distributions between the source and target lan-
guage are different, Wan builds two SVM classi-
fiers, one based on English features and the other
based on Chinese features, and uses a bootstrap-
ping method based on co-training to iteratively
improve classifiers until convergence.

The major problem of the aforementioned
cross-lingual sentiment analysis algorithms is
that they all utilize supervised learning to train
sentiment classifiers from annotated English cor-
pora (or the translated target language corpora
generated by machine translation). As such, they
cannot be generalized well when there is a do-
main mismatch between the source and target
language. For example, For example, the word
‘compact’ might express positive polarity when
used to describe a digital camera, but it could
have negative orientation if it is used to describe
a hotel room. Thus, classifiers trained on one
domain often fail to produce satisfactory results
when shifting to another domain.

Recent efforts have also been made for
weakly-supervised sentiment classification in
Chinese. Zagibalov and Carroll (2008b) starts
with a one-word sentiment seed vocabulary and
use iterative retraining to gradually enlarge the
seed vocabulary by adding more sentiment-
bearing lexical items based on their relative fre-
quency in both the positive and negative parts
of the current training data. Sentiment direction
of a document is then determined by the sum
of sentiment scores of all the sentiment-bearing
lexical items found in the document. The prob-
lem with this approach is that there is no princi-
pal way to set the optimal number of iterations.
They then suggested an iteration control method
in (Zagibalov and Carroll, 2008a) where itera-
tive training stops when there is no change to the
classification of any document over the previous
two iterations. However, this does not necessar-
ily correlate to the best classification accuracy.

Similar to (Zagibalov and Carroll, 2008b),
Qiu et al. (2009) also uses a lexicon-based iter-
ative process as the first phase to iteratively en-
large an initial sentiment dictionary. But instead
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of using a one-word seed dictionary as in (Za-
gibalov and Carroll, 2008b), they started with a
much larger HowNet Chinese sentiment dictio-
nary! as the initial lexicon. Documents classified
by the first phase are taken as the training set to
train the SVMs which are subsequently used to
revise the results produced by the first phase.

Other researchers investigated ensemble tech-
niques for weakly-supervised sentiment classifi-
cation. Tan et al. (2008) proposed a combination
of lexicon-based and corpus-based approaches
that first labels some examples from a give do-
main using a sentiment lexicon and then trains
a supervised classifier based on the labeled ones
from the first stage. Wan (2008) combined sen-
timent scores calculated from Chinese product
reviews using the Chinese HowNet sentiment
dictionary and from the English translation of
Chinese reviews using the English MPQA sub-
jectivity lexicon?. Various weighting strategies
were explored to combine sentiment classifica-
tion outputs from different experimental settings
in order to improve classification accuracy.

Nevertheless, all these weakly-supervised
sentiment classification approaches are rather
complex and require either iterative training or
careful tuning of domain and data specific pa-
rameters, and hence unsuitable for online and
real-time sentiment analysis in practical applica-
tions.

3 Incorporating Prior Word Polarity
Knowledge into LDA

Unlike existing approaches, we view sentiment
classification as a generative problem that when
an author writes a review document, he/she first
decides on the overall sentiment or polarity (pos-
itive, negative, or neutral) of a document, then
for each sentiment, decides on the words to be
used. We use LDA to model a mixture of only
three topics or sentiment labels, i.e. positive,
negative and neutral.

Assuming that we have a total number of S
sentiment labels; a corpus with a collection of D

"http://www.keenage.com/download/
sentiment.rar

Mttp://www.cs.pitt.edu/mpga/

documents is denoted by C' = {d;,ds,...,dp};
each document in the corpus is a sequence of Ny
words denoted by d = (wy,wy,...,wy,), and
each word in the document is an item from a vo-
cabulary index with V' distinct terms denoted by
{1,2,...,V'}. The generative process is as fol-
lows:

e Choose distributions ¢ ~ Dir(f3).

e For each document d € [1, D], choose dis-
tributions g ~ Dir(7).

e For each of the N; word posi-
tion w, choose a sentiment label
ly ~ Multinomial(mg), and then choose a
word wy ~ Multinomial(ey,).

The joint probability of words and sentiment
label assignment in LDA can be factored into
two terms:

P(w,1) = P(w|l)P(l|d). (1)
Letting the superscript —t denote a quantity that
excludes data from the ¢** position, the condi-

tional posterior for [, by marginalizing out the
random variables ¢ and 7 is

P(lt = k’W7 l_t7677) X
Nyl +8  Neg+w

>< b
N+ VBT N7+

2)

where N, 1, is the number of times word w; has
associated with sentiment label k; N is the the
number of times words in the corpus assigned to
sentiment label k; Ny 4 is the number of times
sentiment label k has been assigned to some
word tokens in document d; IV, is the total num-
ber of words in the document collection.

Each words in documents can either bear pos-
itive polarity (I; = 1), or negative polarity (I; =
2), or is neutral (I; = 0). We now show how
to incorporate polarized words in sentiment lex-
icons as prior information in the Gibbs sampling
process. Let

Nyt +8 N+ %

Qir = — X —=
NS4+ VB T N+

3)
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We can then modify the Gibbs sampling equa-
tion as follows:

{

where the function S(w;) returns the prior senti-
ment label of w; in a sentiment lexicon and it is
defined if word w; is found in the sentiment lex-
icon. I(k = S(w)) is an indicator function that
takes on value 1 if £ = S(w;) and O otherwise.

Equation 4 in fact applies a hard constraint
that when a word is found in a sentiment lexi-
con, its sampled sentiment label is restricted to
be the same as its prior sentiment label defined
in the lexicon. This constraint can be relaxed by
introducing a parameter to control the strength of
the constraint such that when word wy is found in
the sentiment lexicon, Equation 4 becomes

P(lt = k‘wal_t7ﬁ>7) X

I(k = S(w)) x Qe if S(wy) is defined
Qt.k otherwise

“4)

P(ly = klw,17%,8,7)
(1=A) X Qe+ A X Wk = S(w)) x Q.
)

where 0 < A < 1. When A\ = 1, the hard con-
straint will be applied; when A = 0, Equation 5
is reduced to the original unconstrained Gibbs
sampling as defined in Equation 2.

While sentiment prior information is incor-
porated by modifying conditional probabilities
used in Gibbs sampling here, it is also possible to
explore other mechanisms to define expectation
or posterior constraints, for example, using the
generalized expectation criteria (McCallum et
al., 2007) to express preferences on expectations
of sentiment labels of those lexicon words. We
leave the exploitation of other mechanisms of in-
corporating prior knowledge into model training
as future work.

The document sentiment is classified based on
P(1|d), the probability of sentiment label given
document, which can be directly obtained from
the document-sentiment distribution. We de-
fine that a document d is classified as positive
if P(lpos|d) > P(lneg|d), and vice versa.

Table 2: Data statistics of the four Chinese prod-
uct reviews corpora.

No. of Reviews Vocab
Corpus positive  Negative  Size
Mobile 1159 1158 8945
DigiCam 853 852 5716
MP3 390 389 4324
Monitor 341 342 4712

4 Experimental Setup

We conducted experiments on the four corpora’
which were derived from product reviews har-
vested from the website IT168* with each cor-
responding to different types of product reviews
including mobile phones, digital cameras, MP3
players, and monitors. All the reviews were
tagged by their authors as either positive or neg-
ative overall. The statistics of the four corpora
are shown in Table 2.

We explored three widely used English sen-
timent lexicons in our experiments, namely the
MPQA subjectivity lexicon, the appraisal lexi-
con’, and the SentiWordNet® (Esuli and Sebas-
tiani, 2006). For all these lexicons, we only ex-
tracted words bearing positive or negative polar-
ities and discarded words bearing neutral polar-
ity. For SentiWordNet, as it consists of words
marked with positive and negative orientation
scores ranging from 0 to 1, we extracted a subset
of 8,780 opinionated words, by selecting those
whose orientation strength is above a threshold
of 0.6.

We used Google translator toolkit’ to translate
these three English lexicons into Chinese. After
translation, duplicate entries, words that failed to
translate, and words with contradictory polarities
were removed. For comparison, we also tested a
Chinese sentiment lexicon, NTU Sentiment Dic-
tionary (NTUSD)? (Ku and Chen, 2007) which

*http://www.informatics.sussex.ac.uk/
users/tz2l/dataZH.tar.gz
‘http://product.it168.com
Shttp://lingcog.iit.edu/arc/
appraisal_lexicon_2007b.tar.gz
®http://sentiwordnet.isti.cnr.it/
"http://translate.google.com
Shttp://nlgl8.csie.ntu.edu.tw:
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Table 1: Matched polarity words statistics (positive/negative).

Lexicon _ _ Chinese _ _ _ English A
Mobile  DigiCam MP3 Monitors Mobile  DigiCam MP3 Monitors
(a)MPQA 261/253  183/174  162/135  169/147 293/331  220/241  201/153  210/174
(b)Appraisal  279/165  206/127  180/104  198/105 392/271  330/206  304/153  324/157
(c)SentiWN  304/365  222/276  202/213  222/236 394/497  306/397  276/310  313/331
(d)NTUSD 338/319  263/242  239/167  277/241 -
(a)+(c) 425/465  307/337  274/268  296/289 516/607  400/468  356/345  396/381
(a)+(b)+(c) 495/481  364/353  312/280  344/302 624/634  496/482  447/356  494/389
(a)+(c)+(d) 586/608  429/452  382/336  421/410 -

was automatically generated by enlarging an ini-
tial manually created seed vocabulary by con-
sulting two thesauri, tong2yi4ci2ci2lin2 and the
Academia Sinica Bilingual Ontological Word-
Net 3.

Chinese word segmentation was performed on
the four corpora using the conditional random
fields based Chinese Word Segmenter®. The to-
tal numbers of matched polarity words in each
corpus using different lexicon are shown in Ta-
ble 1 with the left half showing the statistics
against the Chinese lexicons (the original En-
glish lexicons have been translated into Chinese)
and the right half listing the statistics against the
English lexicons. We did not translate the Chi-
nese lexicon NTUSD into English since we fo-
cused on Chinese sentiment classification here.
It can be easily seen from the table that in gen-
eral the matched positive words outnumbered the
matched negative words using any single lexi-
con except SentiWordNet. But the combination
of the lexicons results in more matched polarity
words and thus gives more balanced number of
positive and negative words. We also observed
the increasing number of the matched polarity
words on the translated English corpora com-
pared to their original Chinese corpora. How-
ever, as will be discussed in Section 5.2 that the
increasing number of the matched polarity words
does not necessarily lead to the improvement of
the sentiment classification accuracy.

We modified GibbsLDA++ package!® for the
model implementation and only used hard con-

8080/opinion/publ.html
http://nlp.stanford.edu/software/

stanford-chinese-segmenter-2008-05-21.

tar.gz
Yhttp://gibbslda.sourceforge.net/

straints as defined in Equation 4 in our experi-
ments. The word prior polarity information was
also utilized during the initialization stage that
if a word can be found in a sentiment lexicon,
the word token is assigned with its correspond-
ing sentiment label. Otherwise, a sentiment label
is randomly sampled for the word. Symmetric
Dirichlet prior 3 was used for sentiment-word
distribution and was set to 0.01, while asym-
metric Dirichlet prior v was used for document-
sentiment distribution and was set to 0.01 for
positive and neutral sentiment labels, and 0.05
for negative sentiment label.

S Experimental Results

This section presents the experimental results
obtained under two different settings: LDA
model with translated English lexicons tested on
the original Chinese product review corpora; and
LDA model with original English lexicons tested
on the translated product review corpora.

5.1 Results with Different Sentiment
Lexicons

Table 3 gives the classification accuracy results
using the LDA model with prior sentiment la-
bel information provided by different sentiment
lexicons. Since we did not use any labeled in-
formation, the accuracies were averaged over 5
runs and on the whole corpora. For comparison
purposes, we have also implemented a baseline
model which simply assigns a score +1 and -1
to any matched positive and negative word re-
spectively based on a sentiment lexicon. A re-
view document is then classified as either posi-
tive or negative according to the aggregated sen-
timent scores. The baseline results were shown
in brackets in Table 3 .
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Table 3: Sentiment classification accuracy (%) by LDA, numbers in brackets are baseline results.

Lexicon Mobile DigiCam MP3 Monitors Average
(a)MPQA 82.00 (63.53) 80.93 (67.59) 78.31(68.42) 81.41 (64.86) 80.66 (66.10)
(b)Appraisal 71.95 (56.28) 80.46 (60.54) 77.28 (61.36) 80.67 (57.98) 77.59 (59.04)
(c)SentiWwN  81.10 (62.45) 78.52(57.13) 79.08 (64.57) 75.55 (55.34) 78.56 (59.87)
(NTUSD  82.61 (71.21) 78.70 (68.23) 78.69 (75.87) 84.63 (74.96) 81.16 (72.57)
(a)+(c) 81.18 (65.95) 78.70 (65.18) 83.83 (67.52) 80.53 (62.08) 81.06 (65.18)
(a)+(b)+(c)  81.48 (62.84) 80.22 (65.88) 80.23 (65.60) 78.62 (61.35) 80.14 (63.92)
(a)+(c)+(d)  82.48 (69.96) 84.33(69.58) 83.70(71.12) 82.72(65.59) 83.31 (69.06)
Naive Bayes 86.52 82.27 82.64 86.21 84.41
SVMs 84.49 82.04 79.43 83.87 82.46

It can be observed from Table 3 that the
LDA model performs significantly better than
the baseline model. The improvement ranges be-
tween 9% and 19% and this roughly corresponds
to how much the model learned from the data.
We can thus speculate that LDA is indeed able to
learn the sentiment-word distributions from data.

Translated English sentiment lexicons per-
form comparably with the Chinese sentiment
lexicon NTUSD. As for the individual lexicon,
using MPQA subjectivity lexicon gives the best
result among all the English lexicons on all the
corpora except the MP3 corpus where MPQA
performs slightly worse than SentiWordNet. The
combination of MPQA and SentiWordNet per-
forms significantly better than other lexicons on
the MP3 corpus, with almost 5% improvement
compared to the second best result. We also
notice that the combination of all the three En-
glish lexicons does not lead to the improvement
of classification accuracy which implies that the
quality of a sentiment lexicon is indeed impor-
tant to sentiment classification. The above re-
sults suggest that in the absence of any Chinese
sentiment lexicon, MPQA subjectivity lexicon
appears to be the best candidate to be used to
provide sentiment prior information to the LDA
model for Chinese sentiment classification.

We also conducted experiments by includ-
ing the Chinese sentiment lexicon NTUSD and
found that the combination of MPQA, Senti-
WordNet, and NTUSD gives the best overall
classification accuracy with 83.31% achieved.
For comparison purposes, we list the 10-fold

cross validation results obtained using the super-
vised classifiers, Naive Bayes and SVMs, trained
on the labeled corpora as previously reported in
(Zagibalov and Carroll, 2008a). It can be ob-
served that using only English lexicons (the com-
bination of MPQA and SentiWordNet), we ob-
tain better results than both NB and SVMs on
the MP3 corpus. With an additional inclusion
of NTUSD, LDA outperforms NB and SVMs
on both DigiCam and MP3. Furthermore, LDA
gives a better overall accuracy when compared
to SVMs. Thus, we may conclude that the un-
supervised LDA model performs as well as the
supervised classifiers such as NB and SVMs on
the Chinese product review corpora.

5.2 Results with Translated Corpora

We ran a second set of experiments on the trans-
lated Chinese product review corpora using the
original English sentiment lexicons. Both the
translated corpora and the sentiment lexicons
have gone through stopword removal and stem-
ming in order to reduce the vocabulary size and
thereby alleviate data sparseness problem. It can
be observed from Figure 1 that in general senti-
ment classification on the original Chinese cor-
pora using the translated English sentiment lex-
icons gives better results than classifying on the
translated review corpora using the original En-
glish lexicons on both the Mobile and Digicam
corpora. However, reversed results are observed
on the Monitor corpus that classifying on the
translated review corpus using the English sen-
timent lexicons outperforms classifying on the
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Figure 1: Comparison of the performance on the Chinese corpora and their translated corpora in

English.

original Chinese review corpus using the trans-
lated sentiment lexicons. In particular, the com-
bination of the MPQA subjectivity lexicon and
SentiWordNet gives the best result of 84% on
the Monitor corpus. As for the MP3 corpus,
classifying on the original Chinese reviews or on
the translated reviews does not differ much ex-
cept that a better result is obtained on the Chi-
nese corpus when using the combination of the
MPQA subjectivity lexicon and SentiWordNet.
The above results can be partially explained by
the ambiguities and changes of meanings intro-
duced in the translation. The Mobile and Digi-
Cam corpora are relatively larger than the MP3
and Monitors corpora and we therefore expect
more ambiguities being introduced which might
result in the change of document polarities.

5.3 Extracted Polarity-Bearing Words

LDA is able to extract polarity-bearing words.
Table 4 lists some of the polarity words identi-
fied by the LDA model which are not found in
the original sentiment lexicons. We can see that
LDA is indeed able to recognize domain-specific
positive or negative words, for example, 5
(bluetooth) for mobile phones, /|xT7; (compact)
for digital cameras, 4> J& (metallic) for MP3, 4ii
SF (flat screen) and 257 (deformation) for mon-
itors.

The iterative approach proposed in (Zagibalov
and Carroll, 2008a) can also automatically ac-
quire polarity words from data. However, it ap-
pears that only positive words were identified
by their approach. Our proposed LDA model
can extract both positive and negative words and
most of them are highly domain-salient as can be
seen from Table 4.

6 Conclusions

This paper has proposed a mechanism to incor-
porate prior information about polarity words
from English sentiment lexicons into LDA
model learning for weakly-supervised Chinese
sentiment classification. Experimental results of
sentiment classification on Chinese product re-
views show that in the absence of a language-
specific sentiment lexicon, the translated En-
glish lexicons can still produce satisfactory re-
sults with the sentiment classification accuracy
of 81% achieved averaging over four different
types of product reviews. With the incorpora-
tion of the Chinese sentiment lexicon NTUSD,
the classification accuracy is further improved to
83%. Compared to the existing approaches to
cross-lingual sentiment classification which ei-
ther rely on labeled corpora for classifier learn-
ing or iterative training for performance gains,
the proposed approach is simple and readily to
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Table 4: Extracted example polarity words by LDA.

Negative

Corpus Positive

Mobile {f & (advantage), K (large), #f Fi (easy to
use), 1 (fast), #F iz (comfortable), ¥5F (blue-
tooth), #H (new), % 5 (easy)

DigiCam {f #/& (advantage), /] 75 (compact), 5&
(strong;strength), K £ (telephoto), Zh 7 (dy-
namic), 4 (comprehensive), % I (profes-
sional), |~ F (get started)

MP3 /NT5 (compact),  (fast), 58 (strong;strength),
B (even), J§iJi% (textual), 4 (comprehensive),
&8 (metallic),+ 43 (very)

Monitors % % (easy), #1 (new), 4~ (flat screen), #F

At (comfortable), T %= (looks bright), i Fl|

B (bad), 7= (poor), 1& (slow), & (no;not),
(difficult;hard), /b (less), H /& (but), {Z (repair)

JE 1 (regret), £ (bad), Z (poor), 1€ (slow), B
(dark), £7 (expensive), #ff (difficult;hard), $%
(consume much electricity), ¥8#l (plastic), {%
(repair)

A (no;not), # (poor), £ (bad), A & (rather),
A (simply), /X (substandard), FE#], (crash),
#% (no), {272 (but)

07 (deformation), {f €@ (color cast bad), £
(bad), 7 (poor), % (no;not), J§Jt: (leakage of

(sharp), %% (bright), H 5} (automatic)

light), 2 5% (black screen), B (refund;return),
mg (dark), $50 (itter)

be used for online and real-time sentiment clas-
sification from the Web.

One issue relating to the proposed approach
is that it still depends on the quality of ma-
chine translation and the performance of senti-
ment classification is thus affected by the lan-
guage gap between the source and target lan-
guage. A possible way to alleviate this problem
is to construct a language-specific sentiment lex-
icon automatically from data and use it as the
prior information source to be incorporated into
the LDA model learning.
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Abstract

This paper investigates techniques to au-
tomatically construct training data from
social Q&A collections such as Yahoo!
Answer to support a machine learning-
based complex QA systémWe extract
cue expressions for each type of question
from collected training data and build
guestion-type-specific classifiers to im-
prove complex QA system. Experiments
on 10 types of complex Chinese ques-
tions verify that it is effective to mine
knowledge from social Q&A collections
for answering complex questions, for in-
stance, the fimprovement of our sys-
tem over the baseline and translation-
based model reaches 7.9% and 5.1%, re-
spectively.

Introduction

76 term-definition pairs for their definitional QA
systems. (Stoyanov et al., 2005) required a
known subjective vocabulary for their opinion
QA. (Higashinaka and Isozaki, 2008) used 4,849
positive and 521,177 negative examples in their
reason QA system. Among complex QA sys-
tems, many other types of questions have not
been well studied, apart from reason and defi-
nitional questions. Appendix A lists 10 types of
complex Chinese questions and their examples
we discussed in this paper.

According to the related studies on QA, su-
pervised machine-learning technique may be ef-
fective for answering these questions. To em-
ploy the supervised approach, we need to re-
construct training Q&A pairs for each type of
question, though this is an extremely expensive
and labor-intensive task. To deal with the ac-
quisition problem of training Q&A pairs, we in-
vestigate techniques to automatically construct

Research on the topic of QA systems has mairfijaining data by utilizing social Q&A collections
concentrated on answering factoid, definitiona¢rawled from the Web, which contains millions

reason and opinion questions. Among the apf user-generated Q&A pairs.

Many studies

proaches proposed to answer these questiofizurdeanu et al., 2008) (Duan et al., 2008) have
machine learning techniques have been fouR§en done on retrieving similar Q&A pairs from
more effective in constructing QA component§ocial QA websites as answers to test questions.
from scratch. Yet these supervised techniques f@ur study, however, regards social Q&A web-
quire a certain scale of (question, answer), shdites as a knowledge repository and aims to mine
for Q&A, pairs as training data. For exampleknowledge from them for synthesizing answers
(Echihabi et al., 2003) and (Sasaki, 2005) coft© questions from multiple documents. There is
structed 90,000 English Q&A pairs and 2,00gery little literature on this aspect. Our work can
Japanese Q&A pairs, respectively for their fad2€ seen as a kind of query-based summarization
toid QA systems. (Cui et al., 2004) constructetPang, 2006) (Harabagiu et al., 2006) (Erkan

1Complex questions cannot be answered by simply ex-
tracting named entities. In this paper complex questions a

not include definitional questions.

and Radev, 2004), and can also be employed to
swer questions that have not been answered in
social Q&A websites.
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This paper mainly focuses on the following thre8 Our Complex QA System

steps: (1) automatically constructing question -

type-specific training Q&A pairs from the so-The typical complex QA system architecture is

cial Q&A C0||ecti0n; (2) extracting cue expres_a cascade of three modules. The Question Ana-
Sions for each type of question from the Coll.yzer analyzes test questionS and identifies an-
lected training data, and (3) building questionswer types of questions. The Document Re-
type_specific Classiﬁers to ﬁler out noise Ser{riever & Answer Candidate Extractor retrieves

tences before using a state-of-the-art IR formufpcuments related to questions from the given
to select answers. collection Kinhuaand Lianhe Zaobamewspa-

We evaluate our system on 10 types of chiers from 1998-2001 were used in this study) for

nese questions by using the Pourpre evalue@nsideration, and segments the documents into
tion tool (Lin and Demner-Fushman 2006)_sentences as answer candidates. The Answer Ex-

The experimental results show the effectivenef@ction module applies state-of-the-art IR for-
of our system, for instance, thes® R im- mulas (e.g., KL-divergence language model) to
provement of our system over the baseline aflectly estimate similarities between sentences

translation-based model reaches 7.9%/11.144,024 sentences were used in our case) and
and 5.1%/5.6%, respectively. guestions, and selects the most similar sentences

as the final answers. Given three answer candi-

2 Social Q&A Collection dates,s; = _Solutl_ons to global warming range
from changing a light bulb to engineering giant

Recently launched social QA websites such &&flECtOrs in space ”. s; = "Global warming
Yahoo! Answef and Baidu Zhidad provide will bring bigger storms and hurricanes that will

an interactive platform for users to post qued0ld more water ., and s3 = “nuclear power
tions and answers. After questions are answerlgthe relatively low emission of carbon diox-
by users, the best answer can be chosen by {8 (CC), one of the major causes of global
asker or nominated by the community. The nunf¢@ming;’ to the question of “What are the haz-
ber of Q&A pairs on such sites has risen dra@r@s of g_IobaI warming?”, however, it is hard for
matically. These pairs could collectively form NS architecture to select the correct answey,
source of training data that is required in supePecause the three candidates contain the same
vised machine-learning-based QA systems. duestion ‘_’VOde “global warml.ng”.

In this paper we aim to explore such user- According to our observation, answers to a
generated Q&A collections to automatically colyP€ Of guestion usually contain some type-
lect Q&A training data. However, social col-0F-question dependent cue expressions (‘will
lections have two salient characteristics: tex2ing” in this case). This paper argues that
tual mismatch between questions and answdf§ @bove QA system can be improved by us-
(ie., question words are not necessarily usdi Such question-type-specific cue expressions.
in answers): and user-generated spam or flip" €ach test question, we perform the follow-
pant answers, which are unfavorable factors [R9 three steps. (1) Collecting question-type-
our study. Thus, we only crawl questions angPeCific Q&A pairs from the social Q&A collec-
their best answers to form Q&A pairs, whereifion Which guestion types are same as the test
the best answers are longer than the empiﬁyestlon to _form posmvg training data. Sim-
cal threshold. Finally, 60.0 million Q&A pairs larly, negative Q&A pairs are also collected
were crawled from Chinese social QA website¥/hich question types are different from the

These pairs will be used as the source of trainif§St duestion.  (2) Extracting and weighting
data required in our study. question-type-specific cue expressions from the

collected Q&A pairs. (3) Building a question-
?ht t p: / / answer s. yahoo. cont type-specific classifier by employing the cue ex-
*htt p: // zhi dao. bai du. conl pressions and the collected Q&A pairs, which re-
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moves noise sentences from answer candidatesd 194, respectively.
before using the Answer Extraction module. Based on answer-type informers of questions
_ _ recognized, we can collect training data for each
3.1 Collecting Q&A Pairs type of question as follows: (1) Q&A pairs are
We first introduce the notion of thenswer type grouped together in cases in which the answer-
informer of the question as follows. In a questype informersX of their questions are the same,
tion, a short subsequence of tokens (typically lind (2) Q&A pairs clustered by informers
3 words) that are adequate for question clasgire regarded as the positive training data of
fication is considered an answer-type informef-type questions. For instance, 10,362 Q&A
e.g., “hazard” in the question of “What are th@airs grouped via informeX (=“hazard”) are
hazards of global warming?” This paper makeggarded as positive training data of answering
the following assumption: type of complex queshazard-type questions. Table 1 lists some ques-
tion is determined by its answer type informetijons, which, together with their best answers,
For example, the question of “What are the haare employed as the training data of the corre-
ards of global warming?” belongs to hazard-typgponding type of questions. For each type of
question, because its answer type informer igiestion, we also randomly select some Q&A
*hazard”. Therefore, the task of recognizingairs that do not contain informers in questions
question-types is shifted to identifyingnswer as negative training data. Preprocessing of the
type informerof question. training data, including word segmentation, PoS
In this paper, we regard answer-type informaagging, and named entity (NE) tagging (Wu et
recognition as a sequence tagging problem aafl, 2005), is conducted. We also replace each
adopt conditional random fields (CRFs) becaus¢e with its tag type.
many work has shown that CRFs have a con-

sistent advantage in sequence tagging. \AW&@YPS | Questions of Q&A pairs

v label 3262 . ith Hazard-| What are the hazards of the tro-
manually label 3,262 questions with answer-y,. jan.psw.misc.kah virus?
type informers to train a CRF, which classi- What are théhazards of RMB appreciation
fies each question word into a set of tags= on China’s economy?

. . . Hazards of smoke
{Ip,1I1,1o}: Ip for a word that begins an in- What are théhazards of contact lenses?
former, I; for a word that occurs in the mid- What are thehazards of waste accumula-
tion?

Fjle of .an mforme.r’ andlp for a word th?‘t Casualtyt What were theasualtieson either side from
is outside of an informer. In the following type the U.S.-Iraq war?

feature templates used in the CRF mods), What were theasualtiesof the Sino-French
; . War?

and ¢,, refer to Wor_d and _ROS’ reSpeCtlver' What were thecasualties of the Sichuan

n refers to the relative position from the cur- earthquake in 20087

rent word n=0. The feature templates in- \éVh?t Weret:]hecasualr)tiesof highway acci-
. . - ents over the years?

clude the following four types: unigrams of What were thesasualtiesof the Ryukyu Is-

w, andt,, wheren=-—2,-1,0,1,2; bigrams lands tsunami?

of wyw,y1 and t,t, 1, wWhere n=—1,0; tri- Reason-| What are the maineasonsof China’s water

type shortage?

grams ofwpwn 41 wWnt2 @ndtnty 1ty 42, Where What are theeasonsof asthma?

n=—2,—1,0; and bigrams 0f0,,0,,+1, where What are theeasonsof blurred photos?

n=—1,0. What are theeasonsof air pollution?

Thereasonsfor the soaring prices!

The trained CRF model is then employed te
recognize answer-type informers from questioriable 1: Questions (translated from Chinese) of
of social Q&A pairs. Finally, we recognized 103ocial Q&A pairs (words in bold denote answer-
answer-type informers in which frequencies angpe informers of questions). These questions
larger than 10,000. Moreover, the numbers @ind their best answers are regarded as positive
answer type informers for which frequencies angaining data for hazard-type question.
larger than 100, 1,000, and 5,000 are 2,714, 807,
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3.2 Cue Expressions ing problem as a multivariate prediction of all

We extract lexical and PoS-basedjrams as cue examples in the data set. Considering hypothe-
expressions from the collected training data. ’£S# that map a tuplex of » feature vectors
reduce the dimensionality of the cue expressiéh = (X1, Xn) t0 @ tupley of n labelsy =
space, we first select the top 3,000 lexical Ul’(yl’ .., Yn ), Multivariate SVMs learn a classifier
igrams using the formulaiscore,, = tf, x _ o
log(idf.), wheret f (w) denotes the frequency of hw(X) = argmazy {w" ¥(z,7)} (1)
word w, andidf (w) represents the inverted doc-

ument frequency ofv that indicates its global by solving the following optimization problem.
importance. Table 2 shows some of the learned ]

unigrams. The top 300 unigrams are then used as MMy £50 5”W”z ey )
seeds to learn lexical bigrams and trigrams iter-

atively. Only lexical bigrams and trigrams that P _
contain seed unigrams with frequencies larger S-t-: VU € Yiy: w [¥(z,y) - ¥(z,7)]
than the thresholds are retained as lexical fea- > AT, y) — ¢

tures. Moreover, we extract PoS-based unigrams (3)
and bigrams as cue expressions_ where,w is a parameter vecto¥ is a function

Further, we assign each extracted featyra that returns a feature vector describing the match
weight calculated using the equatiomight, = betweenxy, ..., xn) and ¢, ..., y,), A denotes
/(5 + 1), where,cS' andcy’ denote its fre- types of multivariate loss functions, agdis a
guencies in positive and negative training Q&/lack variable.
pairs, respectively.

4 Experiments

Qtype Top Unigrams

Hazard-type | fi #F/hazard= £lead toiiifi/cause  The NTCIR 2008 test data set (Mitamura et al.,
%ﬁ%‘;égﬁﬁgiﬂgggg about  5008) contains 30 complex questiénse dis-
Casualty-type| 15 T-/casualty J¥ T-/death % f5/nurt. cussed here. However, a small number of test
KEr/missingif M/wreckedfE T-/die  questions are included for some question types,
in battle % {i/wounded e.g.; it contains only 1 hazard-type, 1 scale-type,
Table 2: Top unigrams learned from hazard-tyg@d 3 significance-type questions. To form a
and casualty-type Q&A pairs more complete test set, we create another 65 test
questioné. Therefore, the test data used in this
paper includes 95 complex questions.

For each test question we also provide a list
As mentioned above, we use the extracted coéweighted nuggets, which are used as the gold
expressions and the collected Q&A pairs to builstandard answers for evaluation. The evaluation
question-type-specific classifiers, which is used conducted by employing Pourpre v1.0c (Lin
to remove noise sentences from answer candhd Demner-Fushman, 2006), which uses the
dates. For classifiers, we employ multivariatstandard scoring methodology for TREC other
classification SVMs (Thorsten Joachims, 200guestions (Voorhees, 2003), i.e., answer nugget
that can directly optimize a large class of perforecall N R, nugget precisionV P, and a combi-
mance measures like fScore, prec@k (preci- nation score fof NR and N P. For better un-
sion of a classifier that predicts exactly= 100 derstanding, we evaluate the systems when out-
examples to be positive) and error-rate (percengutting the top/V sentences as answers.
age of errors in predictions). Instead of learn-—

4 . e . . .
ina a univariate rule that predicts the label of B_ecause definitional, biography, and r_elatlonshlp ques-
9 P tellons in the NTCIR 2008 test set are not discussed here.

single exam.ple'in conventional SVMs (Vapnik, The approach of creating test data is same as that in the
1998), multivariate SVMs formulate the learnNTCIR 2008.

3.3 Classifiers
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Fs (%) NR (%) NP (%)
N=1 N=5 N=10|N=1 N=5 N=10|N=1 N=5 N=10

Baseline 9.82 18.18 21.95| 9.44 19.85 27.64| 34.35 25.32 18.96
TransM 9.76 20.47 24.76| 9.44 19.85 33.10| 31.96 21.73 13.57
Ours;y, 10.92 22.61 25.74| 10.49 25.95 34.70| 34.98 23.40 15.11

ours,rorrate | 12.37 23.10 27.74| 12.05 26.98 37.03| 33.22 26.48 18.67
ours,,cax 8.96 22.85 29.85| 8.72 25.67 38.78| 26.28 28.82 20.45

Table 3: Overall performance for the test data

4.1 Overall Results expressed by the equation:
Table 3 summarizes the evaluation results for m(q,s) = sim(q,s) +a x 6(s)  (6)
severalN values. The baseline refers to the con- ST, 8) = SUIAG, ) T 5

ventional method introduced in Section 3, Whicb\/here é(s) is the score calculated by classi-

does not employ question-type-specific Clasyrs (Thorsten Joachims, 2005) anddenotes
fiers before the Answer Extraction. The baselinﬂ'e]e weight of the score.

can be expressed by the formula: This experiment shows that: (1) Question-

(V- Vi) type-specific classifiers can greatly outperform
o 4) the baseline; for example, the Fnprovements
[Vl < [IVsll ’ pie, the Fnp

of Ours,rorrate and OUrg,.a;, Over the base-
where, V, and V; are the vectors of the quesiine in terms of N=10 are 5.8% and 7.9%,

tion and candidate answer. The TransM deespectively. (2) OUES,orraze IS better than
notes a translation model for QA (Xue, et a'-OUF%re@k when N < 10. The average num-
2008) (Bernhard et al., 2009), which uses Q&Aers of sentences retained in QUfS, ot and
pairs as the parallel corpus, with questions to ”@Uf%re@k are 130, and 217, respectively. That
“source” language and answers correspondingrdgeans the precision of the classifier optimiz-
the “target” language. This model can be ejng errorrate is superior to the classifier optimiz-
pressed by: ing prec@k, while the recall is relatively infe-
rior. (3) Ours;, is worse than OUE$, orrate @Nd
P(q|S) = H((l = 7) Pz (0] ) + 7P (w]|C)) Ours,cax, Which indicates that using question-
weq type-specific classifiers by classification is better

sim(q, s) =

Pz (w]S) = (1 = Q) Py (w]9)+ than using it by interpolation like (Mori et al.,
¢ Z P(w[t) P,y (t]S) 2008). (4) Our models also outperform TransM,
tes e.g.; the g improvement is 5.1% whewV is

(5) setto 10. TransM exploits the social Q&A col-
where,q is the questionS the sentencel’(w|t) lection without consideration of question types,
the probability of translating a sentence tertn  while our models select and exploit the social
the question ternw, which is obtained by using Q&A pairs of the same question types. Thereby,
the GIZA++ toolkit (Och and Ney, 2003). Wethis experiment also indicates that it is better to
use six million Q&A pairs to train IBM model 1 exploit social Q&A pairs by type of question.
for obtaining word-to-word probability?(w|t). The performance ranking of these models when
Ours rorrate and OUrg,..ax denote our models N=10 is: Ourg,ccar > OUIS,rorrate > OUIS;;,
that are based on classifiers optimizing perfor- TransM> Baseline.
mance measure error-rate and prec@k, respec-
tively. Ours;,,, a linear interpolation model, that4-2 ~ Impact of Features
combines scores of classifiers and the baseline, order to evaluate the contributions of indi-
which is similar to (Mori et al., 2008) and can bevidual features to our models, this experiment
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is conducted by gradually adding them. Tablploy k-fold cross validation to remove noises
4 summarizes the performance of Qurar, on from the collected training data in Section 3.1.
different set of featured, and P represent lex- Specifically, the collected training data are first
ical and PoS-based features, respectively. Thitvided intok (= 5) sets. Secondly-1 sets are
table demonstrates that all the lexical and Pafed to train classifiers that are applied to clas-
features can positively impact Qut.ar, espe- sify the Q&A pairs in the remaining set. Finally,
cially, the contribution of the PoS-based featurgsart of the Q&A pairs classified as negative pairs
is largest. are removel According to Figure 1, we re-
move 20% of the training data from the nega-
Features F3 | NR | NP  tive pairs for the hazard-type, impact-type, and
Lunigram | 23.44| 31.23| 17.32 function-type questions, and 40% of the train-
+Lbigram +Ltrigram| 25.34 | 33.15| 18.87 ing data for significance-type, event-type, and
+Punigram| 28.24| 36.27 | 20.18 reason-type questions. Because the sizes of the
+Pbigram| 29.85| 38.78| 20.45 training pairs of the other four types of ques-
tions are small, we do not use this approach on
Table 4: Impact of features on Qyt.aj. them. Table 5 shows the results of Oy, on
the above six types of questions. The numbers
in brackets indicate absolute improvements over
4.3 Improvement the system based on the data without removing
As discussed in Section 2, the writing style ofioises.N is the number of answer sentences to a
social Q&A collections slightly differs from that question. The experiment shows that the perfor-
of our complex QA system, which is an unfavormance is generally improved by removing noise
able circumstance in utilizing social Q&A col-in the training Q&A pairs using:-fold cross-
lections. For better understanding we randompalidation.
select 100 Q&A training pairs of each type of
guestion acquired in Section 3, and manually ‘ s (%) ‘ NE (%) ‘ NP (%)
classify each Q&A pair intdNON- NO SE and N=1 9.642.1 9.312.0 30.87.4
NO SE® categories. Figure 1 reports the percent-'\I =5 216107 | 24.9012 | 26013
age of NON- NOI SE. This figure indicates that N=10 | 28.6,09 | 37917 | 19202
71% of the training pairs of the scale-type ques-
tions are noises, which may lead to a small imFable 5: Performance of Oyysay after remov-

provement. ing noises in the training Q&A pairs.

17087 0.86 0.85

0.9 + 0.79 0.79 St ;

038 4.4 Subjective evaluation

07 058 . .

o8 05 051 05 Pourpre v1.0c evaluation is based ergram

ol 029 overlap between the automatically produced an-

02 swers and the human generated reference an-

i EEEEEEEENE swers. Thus, it is not able to measure concep-
Y\&‘b FEF S S &S tual equivalent. In subjective evaluation, the an-

TS ¢ T @ swer sentences returned by systems are labeled

by a native Chinese assessor. Figure 2 shows the
Figure 1: Percentage ®MON- NOI SE pairs by distribution of the ranks of the first correct an-
type of questions. swers for all questions. This figure demonstrates

that the Ours..ar, answers 57 questions which
To further improve the performance, weem-—
- "We do not remove all negative Q&A pairs to ensure
®NO SE means that the Q&A pair is not useful in ourthe coverage of training data because the classifiers have
study. relatively lower recall, as mentioned in Section 3.3.
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first answers are ranked in top 3, which is largdest question using 7-grams for which centers are
than that of the baseline, i.e., 49. Moreovemterrogatives, while this paper collects training
the Ours,.ax contains only 11.5% of questionsdata for each type of question using answer type
which answers are ranked after top 10, while thiaformers. (2) About the knowledge learned,

number of the baseline is 20.7%. we extract lexical/class-based, PoS-based uni-
35 - grams, bigrams, and trigrams. (Mori et al., 2008)
30 4 x 30 —0—Ourprec@k only extracts lexical bigrams. '(3) They inco.r-
o5 | & 26 —x—Baseline porated kpowledge learned by |_n_terpolat|ng with

the baseline. However, we utilize the learned
20 1 knowledge to train a binary classifier, which can
15 1 remove noise sentences before answer selection.
10 -

6 Conclusion

This paper investigated a technique for mining
knowledge from social Q&A websites for im-
proving a sentence-based complex QA system.
More specifically, it explored a social Q&A col-
lection to automatically construct training data,
and created question-type-specific classifier for
5 Related Work each type of question to filter out noise sentences
Recently, some pioneering studies on the soc%?fore answer selection. :

’ The experiments on 10 types of complex Chi-

Q&A collection have been conducted. Amon% .
. . ese questions show that the proposed approach
them, much of the research aims to retrieve an-

: ) : s effective; e.g., the improvement in, Feaches
swers to queried guestions from the social Q& g P s

. .9%. In the future, we will endeavor to reduce
collection. For example, (Surdeanu et al., 200 L .

) . O SE pairs in the training data, and to extract

proposed an answer ranking engine for non- :

. . . . type-of-question dependent features. Future re-

factoid questions by incorporating textual fea: . .

: . . search tasks also include adapting the QA system

tures into a machine learning approach. (Due%n . . :

. . 0 a topic-based summarization system, which,

et al., 2008) proposed searching questions $&

. . . dor example, summarizes accidents according to
mantically equivalent or close to the querie

. . . casualty”, “reason”, and summarizes events ac-
question for a question recommendation sys- . p ow " "
cording to “reason”, “measure,” “impact”, etc.

tem. (Agichtein et al., 2008) investigated tech- . )
niques of finding high-quality content in the so:. Appendix A. Examples of 10 Types of Ques

cial Q&A collection, and indicated that 94% o 1ons.
answers to questions with high quality have high
quality. (Xue, et al., 2008) proposed a retrievgeferences

m | th mbin ranslation- lan-
odel that combines a translation-based aAbdessamad Echihabi and Daniel Marcu. 2003. A

Qua_ge model for the question part with a query Noisy-Channel Approach to Question Answering.
likelihood approach for the answer part. In Proc. of ACL 2003Japan.

Another category of study regards the social

: ; : Delphine Bernhard and Iryna Gurevych. 2009. Com-
Q&A collection as a kind of knowledge reposi bining Lexical Semantic Resources with Question

tory.and aims to mine knoyvledge fromitforgen- ¢ answer Archives for Translation-based Answer
erating answers to questions. To the best of ourFinding. InProc. of ACL-IJCNLP 2009Singa-

knowledge, there is very limited work reported pore, pp728-736.

on this aspect. This paper is similar to (Mori eItEIIen M. Voorhees. 2003 Overview of the TREC

al., 2008), but different from it as follows. (1) 2003 Question Answering Track. IRroc. of
(Mori et al., 2008) collects training data for each TREC 2003pp54-68, USA.

Figure 2: Distribution of the ranks of first an-
swers.
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Abstract

This paper reports on a treebanking
project where eight different modern
Chinese translations of the Bible are
syntactically analyzed. The trees are
created through dynamic treebanking
which uses a parser to produce the
trees. The trees have been going
through manual checking, but correc-
tions are made not by editing the tree
files but by re-generating the trees with
an updated grammar and dictionary.
The accuracy of the treebank is high
due to the fact that the grammar and
dictionary are optimized for this specif-
ic domain. The tree structures essen-
tially follow the guidelines of the Penn
Chinese Treebank. The total number
of characters covered by the treebank is
7,872,420 characters. The data has
been used in Bible translation and Bi-
ble search. It should also prove useful
in the computational study of the Chi-
nese language in general.

1 Introduction

Since the publication of the Chinese Union
Version (CUV F15A) in 1919, the Bible
has been re-translated into Chinese again
and again in the last 91 years. The transla-
tions were done in different time periods
and thus reflect the changes in the Chinese
language in the last century. They also

represent different styles of Chinese writ-
ing, ranging over narration, exposition and
poetry. Due to the diversity of the transla-
tors’ backgrounds, some versions follow
the language standards of mainland China,
while other have more Taiwan or Hong
Kong flavor. But they have one thing in
common: they were all done very profes-
sionally, with great care put into every sen-
tence. Therefore the sentences are usually
well-formed. All this makes the Chinese
translations of the Bible a high-quality and
well-balanced corpus of the Chinese lan-

guage.

To study the linguistic features of this text cor-
pus, we have been analyzing its syntactic
structures with a Chinese parser in the last few
years. The result is a grammar that covers all
the syntactic structures in this domain and a
dictionary that contains all the words in this
text corpus. A lot of effort has also been put
into tree-pruning and tree selection so that the
bad trees can be filtered out. Therefore we are
able to parse most of the sentences in this cor-
pus correctly and produce a complete treebank
of all the Chinese translations.

The value of such a treebank in the study and
But it should
also be a valuable resource for computational

search of the Bible is obvious.

linguistic research outside the Bible domain.
After all, it is a good representation of the syn-
tactic structures of Chinese.
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2 The Data Set

The text corpus for the treebank includes eight
different versions of Chinese translations of
the Bible, both the Old Testament and the New
Testament. They are listed below in
chronological order with their Chinese names,

abbreviations, and years of publication:

® Chinese Union Version
(R CUV 1919)

® Lv Zhenzhong Version
(B ¥R %A LZZ 1946)

® Sigao Bible
(F7 54 SGB 1968)

® Today’s Chinese Version
(IARH A TCV 1979)

® Recovery Version
(KE A RCV 1987)

® New Chinese Version
CHTPEAS NCV 1992)

® FEasy-to-Read Version
(18 75 A ERV 2005)

® Chinese Standard Bible
(h 3ChRUEREA CSB 2008)

All these versions are in vernacular Chinese
(115 30) rather than classical Chinese (375
), with CUV representing “early vernacular”
(5 ¥ A 1% ) and the later versions
representing contemporary Chinese. The texts
Those

are all in simplified Chinese.

translations which were published in
traditional Chinese were converted to
simplified Chinese. For a linguistic

comparison of those different versions, see Wu
et al (2009).

In terms of literary genre, more than 50% of
the Bible is narration, about 15% poetry, 10%
exposition, and the rest a mixture of narrative,

prosaic and poetic writing. The average

number of characters in a single version is
close to one million and the total number of
characters of these eight versions is 7,672,420.

Each book in the Bible consists of a number of
chapters which in turn consist of a number of
verses. A verse often corresponds to a sen-
tence, but it may be composed of more than
one sentence. On the other hand, some sen-
tences may span multiple verses. To avoid the
controversy in sentence segmentation, we pre-
served the verse structure, with one tree for
each verse. The issues involved in this deci-

sion will be discussed later.

3 Linguistic Issues

In designing the tree structures, we essentially
followed the Penn Chinese Treebank (PCTB)
Guidelines (Xia 2000, Xue & Xia 2000) in
segmentation, tagging
bracketing. The tag set conforms to this stan-

part-of-speech and
dard completely while the segmentation and
bracketing have some exceptions.

In segmentation, we provide word-internal
structures in cases where there can be varia-
tions in the granularity of segmentation. For
example, a verb-complement structure such as

Wz 11 is represented as

o -
vV
P2

VvV Vv

v ¥

A

so that it can be treated either as a single word
or as two individual words according to the
user’s needs. A noun-suffix structure such as

PLEE 3N is represented as
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NP
i b
NP NN
¥
NR
¥
bl N

to accommodate the need of segmenting it into
either a single word or two separate words.
Likewise, a compound word like K Hfi is
represented as

=
NN

¥ N
NN NN
¥ ¥
< b

to account for the fact that it can also be ana-
lyzed as two words. This practice is applied to
all the morphologically derived words dis-
cussed in Wu (2003), which include all lin-
guistic units that function as single words syn-
tactically but lexically contains two or more
words. The nodes for such units all have (1)
an attribute that specifies the word type (e.g.
Noun-Suffix, Verb-Result, etc.) and (2) the
sub-units that make up the whole word. The
user can use the word type and the layered
structures to take different cuts of the trees to
get the segmentation they desire.

In bracketing, we follow the guidelines of
Penn Chinese treebank, but we simplified the
sentence structure by omitting the CP and IP
nodes. Instead, we use VP for any verbal unit,
whether it is a complete sentence or not. Here
is an example where the tree is basically a pro-
jection of the verb, with all other elements be-
ing the arguments or adjuncts of the VP:

VP
3 - Sy
ADVP VP
¥ a e \‘El
AD NP VP
¥ r's \h
NIT VP NP
= ¥ N o L 4
VP AS N
¥ ¥ N
A NN NN
¥ +* ¥
A= g s T e Hb

There are two reasons for doing this. First of
all, we choose not to represent movement rela-
tionships with traces and empty categories
which are not theory-neutral. They add com-
plexities to automatic parsing, making it slow-
er and more prone to errors. Secondly, as we
mentioned earlier, the linguistic units we parse
are verses which are not always a sentence
with an IP and a CP. Therefore we have to
remain flexible and be able to handle multiple
sentences, partial sentences, or any fragments
of a sentence. The use of VP as the maximal
project enables us to be consistent across dif-
ferent chunks. Here is a verse with two sen-

tences:
8
Verse
. / N
VP U VP PU
a < \'EI =] e \‘E
VP P NP 3
a ’ E\ 4 \] a8 *, a s \EI
VE NP vc NP NN VP NP
+7 v g / \é ¥\ v a e \J
W NN DNP NP VA NN W NP cc NP
g F N v [ v
NP DEG NN NN NN
12
NN
v
e E B AR B FE B AN Bu =B = EH

Notice that both sentences are analyzed as VPs
and the punctuation marks are left out on their
own. Here is a verse with a partial sentence:
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N T R
P v v Ne
B - \13 ' s 7 m
P VP v DNP NP
TR TR . K At ™ b
W VP NP NP DEG NN
| Y )
W DNP NP NN
it ) I
NP DEC NN VA NN
|
NN
N
T NN
¥ '
h B O®F EH A B BB ., BT WA A & ¥R

This verse contains a PP and a VP. Since it is
not always possible to get a complete sentence
within a verse, we aim at “maximal parses”
instead of complete parses, doing as much as
we can be sure of and leaving the rest for fu-
ture processing. To avoid the clause-level am-
biguities as to how a clause is related to anoth-
er, we also choose to leave the clausal relations
unspecified. Therefore, we can say that the
biggest linguistic units in our trees are clauses
rather than sentences. In cases where verses
consist of noun phrases or prepositional phras-
es, the top units we get can be NPs or PPs. In
short, the structures are very flexible and par-
tial analysis is accepted where complete analy-
sis is not available.

While the syntactic structure in this treebank is
underspecified compared to the Penn Chinese
Treebank, the lexical information contained in
the trees are considerably richer. The trees are
coded in XML where each node is a complex
attribute-value matrix. The trees we have seen
above are visualizations of the XML in a tree
viewer where we can also view the attributes

of each node in a tooltip, as shown below:
=

nP
¥ [FE a0 Em
= Id: 1.1
DINE Cak: NP
Stark: O
End: 4
= ¥ N RTIlE: DMP-TP
NE DEG|Head: 1
Coord: False
* Loc: False
Time: False
T Hurrm: True
e l M (IS T A5 A it 8 )
¥
AT HY = iIm

Here, the attributes tell us among other things
that (1) this node is formed by the rule “DNP-
NP”, (2) the head of this phrase is its second
child (position is 0-based), (3) there is no
coordination in this phrase, (4) this is not a
location phrase, (5) this is not a time phrase, (6)
the NP is a human being, and (7) the head
noun can take any of those measure words (&
W) AL, AN, %4, AT, #ib, B and L4 There
are many other attributes and a filter is applied
to determine which attributes will show up
when the XML is generated.

4 Computational Issues

As we have mentioned above, the trees are
generated automatically by a Chinese parser.
It is well-known that the state-of—the-art natu-
ral language parsers are not yet able to produce
syntactic analysis that is 100% correct. As a
result, the automatically generated trees con-
tain errors and manual checking is necessary.
The question is what we should do when errors
are found.

The approach adopted by most treebanking
projects is manual correction which involves
editing the tree files. Once the trees have been
modified by hand, the treebank becomes static.
Any improvement or update on the treebank
will require manual work from then on and
automatic parsing is out of the picture. This
First of all, it is
very labor-intensive and not everyone can af-
ford to do it.
usually token-based rather than type-based,

has several disadvantages.

Secondly, the corrections are

which requires repetitions of the same correc-
tion and opens doors to inconsistency. Finally,
this approach is not feasible with trees with
complex feature structures where manual edit-
ing is difficult if not impossible.
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To avoid these problems, we adopted the ap-
proach of dynamic treebanking (Oepen et al
2002) where corrections/updates are not made
in the tree files but in the grammar and dictio-
nary that is used to generate the trees. Instead
of fixing the trees themselves, we improve the
tree-generator and make it produce the correct
trees. Every error found the trees can be traced
back to some problem in the grammar rules,
dictionary entries, or the tree selection process.
Once a “bug” is resolved, all problems of the
same kind will be resolved throughout the
whole treebank. In this approach, we never
have to maintain a static set of trees. We can
generate the trees at any time with any kind of

customization based on users’ requirement.

Dynamic treebanking requires a high-accuracy
syntactic parser which is not easy to build. A
Chinese parser has the additional challenge of
word segmentation and name entity recogni-
tion. These problems become more managea-
ble once the texts to be parsed are narrowed
down to a specific domain, in our case the do-
main of Biblical texts.

The dictionary used by our parser is based on
the Grammatical Knowledge Base of Contem-
porary Chinese (GKBCC) licensed from Bei-
jing University. It is a wide-coverage, feature-
rich dictionary containing more than 80,000
words. On top of that, we added all the words
in the eight translations, including all the prop-
er names, which are not in the GKBCC. The
total vocabulary is about 110,000 words.
Since we follow the PCTB guidelines in our
syntactic analysis, the grammatical categories
of GKBCC were converted to the PCTB POS
tags.

With all the words in the dictionary, which
eliminates the OOV problem, the only problem
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left in word segmentation is the resolution of
combinational ambiguities and overlapping
ambiguities. We resolve these ambiguities in
the parsing process rather than use a separate
word segmenter, because most wrong segmen-
tations can be ruled out in the course of syntac-
tic analysis (Wu and Jiang 1998).

Our grammar is in the HPSG framework. In
addition to feature-rich lexical projections, it
also bases its grammatical decisions on the
words in the preceding and following contexts.
Multiple trees are generated and sorted accord-
ing to structural properties. The treebank con-
tains the best parse of each verse by default,
The
grammar is not intended to be domain-specific.

but it can also provide the top N trees.

Almost all the rules there apply to other do-
mains as well. But the grammar is “domain-
complete” in the sense that all the grammatical
phenomena that occur in this domain are cov-
ered.

The developers of the treebank only look at the
top tree of each verse. If it is found to be in-
correct, they can fix it by (1) refining the con-
ditions of the grammar rules, (2) correcting or
adding attribute values in the lexicon, or (3)
fine-tuning tree ranking and tree selection. For
phrases which occur frequently in the text or
phrases which are hard to analyze, we store
their correct analysis in a database so that they
can be looked up just like a dictionary entry.
These “pre-generated” chunks are guaranteed
to have the correct analysis and they greatly
reduce the complexity of sentence analysis.

The same grammar and dictionary are used to
parse the eight different versions. The devel-
opment work is mainly based on CSB. There-
fore the trees of the CSB text have higher ac-
curacy than those of other versions. However,



due to the fact that all the eight versions are
translations of the same source text, they share
a large number of common phrases. As our
daily regression tests show, most fixes made in

CSB also benefit the analysis of other versions.

5 Evaluation

Due to the optimization of the grammar and
dictionary for the Bible domain, the accuracy
of this Chinese parser is much higher than any
other general-purpose Chinese parsers when
the texts to be parsed are Chinese Bible texts.
Therefore the accuracy of the trees is higher
than any other automatically generated trees.
Unfortunately, there is not an existing treebank
of Chinese Bible translations that can be used
as a gold standard for automatic evaluation.
We can only examine the quality through ma-
nual inspection. However, there does exist a
segmented text of the CUV translation.' Using
this text as the gold standard is ideal because
the development data for our system is CSB
rather than CUV or other versions.

As we have mentioned above, the segmenta-
tion from the trees can be customized by tak-
ing different cuts in cases where word-internal
structures are available. In order to make our
segmentation match the existing CUV segmen-
tation as closely as possible, we studied the
CUYV segments and made a decision for each
type of words. For example, in a verb-
complement construction where both the verb
and the directional/resultative complement are
single characters, the construction will be
treated as a single word.

We evaluated the segmentation of our CUV
trees with the scoring script used in the first

! The segmented CUV text was provided by Asia
Bible Society.

international Chinese segmentation bakeoff
(Sproat & Emerson 2003). Here are the results:

Recall: 99.844%
Precision:  99.826%
F-Score: 99.845%

We don't show the OOV numbers as they are
not relevant here, because all the words have
been exhaustively listed in our dictionary.

Of a total of 31151 verses in the Bible, 30568
verses (98.13%) do not contain a single error
(whole verses segmented correctly).

Of course, segmentation accuracy does not
imply parsing accuracy, though wrong seg-
mentation necessarily implies a wrong parse.
Since we do not have a separate word segmen-
ter and segmentation is an output of the pars-
ing process, the high segmentation accuracy
does serve as a reflection of the quality of the
trees. There would be many more segmenta-
tion errors if the trees had many errors.

6 Use of the Treebank

The treebank has been used in the area of Bible
translation and Bible search. In Bible transla-
tion, the trees are aligned to the trees of the
original Hebrew and Greek texts”. By examin-
ing the correspondences between the Chinese
trees and the Hebrew/Greek trees, one is able
to measure how faithful each translation is to
the original. In Bible search, the trees makes it
possible to use more intelligent queries based
not only on words but on syntactic relations
between words as well.

An obvious use of the treebank is to train a

statistical parser. Though the domain speci-

% The Hebrew and Greek trees were also provided
by Asia Bible Society.
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ficity of the treebank makes it less likely to
build from it a good lexicalized statistical pars-
er that can be used in the general domain, we
can still extract a lot of non-lexical syntactic
information from it. It can fill many of the
gaps in the parsers that are built from other
treebanks which consist mainly of news ar-

ticles.

A special feature of this treebank is that it is
built from a number of parallel texts -- differ-
ent Chinese translations of the same verses.
By aligning the parallel trees (ideally through
the original Hebrew and Greek trees as pivots),
we can acquire a knowledge base of Chinese
synonyms and paraphrases. Presumably, the
different Chinese subtrees corresponding to the
same Hebrew/Greek subtree are supposed to
convey the same meaning. The words and
phrases covered by those subtrees therefore
represent Chinese expressions that are syn-
onymous. A knowledge base of this kind can
be a valuable addition to the lexical study of
Chinese.

7 Summary

We presented a Chinese treebank of parallel
The treebank is built
through dynamic treebanking where the trees

Bible translations.

are automatically generated by a Chinese pars-
The
trees can serve as a useful resource for differ-

er optimized for parsing Biblical texts.

ent language projects.
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Abstract

An approach to recognizing sentiment
polarity in Chinese reviews based on
topic sentiment sentences is presented.
Considering the features of Chinese re-
views, we firstly identify the topic of a
review using an n-gram matching ap-
proach. To extract candidate topic senti-
ment sentences, we compute the seman-
tic similarity between a given sentence
and the ascertained topic and meanwhile
determine whether the sentence is sub-
jective. A certain number of these sen-
tences are then selected as representa-
tives according to their semantic simi-
larity value with relation to the topic.
The average value of the representative
topic sentiment sentences is calculated
and taken as the sentiment polarity of a
review. Experiment results show that the
proposed method is feasible and can
achieve relatively high precision.

1 Introduction

Sentiment analysis, also known as “opinion min-
ing”, is the problem of analyzing the sentiment,
opinion or any other subjectivity of written texts.
With its potential applications to opinion search
engine, public opinion analysis, product promo-
tion, etc., sentiment analysis has been receiving
increasing interest in recent years.

What sentiment analysis processes are texts
with subjectivity which mainly describe the
writers’ (or on behalf of a group or an organiza-
tion) private thoughts, attitudes or opinions on
phenomena, persons, affairs and so on. Although
various kinds of writings such as narration and
exposition are possible to contain subjectivity,
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argumentation is the focus of sentiment analysis
on which researchers put much strength at
present. As a kind of argumentation and a typi-
cal and common subjective text, a review com-
ments on some specific phenomenon, person or
affair. Reviews, especially news reviews, have a
certain degree of influence on public opinion in
virtue of mass media. Domain-specific reviews
like automobile, hotel, movie reviews have po-
tential commercial value respectively. Therefore,
recognizing sentiment polarity (SP thereafter) in
reviews becomes necessary and practical.

Language is a hierarchical symbol system,
which allows sentiment analysis to be conducted
on different language levels. In general, most
current studies concerning sentiment analysis are
about determining the SP of words, phrases or
sentences. Only a fraction of them addressed
discourse level sentiment analysis. This paper,
aiming at recognizing the overall SP of Chinese
reviews, proposes a topic-sentiment-sentence
based approach to carry out a discourse level
sentiment analysis.

The remainder of this paper is organized as
follows. Related works are presented in section 2.
Section 3 is problem analysis and method de-
scription. Section 4 describes topic identification
and topic sentiment sentence extraction. Section
5 is about recognizing SP in Chinese reviews
using the extracted topic sentiment sentences.
Section 6 is the experiment results and section 7
is the conclusion.

2 Related Works

The SP determination can be generally
conducted on three language levels: the word
level, the sentence level and the discourse level.
The two main popular approaches, especially in
real-world applications, have been based on

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 144-150,
Beijing, August 2010



machine learning techniques and based on
semantic analysis techniques. Research aiming
at recognizing the overall SP of discourse is
represented by Turney (2002), Pang et al. (2002)
and Yi et al. (2003). Turney proposed an
unsupervised learning algorithm to classify the
sentiment orientation of reviews. The mutual
information difference between the given word
or phrase and the words “poor” and “excellent”
was calculated respectively to measure its
semantic orientation; then the average semantic
orientation of all the words in a given text was
regarded as the overall semantic orientation.
Pang et al. employed such classification models
as Naive Bayesian model, Maximum Entropy
model and Support Vector Machine model to
classify the semantic orientation of movie
reviews, in which the features of models selected
included unigrams, bigrams, parts of speech,
word position, feature frequency and feature
presence. Yi et al. firstly analyzed the
grammatical structure of sentences using NLP
techniques. The semantic orientation of a
sentence then is determined by referring to a
sentiment lexicon and a sentiment pattern
database. They applied the approach to
classifying the overall SP of document.

Other related works are concerning the senti-
ment analysis of sentences and words which un-
derlie recognizing the overall SP of a whole text.
Wiebe et al. (2000, 2004) proved that the subjec-
tivity of a sentence could be judged according to
the adjectives in it. Kim & Hovy (2004) and
Weibe & Riloff (2005) explored the classifica-
tion of subjective and objective sentences. Yu et
al. (2003) put forward an approach to extract
opinionated sentences in order to serve an auto-
matic question answering system. The extracted
sentences were classified and the SP of each was
determined. Hu & Liu (2004) took advantage of
WordNet to obtain sentiment words and their
orientations. The polarity of a sentence thus is
judged according to the dominant semantic
orientation of sentiment words.

For Chinese, Wang et al. (2005) proposed a
hybrid approach to recognize the semantic orien-
tations of sentences in reviews based on heuris-
tic rules and Bayesian classification technique.
Wang et al. (2007) applied a Multi-redundant-
labeled CRFs method on sentence sentiment
analysis. Experiments showed it solved ordinal
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regression problems effectively and obtained
global optimal result over multiple cascaded
subtasks. Meng et al. (2008) designed a recogni-
tion system of text valence based on key word
template in which they proposed template
matching arithmetic and text valence value
arithmetic for the calculation of the valence of
Chinese texts. Zheng et al. (2009) conducted a
research on sentiment analysis to Chinese travel-
er reviews by SVM algorithm.

3 Problem Analysis and Method De-
scription

3.1 Discourse Structure of Chinese Texts

The overall SP of a Chinese text is the sum of
the SP of all its component parts. However, the
importance of each component part in a given
text varies. This is because no matter which
writing style a text belongs to, it has a particular
discourse structure which determines the impor-
tance of the component parts.

Discourse structure is the organization and
constitution law of language units (greater than
sentence) within a discourse. It formally indi-
cates the hierarchy of discourse contents, seman-
tically guarantees the integrity of discourse con-
tents and logically reflects the coherence of dis-
course contents. In a word, discourse structure is
the unity of discourse form, discourse meaning
and discourse logic. A discourse consists of sev-
eral semantic parts. The central meaning of a
discourse is the aggregation of the central mean-
ing of its semantic parts in a certain logic way. A
semantic part is the set of paragraphs. It may be
composed of as small as only a paragraph or as
large as even a whole chapter. The basis for par-
titioning semantic parts depends on the writing
styles, i.e., narration, description, argumentation
and exposition. For argumentation, a typical ar-
gumentation may be divided into 4 parts as in-
troduction, viewpoint presentation, demonstra-
tion and conclusion. Recognizing semantic parts
has great significance in understanding the cen-
tral idea of a text.

3.2 Features of Chinese Reviews

Chinese reviews are a kind of argumentation.
According to what is reviewed, they can be ca-
tegorized into finance reviews (e.g., stock re-
view), literature reviews (e.g., book review),



product reviews (e.g., automobile review), cur-
rent affairs reviews (e.g., news review), etc.
Generally speaking, Chinese reviews bear the
following features.

Firstly, the topic of a Chinese review is expli-
cit. A Chinese review always comments on some
specific phenomenon, person or affair. The ob-
ject it deals with is very explicit.

Secondly, a Chinese review has generally on-
ly one topic. Thus, in a Chinese review, the re-
viewer always explicitly expresses his/her opi-
nion towards the topic. The sentiment of the dis-
cussed topic is rather explicit. Some Chinese
reviews may discuss subtopics and correspond-
ing opinions on each subtopic may be shown.
But it will not change or influence the reviewer’s
basic sentiment on the topic.

Thirdly, the topic of a Chinese review is
closely related to its title. Chinese Reviews often
use concise expressions in titles to show clearly
the topics or the themes. Therefore, the topic of
a review can generally be found in its title.

Fourthly, Chinese reviews have fixed expres-
sion patterns. A typical Chinese review consists
of 4 semantic parts as is mentioned above. The
reviewer’s sentiment expressions towards the
topic generally appears in the “viewpoint presen-
tation” and “conclusion” part.

To prove the correctness of our knowledge of
Chinese reviews, we conducted a survey on 560
Chinese reviews which were collected from
newspapers and the Internet. The manually ex-
amined results, which are showed as follows,
verify the above mentioned 4 features of Chi-
nese reviews.

Table 1 A Survey on Features of Chinese Reviews

Features Percent

Explicit Topic 100

One Topic 100
Title Reflects Topic 99.64
I-D-C' 40.17

Discourse 1-V-D-C 33.9
Structure 1I-V-D 18.75
others 7.18

1 . . .
“I” stands for introduction, “D” for demonstration, “C” for
conclusion and “V” for viewpoint presentation.
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3.3 Topic Sentiment Sentence

According to the above analysis, the SP of a
Chinese review is manifested by a certain ex-
pression pattern through several semantic parts,
and its overall SP is generally expressed in the
“viewpoint presentation” and “conclusion” part.
Thus a straightforward idea to obtain the SP of a
Chinese review is to: (1) partition the review
into several semantic parts; (2) distinguish the
viewpoint presentation part and the conclusion
part; (3) analyze only the sentiment of the view-
point presentation part and the conclusion part
and take the result as the overall SP of the re-
view. Intuitively, this seemingly simple method
can achieve very good result.

However, to perform an automatic discourse
structure analysis itself is actually a hard task
and will lose precision during the processing; to
distinguish different semantic parts by means of
language cues without a discourse structure
analysis can only solve some instead of all prob-
lems. Therefore, we introduce the concept of
topic sentiment sentence.

A topic sentiment sentence is defined as a sen-
tence bearing both the topic concept and senti-
ment towards that topic. The topic sentiment
sentences in a Chinese review are the intersec-
tion of the topic sentences and sentiment sen-
tences in it. Topic sentiment sentences are repre-
sentative for sentiment analysis because, firstly,
they are homogeneous in topic. And more im-
portantly, the sentiment bearing in these sen-
tences refer to the same topic. This makes sen-
timent in each sentence computable. Earlier
works like Turney (2002) or Pang et al (2002)
don’t take into account the topic and the senti-
ment relating to that topic together as a whole,
thus makes the result less reliable in that the sen-
timent words and phrases processed are not ho-
mogeneous in topic. Secondly, the degree of se-
mantic similarity between topic sentiment sen-
tences and the topic of the review reflects a po-
tential relatedness between the topic sentiment
sentences and their corresponding semantic parts.
The more a topic sentiment sentence is similar in
meaning to the topic, the more likely it appears
in the viewpoint presentation part or conclusion
part. This is just the reason we avoid an analysis
of discourse structure of a review. We also try to
avoid an automatic partition of semantic parts of
a review since the topic sentiment sentences



themselves potentially point out the correspond-
ing semantic parts they belong to. Thirdly, the
distribution of the topic sentiment sentences,
including density and extensity, reflects more or
less the writer’s intensity of attitude toward what
is being discussed and can help with detailed
sentiment analysis.

To summarize, with topic sentiment sentences,
we can compute the SP of a Chinese review in a
more simple and effective way without an auto-
matic discourse structure analysis. Moreover, we
can obtain a “shallow” structure since topic sen-
timent sentences potentially reflect the discourse
structure of Chinese reviews.

3.4 Method

We thus propose a new method to recognize the
sentiment polarity of Chinese reviews using top-
ic sentiment sentences. It is described as follows.
(1) Identify the topic of a review using an n-
gram matching approach. (2) Extract candidate
topic sentiment sentences, compute the semantic
similarity between a given sentence and the as-
certained topic and meanwhile determine wheth-
er the sentence is subjective. (3) A certain num-
ber of these sentences are selected as representa-
tives according to their semantic similarity value
with relation to the topic. The average value of
the representative topic sentiment sentences is
calculated and taken as the sentiment polarity of
areview.

Experiment results show that the proposed
method is feasible and can achieve relatively
high precision.

4 Topic Identification and Topic Sen-
timent Sentence Extraction

4.1 Topic Identification of Chinese Reviews

The topic of a Chinese review is presented as a
set of strings T={Wn;, Wn,, ..., Wn;}, in which
‘Whn; refers to a word or several continuous words
and n indicates the number of words in a Wn;.
The evaluation of whether any candidate Wn;
belongs to T depends on its position and fre-
quency. Wn;’s position reflects its distribution
degree D(Wn;): the more extensive Wn; distri-
butes in a review, the more likely it relates to the
topic. Wn;’s frequency reflects its importance
degree I(Wn;): the more times Wn; appears in a
review, the more likely it relates to the topic.

Thus the degree of Wn; belongs to T is defined
as membership degree C(Wn;) and is measured
by the formula:

C(Wny)=a- D(Wn;) +p- I(Wn,) @)

In (1), D(Wn;) is determined by the number of
paragraphs in which D(Wn;) appears and the
total number of paragraphs of a text, I(Wn) is
the binary logarithm of the frequency of Wn; in a
text, o and S are the weighted coefficients to ad-
just the weights of D(Wn;) and I(Wn;).

In order to quickly obtain T, an n-gram
matching based approach is applied according to
the following algorithm.

(1) Strings separated by punctuations in the
title and the main text are segmented and then
stored respectively in queue T, and B.

(2) For n=1 to m (1 <m< the maximum
length of T,), take out a Wn; from T, successive-
ly and search it in By. If there is a Wn; in B,
then insert it into the index table G={Wn;, posi-
tion, frequency}. When n=1, which means there
is only one word in Wn;, Wn; should be a con-
tent word.

(3) Calculate the value of C(Wn;) for every
Wn; and add Wn; to T if its C(Wn;) is greater
than the threshold L.. In this paper, we choose
0=0.25, p=1, and L.=0.8 according to our expe-
rience and experiment results.

4.2 The Extraction of Topic Sentiment Sen-

tences

Topic sentiment sentences are essential in the
analysis of the SP of reviews. Sentiment analysis
based on topic sentiment sentences excludes un-
related sentiment and makes “homogeneous”
sentiment computable. Topic sentiment sen-
tences are extracted by 2 steps.

(1) Extract topic sentences from a review.
Given a definite T, to extract topic sentences is
actually the computing of semantic similarity of
candidate sentences and the topic T. Factors that
influence the similarity degree are the amount of
identical words and strings, the length of iden-
tical words and strings, the position of a candi-
date sentence, semantic similarity of non-
identical words.

The amount of identical words and strings.
The more identical words or strings a candidate
sentence has with T, the more likely they are
similar in topic.
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The length of identical words and strings.
The longer an identical string (counted by word)
shared by a candidate sentence and T, the more
likely they are similar in topic.

The position of a candidate sentence. We
hold that sentences in a paragraph are not in the
same importance. As is the general common
knowledge, the beginning and ending sentence
in a paragraph are often more important than
other sentences and thus receive more weights.

We use HowNet, a Chinese ontology, to com-
pute the semantic similarity and assign each
candidate sentence a value of similarity. If the
similarity value of a sentence is greater than the
threshold Ls, it is taken as a topic sentence.

(2) Extract sentiment sentences from topic
sentences. We use a precompiled sentiment lex-
icon to roughly judge whether a sentence ex-
presses sentiment or not.

Through the above procedures, the topic sen-
timent sentences in a Chinese review, each with
a value indicating the distance in similarity with
the topic, are extracted and arranged into order
by value. We call them the set of candidate topic
sentiment sentences.

5 Recognizing the Sentiment Polarity
Based on Topic Sentiment Sentences

Based on section 3.3, in Chinese reviews, the
higher similarity degree a topic sentiment sen-
tence gets, the more likely it is a key sentence
expressing the writers’ basic sentiment orienta-
tion. But meanwhile, to avoid excessively rely-
ing on too few candidate topic sentiment sen-
tences, more sentences are required to be ana-
lyzed to assure precision. Therefore, the number
of sentences selected from the set of candidate
topic sentiment sentences for final sentiment
analysis is quite a question worth careful consid-
eration.

Different Chinese reviews have different
numbers of topic sentiment sentences. How
many topic sentiment sentences a review has is
determined by various factors. We find out, after
an investigation of 560 Chinese reviews, that
generally a Chinese review has not more than 7
topic sentiment sentences and the average num-
ber of that is about 4. Besides, long reviews tend
to have rather more topic sentiment sentence.
Thus we define that for any review the number

148

of topic sentiment sentences which are needed to
be analyzed as:

N(tss)=4=+y 2)

v in the above formula is an adjustable para-
meter which is determined by the ratio of the
length of the analyzing review and the average
length of a set of reference reviews.

N(tss) topic sentiment sentences with most
weights are drawn from the set of candidate top-
ic sentiment sentences and then are computed by
a sentence-level sentiment analyzer. The average
score of them is taken as O(r), i.e. the overall SP
of areview.

N (tss)

Z SP(tss;) 3)

o= N(tss) ‘=

We use a semantic approach in the sentence-
level sentiment analyzer. For each sentence, a
Chinese dependency parser is used to distinguish
the dependency relations between language units,
especially the probable relations between the
topic words and the sentiment expressions, and
the relations between the sentiment expressions
and their modifiers. Making use of the syntactic
information, the sentiment of a sentence is de-
termined mainly by the sentiment expressions in
it according to a precompiled sentiment lexicon.
Meanwhile, the following factors are considered.

Negatives. Negatives inverse the sentiment of
a sentence.

Connectors. Some connectors strengthen the
original sentiment while others inverse the origi-
nal sentiment.

Intensifiers. Intensifiers make the original
sentiment more forcefully.

Discourse makers. In linguistics, a discourse
marker is a word or phrase that is relatively syn-
tax-independent and does not change the mean-
ing of the sentence. However, discourse marker
itself has certain semantic orientation: some of
them are positive, some are negative and others
are neutral. Thus discourse marker help recog-
nize the SP in a sentence.

Punctuations. We pay special attention to
question mark and exclamatory mark, especially
when there is a negative in a question sentence.



6 Experiments and Results

6.1 Data

The data used in the experiment are Chinese cur-
rent affairs reviews. They are originally col-
lected from the web-
site  http://opinion.people.com.cn/ and then
cleansed and stored as text. 400 texts are ran-
domly selected from the reviews set. 3 annota-
tors are trained and then instructed to annotate
the topic sentiment sentences and judge the SP
the 400 reviews individually. The following ta-
ble shows the general information of the annota-
tion result.

Table 2 General Information of the Annotation

Results
Pos. Neg. | Other
Annotator texts texts texts
1 87 302 11
93 298 9

Finally we get 370 texts (86 positive and 284
negative) totally agreed by the 3 annotators. We
use them as the test reviews.

6.2 Resources

In order to perform an SP analysis, the following
resources are required to use.

Sentiment Lexicon. We manually build up
the sentiment lexicon. The words and phrases in
the lexicon are mainly from three dictionaries:
Positive Word Dictionary, Negative Word Dic-
tionary and A Student’s Positive and Negative
Word Dictionary. We also get some words from
HowNet Sentiment Dictionary and NTUSD. For
each word or phrase, we give its part of speech,
positive value and negative value. The positive
and negative values of words and phrases are
manually assigned by annotators according to
human intuition.

Other lexicons. We collect as many negatives,
connectors, intensifiers and discourse markers as
we can and make them into different lexicons.

HowNet. As a Chinese ontology, HowNet is
used to compute the semantic similarity of
words.

LTP. LTP (Language Technology Platform
developed by HIT) is a package of tools to
process Chinese text, with a Chinese dependen-
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cy parser in it. We use the dependency parser to
perform a syntactic analysis of sentences.

CUCSeg. CUCSeg is a Chinese pos tagger.
We use it to segment Chinese words.

6.3 Results of the Extraction of Topic Sen-

timent Sentences Experiment

The extraction of topic sentiment sentences is a
vital task in this research. Annotators judge in
the test reviews which sentences are topic senti-
ment sentences firstly and method described in
4.2 is applied and the result of which is eva-
luated. We adopt the commonly used precision,
recall and F-measure to measure the result. It
shows as follows.

Table 3 Result of the Extraction of topic Senti-
ment Sentences

Threshold | Precision | Recall | F,
L=0.64 89.9 82.3 | 86.1
L=0.55 86.1 90.6 | 88.3
L=0.37 77.8 98.4 | 88.1

The above result shows we get a rather high
precision and recall when Lg=0.55.

6.4 Results of Recognizing the SP of Chi-

nese Reviews Experiment

We use precision to measure the result. Compar-
ison is made among Turney’s method (2002),
Pang’s SVM method (2002) and our method.

Table 4 Result of the SP of Chinese reviews

Method Precision
Turney’s 74.39
Pang’s SVM 82.9
Ours 86.8

Compared to reports in earlier works, our ap-
proach achieves a relatively high precision.

We reexamine the 49 texts which are judged
wrong, together with the 4 extracted representa-
tive topic sentiment sentences of each text. Error
analysis shows that about 35% of errors are
made by the topic identification step, about 49%
of errors are made by the sentence-level senti-
ment analysis, about 4% of errors are made due
to the faultiness of the sentiment lexicon. And
the causes of other errors are to be explored.



7 Conclusion

We have presented a topic sentiment sentence-
based approach to explore the overall sentiment
polarity of Chinese reviews. Considering the
features of Chinese reviews, we identify the top-
ic of a review using an n-gram approach. To ex-
tract topic sentiment sentences, we compute the
semantic similarity of a candidate sentence and
the ascertained topic and meanwhile determine
whether the sentence is subjective. A certain
number of these sentences are selected as repre-
sentatives according to their semantic similarity
value with relation to the topic. The average val-
ue of the representative topic sentiment sen-
tences is calculated and taken as the sentiment
polarity of a review.

Error analysis indicates that to enhance the
identification of topic, to build up a better sen-
tence-level sentiment analyzer and to compile a
better sentiment lexicon will help improve the
final result.
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Abstract

In recent years, more and more CJK
(Chinese, Japanese, and Korean) web
pages appear in the Internet. The infor-
mation in the CJK web page also be-
comes more and more important. Web
crawler is a kind of tool to retrieve web
pages. Previous researches focused on
English web crawlers and the web
crawler is always optimized for English
web pages. We found that the perform-
ance of the web crawler is worse in re-
trieving CJK web pages. We tried to en-
hance the performance of the CJK
crawler by analyzing the web link struc-
ture, anchor text, and host name on the
hyperlink and changing the crawling al-
gorithm. We distinguish the top-level
domain name and the language of the
anchor text on hyperlinks. The method
that distinguishes the language of the an-
chor text on hyperlinks is not used on
CJK language specific crawler by other
researches. Control experiment is used in
this research. According to the experi-
mental results, when the target crawling
language is Japanese, the 87% of the
crawled web pages are Japanese web
pages and improves the efficiency about
0.24% compares to the baseline results.
When the target crawling language is
Chinese, the 88% of the crawled web
pages are Chinese web pages and im-
proves the efficiency about 0.07% com-
pares to the baseline results. When the
target crawling language is Korean, the
71% of the crawled web pages are Ko-
rean web pages and improves the effi-
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ciency about 10% compares to the
baseline results.

1 Introduction

The growth of web pages in the internet
becomes rapidly in recent years. How to
efficiently collect web pages and how to gather
more language or topic relative web pages
become important. Focused crawling is a kind of
method that collects topic specific web pages.
(Chakrabarti et al., 1999) Intelligent crawling
that can self-learning and predicating makes the
focus crawling more efficient. (Chara et al,
2001) Mining for patterns and relations over
text, structures, and links is an interesting
research. (Neel et al, 2001) In the past few
years, the researches are focused on the topic
specific focused crawling and optimized the
performance of focus crawler for crawling
English web pages. Web pages are not only
described in English but also in other languages.
Our research will be emphasized on the study of
language specific focused crawler and how to
optimize the crawler for specific language (For
example: Chinese, Japanese, and Korean).

Huge amounts of hyperlinks on the CJK web
pages link to English web pages. But the hyper-
links on the English web pages almost don’t link
to the CJK web pages. If we deeply crawl the
web pages from CJK seed sets, finally we will
gather many English web pages. In this kind of
situation, the efficiency of the CJK focus crawler
is very worse.

Our research method is that the first we ex-
tract the domain name from the hyperlink URL
and then determine the top-level domain. For
example, if we try to focus crawl the Japanese
web pages and the top-level domain in the hy-
perlink URLs is .jp, this focus crawler will
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queue these URLs for the next crawling. If the
top-level domain in the hyperlink URLs is not
.jp, we will distinguish the language of the an-
chor text of the hyperlink. If the language of the
anchor text is Japanese, we also queue these
URLSs for the next crawling. Otherwise, we drop
the URLs.

This research uses the Nutch as the crawler
and uses the Hadoop as the storage. Because of
the web pages is enormous, Hadoop is a very
efficient tool that can store and process vast
amounts of data. We choose the URLs on the
DMOZ as the seeds set and extract the URLs by
the top-level domain name .cn, .tw, .jp, .kr,
.com, .net. After extracting the URLs, we sort
these URLs by language (Chinese, Japanese, and
Korean). We use these sorted URLSs as the seeds
set for crawling by Nutch.

The experiment method in our research is
control experiment. We divided our experiment
to two groups. One is control group and the
other one is experimental group. The crawling
methods of the control group use the default
crawling algorithm in Nutch. The crawling
methods of the experimental group use the modi-
fied crawling rules provided by us. After crawl-
ing by both control group and experimental
group, we compare the crawled web pages be-
tween baseline results and experimental results.
Finally, the results show that we can improve the
crawling efficiency by using our modified
method.

2 Related Researches

2.1 Web data collection of specific topic

The research of focus crawler is applied in the
medical information science. (Thanh et al., 2005)
Their research mentions that there are
relationships between the hyperlink URLs and
the 50 words before and after hyperlinks with
the contents in the crawling target pages. And
they also mention that if the URL filters are
applied in the breadth-first crawling, The
crawled results will be better then without URL
filters.

2.2 Collection methods of specific language

web pages

Tamura (2006) introduces the research of spe-
cific language web pages focus crawler. Their

152

research is focused on the collection of Thai lan-
guage web pages. When crawling, the link selec-
tion methods of their research are descript as
below:

1.  When the authors collect web page j on
web server i, they distinguish the lan-
guage of web page j.

2. If the language of the web page j is Thai,
Nr(i) increases 1. (Nr(i) is Thai language
web page counts of web server 1)

3. Na(i) increases 1. (Na(i) is collected
page counts of web server i)

4.  Extract the hyperlinks in the web page j.

5. Drop the hyperlink that top-level domain
is not Thai.

6. Drop the
crawled.

7. If the language of web page j is Thai,
queue the remained hyperlinks to high
priority.

8.  If the language of web page j is not Thai,
queue the remained hyperlinks to low
priority.

hyperlink that has been

The research data set is collected from famous
portal web pages in Thailand from July to Au-
gust in 2004. They download 18,344,217 HTML
pages from 574,111 servers, and use this data set
for simulating their selective collection method.
The estimation methods are as below:

*  Server-based filtering, aggressive: No
limits when the crawler chooses the new
web server.

*  Server-based filtering, conservative: On-
ly Thai servers when the crawler chooses
the new web server.

U Directory-based filtering, conservative:
Only Thai directory when the crawler
chooses the directory on the server.

* Hard focused: Drop all the hyperlinks
when the web page is not Thai language.

*  Soft focused: If the web page is Thai
language, queue the hyperlinks with high
priority. If the web page is no Thai lan-
guage, queue the hyperlinks with low

priority.
*  BFS: Breath-first search.
e Perfect: First, the crawler uses the

breath-first search. When the crawler



found a hyperlink, which is Thai, web
page, the crawler start to follow this Thai
hyperlink and crawl the web pages from
this URL.

The result of the estimation method “Perfect”
is obvious. While crawling, when the total
amount of crawled web pages increase, the cu-
mulative Thai web page ratio increase smoothly
from 92% to 99%.

2.3 Seeds set generation method for web
crawler

HITS algorithm is used to generate crawler seeds
set. (Shervin et al., 2003) Their research consid-
ered that it’s better to crawl the most important
web pages on the resource limited internet. They
use the collected web pages to draw a web graph
and perform the HITS algorithm to generate
seeds set for crawler.

2.4 Focus crawling for dark web forums

Dark web forum is a kind of forum that the con-
tents are associated with cybercrime, hate, and
extremism. Fu (2010) developed a focus crawler
for crawling dark web forums by using lan-
guage-independent features, including URL to-
kens, anchor text, and level features. They also
use forum software-specific traversal strategies
and wrappers to support incremental crawling.
Their system maintains up-to-date collections of
109 forums in multiple languages. Their focus
crawler gathers contents from three regions,
which are U.S. domestic supremacist, Middle
Eastern extremist, and Latin groups. Their hu-
man-assisted accessibility mechanism can access
identified forums with a success rate of over
90%.

2.5 The differences between previous stud-
ies
The previous researches almost focus on the
English web page crawlers or the topic specific
crawlers. There are few researches about the
CJK language specific focus crawlers. The
method that judges the top-level domain name of
the URLs on hyperlinks has been studied on
crawling Thai web pages. And the crawling
method of judgment the language of an anchor
text on the hyperlink has not studied by other
researchers. We consider that if we combine the
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top-level domain name judgment method and
anchor text language distinguish method, we will
enhance the efficiency more on crawling CJK
web pages. So, we use this combined method to
enhance the performance of CJK language spe-
cific focus crawler.

3 Methods

The probability is very high that hyperlinks on
the CJK web pages link to English web pages.
And the probability is very low that hyperlinks
on the English web pages link to CJK web pages.
If we crawl the web pages deeply from CJK seed
sets, finally we will gather huge amounts of Eng-
lish web pages.

We implement the control experiment to re-
solve the problems that mentioned above. We
split our research to 5 steps and show the process
in the Figure 1.

Before crawling, a seeds set is very important
for the crawler. DMOZ (http://www.dmoz.org)
is the biggest web directory service in the world.
We use the URLs in the DMOZ as the seeds set.
Our URLs extraction method shows as follow.

Seeds Set Collection

v

URLSs Extraction

v

URLSs Sorting

]
h 72 L 4

Control Group

| I
v

Experimental Group

Compare the Results

Figure 1. Research Process

. Download the XML formatted web di-
rectory data from DMOZ homepage on
October 26" 2009.

. Extract URLs form XML formatted web
directory data.

e Sort the URLs by top-level domain.
(.cn, .tw, .jp, .kr, .com, .net, etc...)




U Choose the .cn, .tw, .jp, .kr, .com, .net
top-level domains for language distin-
guish.

*  Use the Perl Lingua::LanguageGuesser
which produced by Nakagawa Labora-
tory of Tokyo University to distinguish
the language (Chinese, Japanese, and
Korean) of each web pages in the sorted
URLs. Perl Lingua::LanguageGuesser is
a language distinguisher that is based on
N-Gram text categorization. (William et
al., 1994)

*  Use these sorted seeds sets and perform
crawling by using Nutch.

We implement our research by separating into
two groups, control group and experimental
group. The control group follows the default
crawling rules supported by Nutch. And we
change the crawling rules in experimental group
by importing a URLs queuing replacement plug-
in into Nutch. We will explain the modified
URLs queuing rules by using the Chinese web
pages collection procedures.

*  Ifthe top-level domain in the URL is .cn,
store this URL to the queue. The reason
is that it is high probability that the web
page with .cn domain name is a Chinese
web page.

e If the top-level domain in the URL is
not .cn, distinguish the language of the
anchor text on the hyperlink. Then, if the
anchor text is Chinese, store the URL to
the queue. The reason is that it is high
probability that the web page which hy-
perlink with Chinese anchor text links to
is a Chinese a web page.

*  Drop the URLs from queue when other
situations.

At the final stage, calculates the percentage of
each language and compares the results between
baseline results and experimental results.

4 Results

URLs extracted from DMOZ that with .com
domain is 1,964,053, .net domain is 182,595, .jp
domain is 130,125, .cn domain is 14,769, .tw
domain is 10,259, .kr domain is 4,910. Figure 2
shows the percentage of each domain.
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other;
" I{/
/ v edu; 2%
Y ip; 3%
com; it; 3%
43% net; 4%
uk; 5%
de; 8%
org; 9%
Figure 2. Distribution of DMOZ top-level do-
mains

CJK web page counts in each top-level do-
main (.com and .net, .cn, .tw, .jp, .kr) are shown
in Table 1. We extract 43,216 Chinese URLs,
175,666 Japanese URLs, and 5,252 Korean
URLs. We randomly pick 1,000 URLs for each
language from these CJK URLs and start to
crawl by using these URLSs as seeds sets.

We write two functions into URLs queuing
replacement plug-in on Nutch. One is html text
language distinguisher, and the other one is web
page counter. We use the same language distin-
guisher that supported by Nakagawa Laboratory
of Tokyo University with seeds set extraction
stage.

Domain CN JP KR
com&net 24,851 56,256 1,975
cn 11,937 40 1
tw 6,220 573 16
ip 147 118,729 14
kr 61 68 3,246
Total 43216 175,666 5,252

Table 1. CJK web page counts from each top-
level domain

Figure 3 shows the crawling process of this
research. The original Nutch crawl process is
that crawl the web pages from seeds set, parse
the html text, extract the URLs from hyperlinks,
store the URLs to the queue, and implement the
breadth-first crawling. In order to recording the
language of URLs, after parsing the html text,
we add a Nutch plug-in to judges the language of
the html text. Then write the URL of this web
page to a language specific file (Chinese, Japa-
nese, Korean, Other) for counting. And then ex-
tract all the hyperlinks and store the URLs to the



queue. Control group implements the process
described above.

HTML Text
\ 4
SR
Language URL Counter
Judgment

URL, Anchor
Text Extraction

URL Queue

.................................................................
-----

URL Queue

Hyperlink Judgment
(Target Language?)

Anchor Text
Judgment
(Target Language?)

URL Queue

Drop URL .
................................. Experimental Group Only -

Figure 3. Crawling process

Experimental group also implements the
process of control group. After the control group
process, we add top-level domain judgment on
hyperlinks. When we are focusing on crawling
Chinese web pages, and if the top-level domain
on hyperlinks is .cn, we store the URL of this
hyperlink to the queue. If the top-level domain
on hyperlinks is not .cn, we check the anchor
text of the hyperlink. If the language of the an-
chor is Chinese, we also store the URL of this
hyperlink to the queue. Otherwise, drop the
URLSs from queue. We don’t prioritize the URLs
in queue in this research. In order to not crawl-
ing the web pages that are not Chinese, we de-
cide to drop these URLs that may not be Chinese
web pages.

We pick a Chinese web page as the crawling
example for experimental group. The crawler
chooses a URL “http://www.bsc.org.cn/” in the
sorted DOMZ seed sets. First, we parse the
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HTML text of this URL and extract the
hyperlinks and anchor text from HTML text. We
get a part of the hyperlink and anchor text shown
in Table 2.

Anchor text Hyperlinks
o [ B2 R R Ph2s http://www.cast.org.cn
i E R B2 http://www.ibp.ac.cn
BB P
IUPAB http://www.iupab.org
Asian  Biophysics http://www.aba-bp.com
Association
E[EH Y24 http://www.biophysics.org

Protein and Cell http://www.protein-

cell.org

Table 2. A part of anchor text and hyperlinks
extracted from “http://www.bsc.org.cn/”

Second, according to the URL queuing rules
mentioned above, we show a part of matched
hyperlinks and anchor text shown in Table 3.

Anchor . Page
- Hyperlinks ~ Matched e
i [E Rl 2% http://www.ca Yes CHS
H A4S  storgcen
d [ Rl 22 http://www.ib Yes CHS
5 2= 44 pac.en
BB
IUPAB http://www.iu No ENG
pab.org
Asian http://www.ab No ENG
Biophys-  a-bp.com
ics Asso-
ciation
EE A4 http:// www.bi No ENG
YPi244s ophysics.org
Protein http://www.pr No ENG
and Cell otein-cell.org

Table 3. A part of matched hyperlinks by using
experimental group queuing rules from
“http://www .bsc.org.cn/”

Finally, we use these matched hyperlinks as
the URLSs for next crawling loop.

The web page crawled results of control group
and experimental group from Feb. 5™ to Feb.
12" 2010 show in Table 4. Because of the longer



processing time of language distinguish in ex-
perimental group, the total crawl results of ex-

perimental results are fewer then baseline results.

Chinese | Japanese | Korean Other Total
KR-C: 12,523 1,926/ 80,049 36,273 130,771
KR-E 1,757, 380 11,328 2,386 15,851
JP-C 6,555 66,235 108 2,838 75,736
JP-E 1,179, 11,890 24 465 13,558
CN-C 112,924 2,468] 1.052] 11,321 127,765
CN-E 10,078 202 99 1,015 11,394
Table 4. The crawled web pages for each lan-

guage

When the crawling target language is Korean,
the language percentage of gathered web pages
in baseline results shows as Figure 4. Total
130,771 web pages are crawled and 61.21% are
Korean web pages.

Chinese;
9.58%

Japanese
; 1.47%

Figure 4. Language distribution of Korean
baseline results

Chinese;

11.08%
Japanese

L 2.40%

Figure 5. Language distribution of Korean ex-
perimental results

When the crawling target language is Korean,
the language percentage of gathered web pages
in experimental results shows as Figure 5. Total

* KR(Korean) ~ JP(Japanese) - CN(Chinese) - C(Baseline Re-
sults) ~ E(Experimental Results)

15,851 web pages are crawled and 71.47% are
Korean web pages.

According to the crawled results in Figure 4
and Figure 5, our methods can improve about
10% efficiency in crawling Korean web pages.

When the crawling target language is Japa-
nese, the language percentage of gathered web
pages in baseline results shows as Figure 6. To-
tal 75,736 web pages are crawled and 87.46%
are Japanese web pages.

Other;
Korean; 3_

0.14%

Chinese;
8.65%

Japanese
; 87.46%

Figure 6. Language distribution of Japanese
baseline results

When the crawling target language is Japa-
nese, the language percentage of gathered web
pages in experimental results shows as Figure 7.
Total 13,558 web pages are crawled and 87.70%
are Japanese web pages.

Chinese;
8.70%

0.18%

Japanese
; 87.70%

Figure 7. Language distribution of Japanese ex-
perimental results

According to the crawled results in Figure 6
and Figure 7, our methods can improve about
0.24% efficiency in crawling Japanese web pag-
es.
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When the crawling target language is Chinese,
the language percentage of gathered web pages
in baseline results shows as Figure 8. Total
127,765 web pages are crawled and 88.38% are
Japanese web pages.

Other;
8.86%

Korean;
0.83%

Japanese __—
; 1.93%

Figure 8. Language distribution of Chinese
baseline results

When the crawling target language is Chinese,
the language percentage of gathered web pages
in experimental results shows as Figure 9. Total
11,394 web pages are crawled and 88.45% are
Japanese web pages.

Other;
8.91%

Korean;
0.87%

Japanese
; L.77%

Figure 9. Language distribution of Chinese ex-
perimental results

According to the crawled results in Figure 8
and Figure 9, our methods can improve about

0.07% efficiency in crawling Chinese web pages.

The experimental results show that the effi-
ciency improvement of Korean crawling is very
obvious. The efficiency improvement of Chinese
and Japanese are lower then 1%, actually the
improvement is unobvious. We picked some
URLSs from crawling log to analyze why the im-
provement of Korean language specific crawler
is obvious. We found that many Korean web
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pages content multi-language links on the main
page, such as English, Chinese, Japanese, etc....
It is high probability that the hyperlinks on the
Korean web pages link to web pages which are
other languages. The languages of anchor text on
Chinese or Japanese web pages are always Chi-
nese or Japanese. So following our modified
crawling rules, the crawled Korean web pages
increase conspicuously and the crawled Chinese
or Japanese web pages increase unobvious.

5 Conclusions

The purpose of this research is to enlarge the
crawling amounts of language specific crawler.
We propose language judgment on anchor text
method to enhance the efficiency of the focus
crawler. And combine the method which is dis-
tinguish the top-level domain name of URLs on
hyperlinks to implement a control experiment in
this research.

This research also proposes language specific
focus crawler by importing a plug-in into Nutch
and crawling the web pages with a modified al-
gorithm. This method can easily program, install,
and implement modified crawling rules by using
plug-in on Nutch.

According to the comparison of control group
and experimental group, the efficiency im-
provement is obvious on Korean focus crawler.
And the efficiency improvement is unobvious on
Chinese and Japanese focus crawler. It is be-
cause many hyperlinks on the Korean web pages
link to web pages that are other languages. So
that the improvement of Korean web pages
crawling is obvious.

Perl language guesser is implemented by us-
ing JAVA external call. If we can use the JAVA
language guesser, the crawling speed will be
improved.

The append function of Hadoop is defective.
Only new file can be appended, data can’t ap-
pend to existing file in Hadoop. In order to
counting the crawled URLs, immediately append
the URLs list to a log file in Hadoop is impossi-
ble. So Perl script called by JAVA external call
is used to replace the flawed append function in
Hadoop. But this kind of method occurs a lot of
“Out of memory” and “IOExpection” errors in
JAVA. These errors slow down the gather speed
of web pages. If the append function in Hadoop



is flawless, the collection speed of web pages
will be boosted.

According to the crawled results in experi-
mental group, the percentage of crawled Chinese
web pages by Chinese focus crawler is 88%. The
percentage of crawled Japanese web pages by
Japanese focus crawler is 87%. The percentage
of crawled Korean web pages by Korean focus
crawler is 71%. We will increase the efficiency
of language specific crawler more in the future
work.

This research uses DMOZ as the seed sets.
We extract CJK URLs from DMOZ data. Actu-
ally, the percentage of CJK URLs in DMOZ data
is very low. We will try to use the famous CJK
portal web sites as the seed sets in the future
work.
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Abstract

Opinion Mining aims to automatically acquire
useful opinioned information and knowledge
in subjective texts. Research of Chinese Opin-
ioned Mining requires the support of annotated
corpus for Chinese opinioned-subjective texts.
To facilitate the work of corpus annotators,
this paper implements an active learning based
annotation tool for Chinese opinioned ele-
ments which can identify topic, sentiment, and
opinion holder in a sentence automatically.

1 Introduction

Opinion Mining is a novel and important re-
search topic, aiming to automatically acquire
useful opinioned information and knowledge in
subjective texts (Liu et al, 2008). This technique
has wide and many real world applications, such
as e-commerce, business intelligence, informa-
tion monitoring, public opinion poll, e-learning,
newspaper and publication compilation, and
business management. For instance, a typical
opinion mining system produces statistical re-
sults from online product reviews, which can be
used by potential customers when deciding
which model to choose, by manufacturers to find
out the possible areas of improvement, and by
dealers for sales plan evaluation (Yao et al,
2008).

According to Kim and Hovy (2004), an opin-
ion is composed of four parts, namely, topic,
holder, sentiment, and claim, in which the holder
expresses the claim including positive or nega-
tive sentiment towards the topic. For example, in
the sentence [ like this car, I is the holder, like is
the positive sentiment, car is the topic, and the
whole sentence is the claim.

Research on Chinese opinion mining technol-
ogy requires the support of annotated corpus for
Chinese opinioned-subjective text. Since the cor-
pus includes deep level information related to
word segmentation, part-of-speech, syntax, se-
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mantics, opinioned elements, and some other
information, the finished annotation is very com-
plicated. Hence, it is necessary to develop an
automatic tool to facilitate the work of annotators
so that the efficiency and accuracy of annotation
can be improved.

When developing the automatic annotation tool,
we find it is most difficult for the tool to annotate
opinioned elements automatically. Because
unlike other elements such as part-of-speech, and
dependency relationship that needed to be anno-
tated in the corpus, there is no available tool that
can identify opinioned elements automatically.
Special classifiers should be constructed to solve
this problem.

In traditional supervised learning tasks, train-
ing process consumes all the available annotated
training instances, so a classifier with high classi-
fication accuracy might be constructed. When
training a classifier for opinioned elements, it is
very expensive and time-consuming to get anno-
tated instances. On the other hand, unannotated
instances are abundant in this case, because all
the texts in the corpus can be regarded as unan-
notated instances before being annotated. This
scenario is very appropriate for active learning
application. An active learning algorithm picks
up the instances which will improve the per-
formance of the classifier to the largest extent
into the training set, and often produce classifier
with higher accuracy using less training instances.

Active learning algorithm is featured with
smaller training set size, less influence from un-
balanced training data and better classification
performance comparing to classical learning al-
gorithm. This paper experimentally demonstrates
the validity of active learning algorithm when
used for opinioned elements identification and
proposes a computational method for overall sys-
tem performance evaluation which consists of F-
measure, training time, and number of training
instances.

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 159-166,
Beijing, August 2010



2 Related Work

Common active learning algorithms can be di-
vided into two classes, membership query and
selective sampling (Dagan and Engelson, 1995).
For membership query, algorithm constructs
learning instances by itself according to the
knowledge learnt, and submits the instances for
human processing (Angluin, 1988) (Sammut and
Banerji, 1986) (Shapiro, 1982). Although this
method has proved high learning efficiency (Da-
gan and Engelson, 1995), it can be applied in
fewer scenarios. Since constructing meaningful
training instance without the knowledge of target
concept is rather difficult. As to selective sam-
pling, algorithm picks up training instances
which can improve the performance of the classi-
fier to the largest extent from a large variety of
available instances. Algorithm in this class can
be further divided into stream-based algorithm
and pool-based algorithm according to how in-
stances are saved (Long et a/, 2008). For stream-
based algorithm (Engelson and Dagon, 1999)
(Freund et al, 1997), unannotated instances are
submitted to the system successively. All the
instances not selected by the algorithms will be
discarded. As to pool-based algorithm (Muslea e?
al, 2006) (McCallum and Nigam, 1998) (Lewis
and Gail, 1994), the algorithm choose the most
appropriate training instances from all the avail-
able instances. Instance not selected might have
chance to be picked up in the next round. Though
its computational complexity is higher, selective
sampling is widely used as an active learning
method for no prior knowledge of the target con-
cept is required.

Although much research has been made in
the field, we found no case which deals with
multi-classification problem in active learning.
Besides, there is no available method to evaluate
the performance of active learning in information
extraction.

3 Active Learning Based Corpus Anno-
tation

3.1 System Structure

The pool-based active learning algorithm is
composed of two main parts: a learning engine
and a selecting engine (Figure 1). The learning
engine uses instances in the training set to im-
prove the performance of the classifier. The se-
lecting engine picks up unannotated instances
according to preset rules, submits these instances
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for human annotation, and incorporates these
instances into the training set after the annotation
is completed. The learning engine and the select-
ing engine work in turns. The performance of the
classifier tends to improve with the increasing of
the training set size. When the preset condition is
met, the training process will finish.

| Raw Corpus

A 4

Required Input
Format

Y
Pick up some
instances.

Y
Manual Annotation

L

h
Train a new classifier Lt:ilmill g
with the new instances ;

Selection
Engine

added Engine

The stopping
criteria is met?

Annotate the rest
TAW COrpus.

Required Output
Format

Figure 1 System Workflow

For our active learning based annotation tool,
the workflow is as follows.

1. Convert raw texts into the format which
the algorithm can deal with.

2. Selecting engine picks up instances which
are expected to improve the performance of the
classifier to the largest extent.

3. Annotate these instances manually.

4. Learning engine incorporate these anno-
tated instances into the training set, and use the
new training set to train the classifier.

5. Find out whether the performance of the
classifier satisfies the preset standard. If not, go
to step 2.

6. Use the classifier to identify the opinioned
element in the unannotated dataset.

7. Convert the result into the required format.



3.2 Learning Engine

The learning engine maintains the classifier by
iteratively training classifiers with new training
sets. The classifier adopted determines the up
limit of the system performance. We use Support
Vector Machine (SVM) (Vapnik, 1995) (Boser ef
al, 1992) (Chang and Lin, 1992) as the classifier
for our system for its high generalization per-
formance even with feature vectors of high di-
mension and its ability to manage kernel func-
tions that map input data to higher dimensional
space without increasing computational com-

plexity.
3.3 Selecting Engine

In our system, selecting engine picks up in-
stances for human annotation, and puts the anno-
tated instance into the training set. The strategy
adopted when selecting training instance is criti-
cal to the overall performance of the active learn-
ing algorithm. A good strategy will more likely
to produce a classifier with high accuracy from
less training instances.

The strategy we adopted here is to choose the
instances which the classifier is most unsure
about which class they belong to. For a linear bi-
classification SVM, these instances are the ones
closest to the separating hyper plane. That means,
the selecting engine will choose training in-
stances according to their geometric distances to
the hyper plane. The instance with least distance
will be selected as the next instance to be added
into the training set while the other instances will
be saved for future reference.

The computational complexity of getting the
distance between an instance and the hyper plane
is low. However, this method can not be applied
to SVM with non-linear kernel for geometric
distances are meaningless in these cases. We use
radial basis function, which is non-linear, as the
kernel function in our system for it outperforms
linear kernel in the experiment. Hence, we must
find another method to pick up training instances.

Non-linear SVM decides the class an in-
stance belongs to according to its decision func-
tion value.

y(X)=Y o,y K(E-X)+b ()

X, €S

The instance will be classified into one cer-
tain class if y(X)>0 , or the other class

if y(X) < 0. However, it will be difficult to clas-
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sify the instance according to SVM theory
if (X) =0 . Hence, we may deduce that SVM is

most unsure when classifying an instance with
least absolute decision function value.

We define the Predict Value (PV) as the
value based on which selecting engine picks up
training instances.

For bi-classification SVM, we have PV
equals to the absolute decision function value,
namely,

PV()=|y() @

Instances with the minimum PV will be selected
into the training set before other instances.

For example, if we want to identify all the
topics in the sentence,

1 like this car very much, but the price is a little
bit too high.
BRENE AT, (0 s T !

The PV of each instance in the sentences are
listed in Table 1. They are calculated from the
decision function of the SVM gained from the
last round of iteration.

Instances PV

I 0.260306643320642
B very 0.553855024703612
=K like 0.427269428974918
L this 0.031682276068012
5 type 0.366598504697780
% car 0.095961213527654

> 0.178633448748979
{HE but 0.092571306234562
114% price 0.052164989563922
= high 0.539913276317129
7 (auxiliary word) 0.458036102580422
5 alittle bit 0.439936293288062

| 0.375263535139242

Table 1 Example of 2-Classification SVM
Predict Value

Suppose all the instances in this sentence
have not been added into the training set. This
(0.0316), price (0.0521), and but (0.0925) will be
selected into the training set successively for
they have the minimal PVs.

For multi-classification SVM, it will be more
complicated to find the training instances. Be-
cause common multi-classification SVM is im-
plemented by voting process (Hsu and Lin, 2002),



1 . . .
there arezt -(# —1) decision function values in #-

classification SVM.

In our system, we need to classify instances
into 4 classes, namely, topic, holder, sentiment
and other. So a 4-classification SVM is adopted.
Suppose for an instance, we get 6 Decision Func-
tion Values from 6 bi-classification SVMs as in
Table 2.

No. Classification Decision Function Value Result
1 Class 0 Vs Class 1~ 1.00032792289507 0
2 Class 0 Vs Class 2 0.999999993721249 0
3 Class 0 Vs Class 3 1.00032792289507 0
4 Class 1 Vs Class2  0.106393804825973 1
5 Class 1 Vs Class 3 -5.20417042793042E-18 3
6 Class2 Vs Class 3 -0.106393804825973 3

Table 2 Example of 4-Classification SVM Decision
Process

For each bi-classification SVM, the class in-
stance belongs to is determined by whether the
decision function value is greater than or less
than zero. The instance in Table 2 belongs to
Class 0 since there 3 votes out of 6 votes for
Class 0. When deciding which class an instance
belongs to, only the decision function values
from bi-classification SVMs with correct votes
will work on the certainty of the final result.
Hence, we define Predict Value for multi-
classification SVMs as the arithmetic mean value
of the absolute decision function value of every
bi-classification SVM with correct vote,

> v@ G

t=1,r{bi~classification SVMs with correct votes}

PV(;}):l

For the instance in Table2, the value is calculated
from the decision function values from bi-
classification SVMs numbered 1, 2, and 3.

3.4 Experiments

To prove the validity of active learning algorithm
and find out the relations between the perform-
ance of the classifiers and the way the classifiers
are trained, we carried out batches of experi-
ments.

In most information extraction tasks, a word
and its context are considered a learning sample,
and encoded as feature vectors. In our experi-
ments, context data includes the part-of-speech
tag, dependency relation, word semantic mean-
ing, and word disambiguation information of the
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word being classified, its neighboring words and
its parent word in dependency grammar. Part-of-
speech tag and dependency relation are common
features for Chinese Natural Language Process-
ing (NLP) tasks'. We get word semantic mean-
ing from HowNet, which is an online common-
sense knowledge base unveiling inter-conceptual
relations and inter-attribute relations of concepts
as connoting in lexicons of the Chinese and their
English equivalents (Zhendong Dong and Qiang
Dong, 1999). Given an occurrence of a word in
natural language text, word sense disambiguation
is the process of identifying which sense of the
word is intended if the word has a number of dis-
tinct senses. According to Song and Yao (2009),
this information may help in Chinese NLP tasks
such as topic identification.

Lack of explicit boundary between training
instances and testing instances is a great differ-
ence between common machine learning algo-
rithm and learning algorithm designed for corpus
annotation. For common machine learning algo-
rithm such as human face recognition, the quan-
tity of training instances is limited while the test-
ing instances could be infinite. It is unnecessary
and impossible to annotate all the testing in-
stances. However, when annotating a corpus, all
the texts need to be annotated are decided be-
forehand. Although tools automated part of the
annotation process, the results still need to be
reviewed for several times to ensure the quality
of annotation. That means in an annotation sce-
nario, all the data to be processed are available
during the training stage.

The raw texts used in our experiments are
taken from forums of chinacars.com. These texts
include explicit subjective opinion and informal
network language, which are necessary for opin-
ion mining research. Most of them are comments
composed of one or more sentences on certain
type of vehicle. The detailed opinion elements
distributions are showed in table 3.

We use all the texts as testing data set and a
subset of it as a training data set. First of all, we
pick up 10 instances for each class, and train a
simple classification model with them. Then, the
baseline system picks up & instances in sequence
and adds them into the training data set to train a
new classification model iteratively until the
training data set is as large as the testing data set,

"' We use Language Technology Platform (LTP), developed
by Center for Information Retrieval, Harbin Institute of
Technology, for part-of-speech tagging, dependency rela-
tionship analysis and word sense disambiguation in our
experiment.



while the active learning system picks up in-
stances according to the strategy in Chapter 3.3.

Type No. of Instances
Topic 638
Sentiment 769
Holder 46
Other 1500
Total 2953

Table 3 Detailed Information of the Data Set

We use three bi-classification model to test
the performance of the active learning system on
topic, sentiment, and holder identification sepa-
rately and a four-classification model to identify
the three opinion elements simultaneously. The
results of the experiments are illustrated in Fig-
ure 2, 3, 4, and 5 respectively. Table 4, 5, and 6
provide the detailed F-measure trends while dif-
ferent numbers of instances are added into the
training data set in each rounds. For each ex-
periment, we try to compare the performances
when we add different number of instances into
the training data set in each round of iteration.

Figure 2 Topic Identification
PP —
i

Figure 3 Sentiment Identification
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Figure 4 Holder Identification

= | ——0
| e
/

Figure 5 All Opinion Elements Identification

As are illustrated in the figures, the active
learning system can always achieve better or at
least no worse performance than baseline system.
For example, when adding 200 instances in each
round for topic identification task (Figure2 and
Table 4), the active learning system reaches its
peak value in F-measure (0.8644) with only 600
training instances. This F-measure value is even
higher than the value the baseline system get
(0.8604) after taking all the 2953 training in-
stances.

The active learning system outperforms the
baseline system greatly especially when dealing
with unbalanced data set (Figure 4 and Table 4).
In opinion holder identification task, the baseline
system can not find any holder until 1600 train-
ing instances are taken while the active learning
system reaches its peak F-measure value (0.8810)
with only 600 training instances. That means
when using active learning algorithm, it is possi-
ble for us to save some time for optimizing the
parameters when dealing with unbalanced data.

The number of instances added to the training
data set in each round (k) influences the perform-
ance of the active learning algorithm in a large
extent. When a smaller value is assigned to k, the
active learning system will tend to achieve better
F-measure (Table 4) with less training instances
comparing to the baseline system. Advantages of
the active learning system will be diminished by
the increase in k (Table 6).



4 Evaluation of Active Learning Algo-
rithm

For active learning algorithm based on member-
ship query, its training process will probably take
longer time by the time the optimum classier is
found, since the training process consists of sev-

eral rounds of iteration. At the beginning of the
iteration, the classification speed of the model is
much faster due to less training instances are
used and the model is simple. With more and
more training instances are added into the train-
ing data set, the model will become more com-
plex and more time will be needed for classifica-

No. of Topic Sentiment Holder All Three Elements
Instances | Baseline ACtiYe Baseline ACtiYe Baseline ACtiYe Baseline Actiye

Learning Learning Learning Learning
200 0.7118 | 0.6221 | 0.6481 [ 0.0103 | 0.0000 | 0.0000 | 0.6968 | 0.3874
400 0.8072 | 0.8287 | 0.7344 | 0.6239 | 0.0000 | 0.0000 | 0.7691 | 0.7336
600 0.8237 | 0.8644 | 0.7845 [ 0.7860 | 0.0000 | 0.8810 | 0.7907 | 0.7979
800 0.8250 | 0.8625 | 0.7876 | 0.8133 | 0.0000 | 0.8810 | 0.8020 | 0.8240
1000 0.8386 | 0.8613 | 0.7878 | 0.8189 | 0.0000 | 0.8810 | 0.8101 | 0.8378
1200 0.8389 | 0.8588 | 0.7992 [ 0.8153 | 0.0000 | 0.8810 | 0.8128 | 0.8377
1400 0.8489 | 0.8588 | 0.8011 [ 0.8141 | 0.0000 | 0.8810 | 0.8178 | 0.8471
1600 0.8450 | 0.8581 | 0.8033 [ 0.8150 | 0.0426 | 0.8810 | 0.8211 | 0.8468
1800 0.8521 | 0.8581 | 0.8059 [ 0.8183 | 0.1224 | 0.8810 | 0.8271 | 0.8479
2000 0.8528 | 0.8585 | 0.8169 | 0.8197 | 0.6857 | 0.8810 | 0.8348 | 0.8481
2200 0.8560 | 0.8583 | 0.8109 [ 0.8200 | 0.8101 | 0.8810 | 0.8372 [ 0.8468
2400 0.8592 | 0.8592 | 0.8186 [ 0.8195 | 0.8395 | 0.8810 | 0.8404 | 0.8474
2600 0.8620 | 0.8610 | 0.8165 | 0.8205 | 0.8675 | 0.8810 | 0.8440 | 0.8463
2800 0.8578 | 0.8610 | 0.8138 | 0.8177 | 0.8810 | 0.8810 | 0.8464 | 0.8443
2953 0.8604 | 0.8604 | 0.8183 | 0.8183 | 0.8810 | 0.8810 | 0.8446 | 0.8446

Table 4 F-measure Trends when £=200

No. of Topic Sentiment Holder All Three Elements
Instances [ Baseline Actiye Baseline Actiye Baseline Acti\(e Baseline ActiYe

Learning Learning Learning Learning
500 0.8198 | 0.7730 | 0.7616 | 0.1369 | 0.0000 | 0.0000 | 0.7831 | 0.5173
1000 0.8386 | 0.8508 | 0.7878 [ 0.7566 | 0.0000 | 0.8837 | 0.8101 | 0.7776
1500 0.8468 | 0.8592 | 0.8039 [ 0.8175 | 0.0833 | 0.8810 | 0.8194 | 0.8398
2000 0.8528 | 0.8610 | 0.8169 | 0.8183 | 0.6857 | 0.8810 | 0.8348 | 0.8484
2500 0.8626 | 0.8583 | 0.8168 | 0.8205 | 0.8395 | 0.8810 | 0.8427 | 0.8463
2953 0.8604 | 0.8604 | 0.8183 [ 0.8183 | 0.8810 | 0.8810 | 0.8446 | 0.8446

Table 5 F-measure Trends when £=500

No. of Topic Sentiment Holder All Three Elements
Instances | Baseline ACtiYe Baseline ACtiYe Baseline ACtiYe Baseline Actiye

Learning Learning Learning Learning
1000 0.8386 | 0.8335 | 0.7878 | 0.3514 | 0.0000 | 0.0000 | 0.8101 | 0.7534
2000 0.8528 | 0.8581 | 0.8169 [ 0.8170 | 0.6857 | 0.8810 | 0.8348 | 0.8376
2953 0.8604 | 0.8604 | 0.8183 | 0.8183 | 0.8810 | 0.8810 | 0.8446 | 0.8446

Table 6 F-measure Trends when A=1000
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tion. On account of the features of active learn-
ing algorithm, we believe it is necessary to find a
way to balance the performance of the classifier
and the time it take in training process for a thor-
ough evaluation of the algorithm.

We define the measurement for time as:

T= “

k
C
where C is the number of all the possible training
instances available, k is the number of training
instances added into the training data set in each
round of iteration. 7 is the approximate value of
the inverse ratio of the time it takes for training
process. T will have a greater value if the training
process takes less time. Its range is (0, 1] just
similar to F-measure.

We define the measurement for the training
instances used as:

n
K=( —E) (%)

where 7 is the number of the training instances
actually used. K will have a greater value if less

training instances are used in the training process.

The range of K is [0, 1).

To judge the overall performance of an active
learning algorithm, we consider the F-measure
(F) of the classifier, the time it takes during the
training process, and the training instances used.
We define the Active Learning Performance
(ALP) as the harmonic mean of the three aspects:

ALP =

IS ey

=R
N

~ F-k-(C-n)
Ca-F-C-k+pB-k(C—n)+y-F-C(C—n)

(6)

where a+f+y=1, and a,ﬁ’,ye[O,l] . They

are the weights for the three measurements. The
greater the value of a certain weight is, the more
important the measurement is in the overall per-
formance. The greater the value of the ALP is,
the better the performance of the active learning
algorithm. For instance, when training a classi-
fier for sentiment identification using active
learning algorithm, we get a classifier with F-
measure of 0.8189 using 1000 training instances
and a classifier with F-measure of 0.8200 using
2200 training instances (Table 4). Sup-
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1
pose a=,6’=]/=§ , we calculate the value of ALP

for the two cases according to equation (6) and
get 0.1714 and 0.1507 as results respectively.
That means a people with no preference among
F-measure, the number of training instances
adopted and the time used during training proc-
ess will choose to get a classifier with less train-
ing instances, less training time and less F-
measure value.

5 Conclusion

This paper experimentally demonstrates the va-
lidity of active learning algorithm when used for
opinioned elements identification and proposed a
computational method for overall system per-
formance evaluation which consists of F-
measure, training time, and number of training
instances. According to our tests, active learning
algorithm outperforms the base line system in
most of the cases especially when fewer in-
stances are added into the training data set in
each round of iteration. However, the method
could extent the training time in a large scale. To
balance the pros and cons of active learning algo-
rithm, it might be helpful to adjust the number of
training instances added in each round dynami-
cally in the training process. For instance, add
less training instances at the beginning of the
training process to ensure a high peak value of F-
measure could be achieved and add more train-
ing instances later so that time spent on training
process could be reduced.
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Improving Chinese Word Segmentation by Adopting

Self-Organized Maps of Character N-gram
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Abstract

Character-based tagging method has
achieved great success in Chinese Word
Segmentation (CWS). This paper
proposes a new approach to improve the
CWS tagging accuracy by combining
Self-Organizing Map (SOM) with
structured support vector machine
(SVM) for utilization of enormous
unlabeled text corpus. First, character
N-grams are clustered and mapped into
a low-dimensional space by adopting
SOM algorithm. Two different maps are
built based on the N-gram’s preceding
and succeeding context respectively.
Then new features are extracted from
these maps and integrated into the
structured SVM  methods for CWS.
Experimental results on Bakeoff-2005
database show that SOM-based features
can contribute more than 7% relative
error reduction, and the structured SVM
method for CWS proposed in this paper
also outperforms traditional conditional
random field (CRF) method.

1 Introduction

It is well known that there is no space or any
other separators to indicate the word boundary
in Chinese. But word is the basic unit for most
of Chinese natural language process tasks, such
as Machine Translation, Information Extraction,
Text Categorization and so on. As a result,
Chinese word segmentation (CWS) becomes
one of the most fundamental technologies in
Chinese natural language process.

In the last decade, many statistics-based
methods for automatic CWS have been
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proposed with development of machine learning
and statistical method (Huang and Zhao, 2007).
Especially, the character-based tagging method
which was proposed by Nianwen Xue (2003)
achieves great success in the second
International Chinese word segmentation
Bakeoff in 2005 (Low et al., 2005). The
character-based tagging method formulates the
CWS problem as a task of predicting a tag for
each character in the sentence, i.e. every
character is considered as one of four different
types in 4-tag set: B (begin of word), M (middle
of word), E (end of word), and S (single-
character word).

Most of these works train tagging models
only on limited labeled training sets, without
using any unsupervised learning outcomes from
innumerous unlabeled text. But in recent years,
researchers begin to exploit the value of
enormous unlabeled corpus for CWS. Some
statistics information on co-occurrence of sub-
sequences in the whole text has been extracted
from unlabeled data and been employed as input
features for tagging model training (Zhao and
Kit, 2007).

Word clustering is a common method to
utilize unlabeled corpus in language processing
research to enhance the generalization ability,
such as part-of-speech clustering and semantic
clustering (Lee et al., 1999 and B Wang and H
Wang 2006). Character-based tagging method
usually employs N-gram features, where an N-
gram is an N-character segment of a string. We
believe that there are also semantic or
grammatical relationships between most of N-
grams and these relationships will be useful in
CWS. Intuitively, assuming the training data
contains the bigram “ {4 /%1 ”(The last two
characters of the word “Israel” in Chinese), not
contain the bigram “ H /I ”(The last two

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 167-174,
Beijing, August 2010



characters of the word “Turkey” in Chinese), if
we could cluster the two bigrams together
according to unlabeled corpus and employ it as
a feature for supervised training of tagging
model, maybe we will know that there should
be a word boundary after “H-/$L” though we
only find the existence of word boundary after
“f6/%1” in the training data. So we investigate
how to apply clustering method onto unlabeled
data for the purpose of improving CWS
accuracy in this paper.

This paper proposes a novel method of using
unlabeled data for CWS, which employs Self-
Organizing Map (SOM) (Kohonen 1982) to
organize Chinese character N-grams on a two-
dimensional array, named as “N-gram cluster
map” (NGCM), in which the character N-grams
similar in grammatical structure and semantic
meaning are organized in the same or adjacent
position. Two different arrays are built based on
the N-gram’s preceding context and succeeding
context respectively because sometimes N-gram
is just a part of Chinese word and does not share
similar preceding and succeeding context in the
same time. Then NGCM-based features are
extracted and applied to tagging model of CWS.
Two tagging models are investigated, which are
structured support vector machine (SVM)
(Tsochantaridis et al., 2005) model and
Confidential Random Fields (CRF) (Lafferty et
al.,, 2001). The experimental results show that
NGCM is really helpful to CWS. In addition,
we find that the structured SVM achieves better
performance than CRF.

The rest of this paper is organized as follows:
Section 2 presents self-organizing map and the
idea of N-gram cluster maps. Section 3
describes structured SVM and how to use the
NGCMs based features in CWS. Section 4
shows experimental results on Bakeoff-2005
database and Section 5 gives our conclusion.

2 N-gram cluster maps

Supervised learning method for CWS needs
enough pre-labeled corpus with word boundary
information for training. The final CWS
performance relies heavily on the quality of the
training data. The training data is limited and
cannot cover completely the linguistic
phenomenon. But unlabeled corpus can be
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obtained easily from internet. One intuitive
method is to extract information from
unsupervised learning results from enormous
unlabeled data to enhance supervised learning.

2.1 Self-Organizing Map

The Self-Organizing Map (SOM) (Kohonen
1982), sometimes called Kohonen map, was
developed by Teuvo Kohonen in the early
1980s. Different from other clustering method,
SOM is a type of artificial neural network on
the basis of competitive learning to visualize
higher dimensional data in a low-dimensional
space (usually 1D or 2D) while preserving the
topological properties of the input space. Figure
1 displays a 2D SOM.

Best matching unit

c?
®C§®

Two-dimensional
array of neurous

Input
Figure 1: SOM model

In SOM, the input is a lot of data samples,
and each sample is represented as a vector

X,1=1,2,...,M, where M is the number of the

input vectors. SOM will cluster all these
samples into L neurons, and each neuron is

associated with a weight vector W,,i =1,2,...,L,
where L is the total number of the neurons. w;

is of the same dimensions as the input data
vectors X; . The learning algorithm of SOM is

as follows:
1. Randomize every neuron’s weight vector
W

2. Randomly select an input vector X, ;



whose
the

3. Find the winning neuron | ,

associate weight vector W; has

minimal distance to X, ;

4. Update the weight vector of all the neurons
according to the following formula:

W, < W, +7¢(1, )% —W,)

Where 77 is the learning-rate and (i, ])
is the neighborhood function. A simple
choice defines ¢(i, j) =1 for all neuron i

in a neighborhood of radius r of neuron
jand ¢(i, ) =0 for all other neurons. 7

and (i, j) usually varied dynamically

during learning for best results;
5. Continue step 2 until maximum number of
iterations has been reached or no noticeable
changes are observed.

2.2 SOM-based N-gram cluster maps

Self-organizing semantic maps (Ritter and
Kohonen 1989, 1990) are SOMs that have been
organized according to word similarities,
measured by the similarity of the short contexts
of the words. Our algorithm of building N-gram
cluster maps is similar to self-organizing
semantic maps. Because sometimes N-gram is
just part of Chinese word and do not share
similar preceding and succeeding context in the
same time, so we build two different maps
according to the preceding context and the
succeeding context of N-gram individually. In
the end we build two NGCMs: NGCMP
(NGCM according to preceding context) and
NGCMS (NGCM according to succeeding
context).

In this paper we only consider bigram cluster
maps. So our purpose is to acquire a 2GCMP
and a 2GCMS. The large-scale unlabeled corpus
we used for training NGCMs is about 3.5G in
size. It was obtained easily from websites like
Sohu, Netease, Sina and People Daily. When
the cut-off threshold is set to 5, we got about 9K
different characters and 380K different bigrams
by counting the corpus. For each bigram, a 9K-
dimensional sparse vector can be derived from
the preceding character of the bigram. Therefore
a collection of 380K vector samples are
generated, which is denoted as P. Another
vector collection S which considers succeeding
character was obtained using the same method.
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Our implementation used SOM-PAK
package Version 1.0 (Kohonen et al., 1996). We
set the topology type to rectangular and the map
size to15x15. In the training process, we used
P and S as input data respectively. After the
training we acquired a 2GCMP and a 2GCMS,
meanwhile each bigram was mapped to one
neuron. Because the number of neurons is much
smaller than the number of bigrams, each
neuron in the map was labeled with multiple
bigrams. The 2GCMP and 2GCMS are shown
in Figure 2 and Figure 3 respectively. The
comment boxes in the figures show some
samples of bigrams mapped in the same neuron.

5/ Illljljl

i Wit

i f

. E/3k

yh /o . )’\/lﬂ

{il IR : : S : B/,

R/ : : : : /A

YUtk : : : -~ e

o -0 T |

Figure 2: 2GCMP

EIZN

LI 4/

SbS E/Je

CL/E P/
/M

/%)

B/

[F)/:& WP

ij; /1
/[E

&/ %I_l

Figure 3: 2GCMS

After checking the results, we find that most
of the meaningless bigrams that contain
characters from more than one word, such as the
bigram "3 K" in "..db 5K 5., are
organized into the same neurons in the map, and
most of the first or last bigrams of the country
names are organized into a few adjacent
neurons, such as “tf/%1)”, «“H./H>, <1/ and
“J&/HE”in 2GCMS |, “LL/HE”, “HR/IE”, “Hi/kg”,
“ffk/%" , and “p/[E” in 2GCMP. We also tried
to use the preceding and the succeeding context
together in NGCM training just like the method



used in the self-organizing semantic maps. We
found that the bigrams of “[X/%&”, “1%/7€” and
“ffi/ %> will never be assigned to the same
neuron again, which indicates that we need to
build two NGCMs according to preceding and
succeeding context separately.

3 Integrate NGCM into Structured

SVM for CWS

3.1 Structured support vector machine

The structured support vector machine can learn
to predict structured Y, such as trees sequences

or sets, from X based on large-margin approach.

We employ a structured SVM that can predict a
sequence of labels y =(Y',...,y") for a given

observation sequence X = (X],...,XT) , where

yt €2 ,Y isthelabel set fory.

There are two types of features in the
structured SVM: transition features (interactions
between neighboring labels along the chain),
emission  features  (interactions  between
attributes of the observation vectors and a
specific label).we can represent the input-output
pairs via joint feature map (JFM)

z¢(xt)®A°(yt)
ooy =| L
nY A(Y)®A(Yy™)
where

A*(Y) = (3(Y1,¥), (Y25 ¥)sees 6(Yics V)|
€ {O:I}Ka ye {yl’ Yoseess yK} =2

Kronecker delta § ,5, ; = é’::i
@(X) denotes an arbitrary feature representation
of the inputs. The sign "®" expresses tensor
product defined as ® : R*xR*¥ —R%* |

[a®b] =[a]i[b];.T is the length of an

observation sequence. 77 >0 is a scaling factor

i+(j-Dd

which balances the two types of contributions.
Note that both transition features and

emission features can be extended by including

higher-order interdependencies of labels (e.g.

A%( yt ) AS( y”‘ JEN sz) ),by including
input features from a window centered at the
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current position (e.g. replacing @(X') with
A(X",.. X', .. X"") Jor by combining higher-
order output features with input features (e.g.
D HOOBA(YHI®A(Y™))

The w-parametrized discriminant function

F: X xY — R interpreted as measuring the
compatibility of x and y is defined as:

F(x,ysw) = (W, p(x,Y))
So we can maximize this function over the
response variable to make a prediction
f(X)=arg rr;gx F(x,y,w)
Training the parameters can be formulated as
the following optimization problem.

1 C

min (ww)+ 2.4

stVi,vyeY:
<Wal//i(xi’yi)_lr//i(xi9y)>ZA(yi:y)_é:i

where N is the number of the training samples,
& is a slack variable , C >0 is a constant

controlling the tradeoff between training error
minimization and margin maximization,

A(Y',y) is the loss function ,usually the
number of misclassified tags in the sentence.

3.2 Features set for tagging model

For a training sample denoted as
X=(x',...,x") and y=(Y',...,y"). We chose
first-order interdependencies of labels to be
transition features, and dependencies between
labels and N-grams (n=1, 2, 3) at current
position in observed input sequence to be
emission features.

So our JFM is the concatenation of the follow
vectors

S A(Y) @AY,

t=1

DA ®A(Y),me {-1,0,1}

T
Z¢(Xt+m,xt+m+l)®AC(yt),m c {_2,_150,1}

t=1

T
Z¢(Xt+m—l , Xt+m , Xt+m+1) ® Ac(yt), me {_1, 0’ 1}
t=1

Figure 4 shows the transition features and the



emission features of N-grams (n=1, 2) at Y, .

The emission features of 3-grams are not shown
here because of the large number of the
interactions.

Figure 4: the transition features and the
emission features at Yy, for structured SVM

3.3 Using NGCM in CWS

Two methods can be used for extracting the
features from NGCMs to expend features
definition in section 3.2.

One method is to treat NGCM just as a
clustering tool and do not take into account the
similarity between adjacent neurons. So a new
feature with L dimensions can be generated,
where L is the number of the neurons or classes.
Only one value of the L dimension equals to 1
and others equal to 0. We call it NGCM
clustering feature.

Another way of using the NGCM is to adopt
the position of the neurons which current N-
gram mapped in the NGCM as a new feature.
So every feature has D dimensions (D equals to
the dimension of the NGCM, every dimension
is corresponding to the coordinate value in the
NGCM). In this way, N-gram which is
originally represented as a high dimensional
vector based on its context is mapped into a
very low-dimensional space. We call it NGCM
mapping feature.

In this paper, we only consider the NGCM
clustering or mapping features related to the
current label y;. We also extract features from
the quantization error of current N-gram
because the result of the NGCM is very noisy.

Then our previous JFM in section 3.2 is
concatenated with the following features:

T
Z ¢2GCMS(Xt+m , Xt+m+l ) ® Ac(yt ), me {_2’ _1}

t=1

gDZGCMP (Xt+m , Xt+m+1) ® AC ( yt ), me {0’ 1}

M-

-
]

1
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ZUZGCMS t+m , Xt+m+l) ® AC(yt ), me {_2’ _1}

1

(x
t
ZUZGCMP(Xt+m Xt+m+1) ® AC(yt)’ me {0’ 1}

T
T
t=1

where @’ (X) denotes the NGCM feature
from 2GCMS, ¢*“™M*(X) denotes the NGCM

feature from 2GCMP. 7™M (X) denotes the

quantization error of current N-gram X on its
NGCM.
In 15x15 size NGCM, when we use the

NGCM clustering feature @ °™(x) and
¢ZGCMP (X) c {0’ 1}15><15 )
NGCM mapping feature @ °“*(X)

M (x) €{0,1,...,14}> . Notice that the

dimension of the NGCM clustering feature is
much higher than the NGCM mapping feature.
As an example, the process of import features

from NGCMs at Y, is presented in Figure 5.

When we use the

and

OO O
26OMS 92GCMP

Figure 5: Using 2GCMS and 2GCMP as input
to structured SVM

OO O

4 Applications and Experiments

4.1 Corpus

We use the data adopted by the second
International Chinese Word Segmentation
Bakeoff (Bakeoff-2005). The corpus size
information is listed in Table 1.

Corpus As CityU | MSRA | PKU
Training(M) | 5.45 1.46 2.37 1.1
Test(K) 122 41 107 104

Table 1: Corpus size of Bakeoff-2005 in
number of words




4.2 Text Preprocessing

Text is usually mixed up with numerical or
alphabetic characters in Chinese natural
language, such as “FX{E office LHEH|ME - 9
&7, These numerical or alphabetic characters
are barely segmented in CWS. Hence, we treat
these symbols as a whole “character” according
to the following two preprocessing steps. First
replace one alphabetic character to four
continuous alphabetic characters with E1 to E4
respectively, five or more alphabetic characters
with E5. Then replace one numerical number to
four numerical numbers with N1 to N4 and five
or more numerical numbers with N5. After text
preprocessing, the above examples will be “F&

7E E5 FEERIME I N1 £,

4.3 Character-based tagging method
for CWS

Previous works show that 6-tag set achieved
a better CWS performance (Zhao et al.,
2006). Thus, we opt for this tag set. This 6-
tag set adds ‘B2’ and ’B3’ to 4-tag set
which stand for the type of the second and
the third character in a Chinese word
respectively. For example, the tag sequence

for the sentence “ ifgtH 1025y /6 /Fpal/
4F-(Shanghai World Expo / will / last / six

months)” willbe “BB2B3M ESBEBE”.

4.4 Experiments

The F-measure is employed for evaluation,
which is defined as follows:

.. num of correctly segmented words
Precision: P = ySeg

num of the system output words
num of correctly segmented words

Recall: R = -
num of total words in test data
2xPxR
F-measure: F = —
P+R

To compare with other discriminative
learning methods we first developed a baseline
system using conditional random field (CRF)
without using NGCM feature and then we
developed another CRF system: CFCRF (using
NGCM clustering features). In the end we
developed three structured SVM CWS systems:
SVM (without using NGCM features), CFSVM
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(using NGCM clustering features), and
MFSVM (using NGCM mapping features). The
features for the baseline CRF system are the
same with the SVM system. The features for
CFCREF are the same with CFSVM. The result
of the CRF system using NGCM mapping
features cannot be given here, because it is
difficult to support continuous-value features
for CRF method which is based on the
Maximum Entropy Model.

We use CRF++ version 0.5 (Kudu, 2009) to
build our CRF models. The cut-off threshold is
set to 2(using the features that occurs no less
than 2 times in the given training data) and the

hyper-parameter is set to 4.5. We use svm"™™"
version 3.1 to build our structured SVM models.
The cut-off threshold is set to 2. The precision
parameter is set to 0.1. The tradeoff between
training error minimization and margin
maximization is set to 1000.

The comparisons between CRF, CFCRF, SVM,
CFSVM and MFSVM are shown in Table 2.

Corpus As CityU | MSRA | PKU
CRF P 1094510943 | 0971 | 0.953
baseline | R | 0.955]0.942 | 0.970 | 0.946
F 1 0.950]0.942 | 0.971 | 0.950
CFCRF | P [0.948 ] 0.956 | 0.973 | 0.959
R 10.959 | 0.961 | 0972 | 0.952
F 1 0.953 0958 | 0.973 | 0.955
SVM P 10949 | 0.957 | 0.972 | 0.953
R 1 0.959]0.959 | 0.972 |0.946
F 10.954 | 0.958 | 0.972 | 0.950
CFSVM | P [0.95210.959 [ 0.974 |0.958
R 10960 | 0.964 | 0.974 | 0.952
F | 0.956 | 0.961 | 0.974 | 0.955
MFSVM | P | 0.950 | 0.957 | 0.974 | 0.958
R 10961 | 0.963 | 0.974 | 0.951
F 1 0.956 | 0.960 | 0.974 | 0.954

Table 2: The results of our systems

45 Discussion

From Table 2, we can see that:

1) The NGCM feature is useful for CWS. The
feature achieves 13.9% relative error
reduction on CRF method and 7.2% relative
error reduction on structured SVM method;

2) CFSVM and MFSVM achieve similar
performance, differ from the expectation of
MFSVM should be better than CFSVM. We
think that this is because the size of 2GCMs
is too small. Due to the limitation of our




computer and time we only get two 15x15
size 2GCMs, similarity between adjacent
neurons on the two small 2GCMs is very
week, NGCM cluster feature performs as
good as NGCM mapping feature on CWS.
But due to the dimensions of the NGCM
cluster feature is much larger than the
NGCM mapping feature, the training time
of the CFSVM is much longer than the
MFSVM;

3) It is obvious that structured SVM performs
better than CRF, demonstrating the benefit
of large margin approach.

5 Conclusion

This paper proposes an approach to improve
CWS tagging accuracy by combining SOM with
structured SVM. We use SOM to organize
Chinese character N-grams on a two-
dimensional array, so that the N-grams similar
in grammatical structure and semantic meaning
are organized in the same or adjacent position.
Two different maps are built based on the N-
gram’s preceding and succeeding context
respectively. Then new features are extracted
from these maps and integrated into the
structured SVM  methods for CWS.
Experimental results on Bakeoff-2005 database
show that SOM-based features can contribute
more than 7% relative error reduction, and the
structured SVM method for CWS, to our
knowledge, first proposed in this paper also
outperforms traditional CRF method.

In future work, we will try to organizing all
the N-grams on a much larger array, so that

every neuron will be labeled by a single N-gram.

Our ultimate objective is to reduce the
dimension of input features for supervised CWS
learning , such as structured SVM , by replacing
N-gram features with two-dimensional NGCM
mapping features in most of Chinese natural
language process tasks.
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Abstract

Modern Chinese Mandarin has gone
through near a hundred years, it is very
important to store its representative
sample in digital form permanently. In
this paper, we propose a Chinese Man-
darin Digital Multi-modal Corpus
(CMDMC), which is a digital speech
museum with diachronic, opened, cross-
media and sharable features. It has over
3460 hours video and audio files with
metadata tagging. The materials, which
were generated by the authoritative
speakers (e.g. announcers at TV or radio
station) with normality, are required
samples if we can get them. Based on
this resource, we also intend to analyze
the syntactic correlations of prosodic
phrase in broadcasting news speech, and
compare the phonetic and prosodic fea-
tures in movie dialogues among several
same-name movies in different histori-
cal eras.

1 Introduction

Modern Chinese Mandarin has gone through
near a hundred years. As language changes as
society develops, Mandarin must be periodically
marked with the different features of different
historical eras. It is very important to design and
construct a Chinese Mandarin Digital Multi-
modal Corpus (CMDMC), and store its repre-
sentative sample in digital form permanently.
It’s international trend to establish large-scale
natural language corpus, and many countries

tengyonglin,
{aaa 0119, wjy 00}@163.com

hewei}@cuc.edu.cn,

pay more attention to research and preserve
their national language. For instance, the Lin-
guistic Data Consortium (LDC) is an open con-
sortium of universities, companies and govern-
ment research laboratories. It creates, collects
and distributes speech and text databases, lex-
icons, and other resources for research and de-
velopment purposes'. Since its foundation, the
LDC has delivered data to 197 member institu-
tions and 458 non-member institutions. Moreo-
ver, European Language Resources Association
(ELRA)® is the driving force to make available
the language resources for language engineering
and to evaluate language engineering technolo-
gies. In order to achieve this goal, ELRA is ac-
tive in identification, distribution, collection,
validation, standardization, improvement, in
promoting the production of language resources,
in supporting the infrastructure to perform eval-
uation campaigns and in developing a scientific
field of language resources and evaluation. In
this paper, we intend to establish the CMDMC
with the goal of showing the history of the de-
velopment of Chinese Mandarin, and represen-
tation the real character in different historical
eras.

The paper is organized as follows: Section 2
describes the resources and data processing of
our CMDMC. The experiment and evaluation is
designed and carried out in section 3. Section 4
is dedicated to analyze the syntactic correlations
of prosodic phrase in broadcast news speech on
CNR (China National Radio), and compare the

" The Linguistic Data Consortium (LDC),
http://www.ldc.upenn.edu.

: European Language Resources Association (EL-
RA), http://www.elra.info/.
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phonetic and prosodic features in movie dialo-
gues. Finally, some conclusions and outlines of
our future work are given in section 5.

2 General Description of CMDMC

In order to show the history of the development
of Chinese Mandarin, and representation the
real character in different historical periods, the
CMDMC, which is a dynamic miniature model
(or speech museum) with diachronic, opened,
cross-media and sharable features, is designed
and constructed by Broadcast Media Language
Branch of National Language Resources
Monitor & Research Center at Communication
University of China.

In China, announcers in Radio & TV stations,
as well as movie or stage actors, are the authori-
ty of the national language standardization.
Therefore, the speech in radio, television and
movie can be taken as the paradigm and repre-
sentative of Mandarin. They can reflect the
phonetic situation of that era. All of these are
the source of the sample data for CMDMC.

2.1 Description of Resources

In order to fully demonstrate the development
of Chinese Mandarin by the past 100 years, we
try to collect all the video or audio materials in
different periods. Therefore, a state-of-the-art
classification is defined based on the corpora
that we got.

Language styles: According to characteristic
speaking styles of different media, there are
three categories was defined, such as broadcast
media language, movie or drama dialogue, and
the dialogue in folk art (e.g. xiangsheng, ping-
shu etc.) and so on. To sum up, the three speak-
ing styles accounted for about 64.9%, 27.2%
and 7.9% of total corpora, respectively.

Mediums: The materials can be divided into
audio, video, text and image/picture. The audio
or video files are the main materials in our cor-
pus, and the aligned texts are transcribed based
on the audio or video. The documents of image
are subsidiary corpora.

Historical eras: Based on the characteristics
of social and language changes, we also define
six historical stages of Chinese Mandarin: 1)
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Before1949 (or 1919-1949), it is a theoretical
stage for corpora collection. In fact, the earliest
speech materials, which we can collect, is re-
leased in 1932; 2) 1949-1965; 3) 1966-1977; 4)
1978-1989; 5) 1990-1999; 6) 2000 to today.
Table 1 shows the distribution of detailed data
in different eras.

Broadcast | Movie Folk Percent

Eras media /drama art of total
(hours) | (hours) | (hours) (%)

1932-49 39.3 1.1
1949-65 5.2 1914 20 6.2
1966-77 17.5 93.0 3.2
1978-89 52.4 145.9 75.5 7.9
1990-99 43.5 137.5 11.5 5.6
2000-- 2131.5 337.0 167.1 76.0
Total 2250.1 944.1 274.1

Table 1: The distribution of video and audio
materials in different eras.

2.2 Data Processing

The data processing includes metadata tagging,
text transcription and aligning, phonetic and
prosodic annotation, POS and syntactic tagging
and so on.

As for labeling prosodic phrase boundaries,
we strictly dependent on the prosodic criteria
and perception by using the wave files and their
transcriptions, which use many prosodic fea-
tures such as FO contour, energy contour etc. At
the same time, some spoken phenomena are
considered.

3 Experiment and Evaluation

Firstly, in order to investigate the correlations
between prosody and syntax, about 13 hours
speech materials were selected to segment and
label, including break index, stress index and
summary of emotional tendentiousness etc.
Before the real annotation, six transcribers have
been trained in accordance with the prosodic
labeling conventions, until a high consistency of
prosodic annotation can be carried out.

According to above experiment and annota-
tion, the number of occurrences of the various
boundaries was calculated in table 2.

Secondly, we also designed a perception ex-
periment to determine phonetic diversification
for elimination as much as possible the subjec-
tivity which could be caused by the different
personal intuition of language. Ten people at-



tended the perception experiment of this study:
3 men and 7 women. The average age is 25
years. Nearly all of them were graduates major-
ing in linguistics. During the experiment, the
participants were asked to discriminate 12 para-
graphs of random materials and judge the natu-
ralness, pitch, and speech rate of the sentences
produced in each paragraph. These 12 para-
graphs consisted of 4 from 21 paragraphs of the
1995 version, 4 from 21 paragraphs of the 1975
version and 4 from modern materials.

Boundaries

Types Index Marker | Frequency
PW 1 /1, /1+ 55237
PP 2 /2 28867
C-PP 2 /2% 5976
1P 3 /3 7147
IG 4 /4 2781
MEC 5 /5 1770

Table 2: Distribution of all boundaries. The PW,
PP, C-PP, IP, IG and MEC are the abbreviation of
prosodic word, normal prosodic phrase, complex
prosodic phrase, intonational phrase, intonational

group and meaning expression cluster respectively.

In the perceptive procedure, we disordered all
these materials for experiment, and three choic-
es were given to these ten people: 1) natural, in
conformity with the standard of modern Manda-
rin; 2) fairly natural, close to the standard of
modern Mandarin; 3) unnatural, a little stagy.
Every paragraph was released twice with an
interval of 10 seconds. After one hour of conti-
nuous work, a 10-minute break was given.

Only the results with at least a 90% agree-
ment rate were considered for analysis.

4 Related Works

Based on this resource, we intend to analyze the
syntactic correlations of prosodic phrase in
broadcasting news speech on CNR, and com-
pare the phonetic and prosodic features in
movie dialogues among several same-name
movies in different historical eras.

4.1 Correlation between Syntax & Prosody

In English, there is a strong correlation between
prosodic phrase boundaries and syntactic phrase
boundaries (Price ef al. 1991). That is to say,
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prosodic phrase boundaries can play an impor-
tant role in understanding utterance as punctua-
tion marks do in written language. An investiga-
tion propose that boundary strength according to
the measure, which the boundary strength is
applied to syntactic structures and the phrase
structure is viewed as an immediate constituen-
cy tree exclusively, corresponds much more
closely to empirical prosodic boundary strength
than does syntactic boundary strength according
to a standard measure (Abney, 1992). In Greek,
some study indicated that prosodic phrasing has
a 95% identification rate, and a major effect on
final tonal boundaries (Botinis ef al. 2004).

In Chinese, some researchers also proposed a
statistical model to predict prosodic words from
lexical words. In their model, both length of the
word and the tagging from POS are two essen-
tial features to predict prosodic words, and the
results showed approximately 90% of prediction
for prosodic words (Chen at el. 2004).

What the correlation between syntax and
prosody is in Chinese broadcasting news speech?
In order to investigate the syntactic correlations
of prosodic phrase in real read speech on radio,
we chose the representative speech materials
from Xinwen he Baozhi Zhaiyao (News and
Newspapers Summary) from CMDMC, which is
a very famous broadcast news program of CNR.

This news program contains more syntactic,
semantic and prosodic information, speaking
styles and high quality voice in real context.
Therefore, 908 programs, which contain 454
hours speech data from January 2006 to June
2008, were selected for pre-processing. After
the pre-processing step, we selected two fe-
male’s 13 hours speech materials (one female
announcer’s material forms the main data, and
another one’s is supplemented for comparable
data) as a core database, which segmentation,
transcription and prosodic annotation (including
break index, stress index and summary of emo-
tional tendentiousness etc) was made by six
transcribers.

According to the characteristic of broadcast-
ing news speech, a new prosodic hierarchical
structure (Zou et al. 2009) and two different
types of prosodic phrase (i.e. the normal prosod-
ic phrase and the complex prosodic phrase)
boundaries were defined and used in our data
labeling.



Top pitch value Bottom pitch value
Categories  Location N SD Mean N SD Mean
PW Left 3478 3.917 16.1 3253 4.761 8.5
Right 3701 4.894 14.7 3165 5.457 9.9
PP Left 1741 3.891 14.7 1718 4.302 6.2
Right 627 3.481 16.5 492 5.077 9.3
C-PP Left 314 4.085 13.5 317 4.135 4.8
Right 361 3.616 17.9 285 5.092 10.0
1P Left 536 4.817 12.9 456 5.575 3.9
Right 531 3.019 18.8 473 3.720 13.8
IG Left 211 4.363 11.4 203 6.055 4.7
Right 229 2.377 19.4 185 2.927 15.0
MEC Left 104 4.238 8.1 95 4.937 2.6
Right 22 2.178 18.7 12 2.893 16.2

Table 3: The distribution of pitch on different boundaries. The phonetic acoustic data of each
syllable was extracted by Praat script, and the foundational frequency was normalized by semi-
tones, the normalization formula is S7=12*log (Fy/F,.)/log2 (the female’s reference frequency
is 100Hz). (“top” is the mean of the highest pitch value at the first tone and the fourth tone;
“bottom” is the mean of the lowest pitch value at the third tone and the fourth tone; “N” refers
the number of samples; “SD” is the abbreviation of standard deviation)

In the further step, we selected 100 minutes
speech materials from core annotated data, and
investigated its features of pitch and duration at
boundary (Zou et al. 2010). The detailed data
are shown in table 3 and 4 respectively.

Boundaries
Types Marker N Mean SD
PW /lor/1+ | 118 652  61.714
PP 2 659 97.6 84.140
Cc-pP /2% 193  108.7 82.483
IP /3 877 343.2 138.906
IG 4 375 699.2  254.287
MEC /5 31 771.0 208.580

Table 4: The mean of silent pause duration at
boundaries.

There are two ways of representation to pitch
feature at prosodic boundary: Firstly, the pitch
contour is un-continuity; secondly, the pitch
resetting of the declination contour (de Pijper et
al 1994). According to Table 3, we can find that
there is a few resetting of bottom pitch value at
PW boundary, that is to say, the bottom of the
PW boundary right is 1.4 semitones higher than
that of its left. At other boundaries, the bottom
pitch values at right side are much higher than
that at left side, for instance, there is 3.1, 5.2,
9.9, 11.3 and 13.6 semitones resetting from PP
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to MEC boundary successively. Especially, at
the IP boundary its resetting has about two
times than that of C-PP boundary. This shows
that there are very obvious prosodic feature at
various boundaries in broadcasting news speech.

Generally, we know that 90ms is the floor of
threshold for perceiving the silent pause. From
Table 4, the mean of silent pause duration from
long to short followed by MEC > IG > IP > C-
PP > PP > PW. Except there is no perceived
silent pause at PW boundary, the other bounda-
ries have obvious silent pause that can be per-
ceived. The length of silent pause at PP and C-
PP are 97.6ms and 108.7ms respectively, and
the length at IP has over three times longer than
that at C-PP. According to this, we propose that
the PP and C-PP lie in the same position at the
prosodic hierarchical structure, and the C-PP is
a special prosodic phrase.

From our core data we got 6728 C-PPs. Ac-
cording to the C-PP that contains the number of
PW, we divided them into four categories, such
as three-PW, four-PW, five-PW and six-PW.
The distribution of them is shown in Table 5.

After preliminary analysis we found that the
C-PP, which contains three PWs, has a simple
syntactic structure although it is absolute major-
ity in the number, and that is compose of four
PWs should be done for correlations of prosody
and syntax. There are about 6 types of prosodic



structure if the C-PP contains four PWs. The
detail data of this type C-PP followed in table 6.

From the data, we know that the fourth type,
which is (4+B) +(C+D), is the most, and that is
composed by (A+B) +C+D is the least in all of
the six types. Although there are just six types
of prosodic structure that can be found, there are
more than 985 syntactic categories in this 1835
C-PPs. There are 23 types which occur more
than 10 times, and most of them occur only one
time. To some extent, it can explain that the
syntactic structure is more complex than the
prosodic one.

An example of prosodic and syntactic struc-
tures in the utterance, which is oul yang2 yu3
hang?2 yi4 zhil shou3 jin3 jin0 bao4 zhu4 lou2

til de0 lan2 ganl (Ouyang Yuhang held fast to
the staircase railing with one hand), is given in
figure 1. The left side of figure is the prosodic
structure, and the syntactic one lies at the right
side.

In figure 1, there is a little difference of jin3
jin0 bao4 zhud lou2 til de lan2 ganl (F'E3
{EREBR A2 FT) between its prosodic structure
“A+(B+C+D)” and its syntactic structure “[VP
[VP jin3jinO/adv  bao4zhu4/v] [NP [AP
lou2til/n deO/u] [NP lan2ganl/n]]]”, but the
differences between its prosodic and syntactic
structure are obvious because the jin3 jin0 is
stressed in speech for semantic expression.

Categories Example Num.
Three-PW FFREN+ BRI AAE2* 4433
Four-PW IR+ A E/ AR Kgs2x 1835
Five-PW [ B/1 173772 /1 BB/ a2 414
Six-PW T+ AN B2 52 N 1/2 Z5d/2% 46
Total 6728
Table 5: The distribution of four kinds of C-PP
Types Example Num. | Percent (%)
A+B+O)+D | H/1+ AF/1 K22 FHA72* 441 24.03
A+(B+CHD) | 73R/1+ —/1 /1 =530 495 26.98
A+BHCHD) | EFE/1+ F RN+ /1 B 512 97 5.29
(A+B)+(C+D) | #/1 Lik/2 — /1 Aofi/2* 529 28.83
(A+B+O)+D | H[E/1 Ru)/1 E 522 Frig /2% 259 14.11
(A+B)*C+D | 52/1 FJK/2 KEk/2 H6 5 /2% 14 0.76
Total 1835 100

Table 6: The distribution of prosodic type in C-PP of four-PW

PP PP C.PP

PW PW PW PW PW PP
Ek[lEl $Jﬁ —,lq ai ;L pmw
fajee &m'aa ?F:‘JRF

(b} S
,/—/_A\
NP VP
//\\ ///N\\
MP NP VP NP
f PN
nlr ;\P\ NlIF' adv v /.;\P\\ NlIF'
Ex PH A T q n B 'l? ?ﬂ’,..t. T ul n
- R s /v %4?

Figure 1: An example of (a) prosodic structure vs. (b) syntactic structure in an utterance: oul yang2
yu3 hang?2 yi4 zhil shou3 jin3 jin0 bao4 zhu4 lou?2 til de0 lan2 ganl (Ouyang Yuhang held fast to

the staircase railing with one hand).

179



30
25

20

.

15 S ¢
10 Y

Pitch [ se mitones )

N

BN FH F M F

RN

= & M OE # % m =T

Figure 2: The pitch contour of the same utterance.

Figure 2 shows the pitch contour of the same
utterance. In this utterance, there is a nesting
structure at jin3 jin0 bao4 zhud lou2 til de0
lan2 ganl (held fast to the staircase railing)
based on the length of perceived silent pause.
Furthermore, the pitch declination trend within
the C-PP is obvious despite small resetting be-
tween zhu4 and lou2. So we suggest that there is
a stable prosodic pattern within a C-PP in
broadcasting news speech.

Conversely, what is the correlation between
the prosody and syntax? From above analysis,
we know that the conjunction and particle, such
as [f1(de0), %5 (deng3),M1(he2), 1H(dan4) and so
on, more likely attached to the end of left struc-
ture or the beginning of right one and form a
prosodic word. If it has just four lexical words
including the conjunction or particle they form a
prosodic word by itself. That is to say, it has
very great flexibility in prosodic structures for
conjunctions and particles, such as “ [y
(zhand)/1+ 2=E (quan2guo2)/1 ¥R (shildi4)/1
[ AL (miandjil de0)/2* (occupy/I+ country-
wide/leverglade/l acreage/2*)”, “Fl(he2)/1 +1
5 (shedhuid)2 R By (iudzhud)1 ] JE
(zhi4du4)/2* (and/l social/2 assistance/l sys-
tem/2*)” and so on.

4.2 Diachronic Comparative Phonetic and

Prosodic Analysis in Movie Dialogues

Which diachronic phonetic changes happened in
Mandarin by the past 100 years? We also ana-
lyze and compare the phonetic features of Chi-
nese Mandarin among several same-name mov-
ies in different historical eras from CMDMC
(Wang et al. 2010). In order to minimize the

divergence of the variables and maximize the
reliability of conclusions, we chose two pairs of
same-name movies screened in different histori-
cal periods. These movies are: Pingyuan Youji-
dui (The Plains Guerrillas) shot in 1955 and
1975, Dujiang Zhencha Ji (Reconnaissance
across the Yangtze River) shot in 1954 and 1974
respectively.

Pitch Feature: In the analysis of pitch, we
put aside the stresses and the neutral tone syl-
lables, and make the statistical investigations on
the top pitch value and the bottom pitch value of
the syllables.
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Figure 3: The pitch data of 1955 and 1975 ver-
sion in the Plains Guerrillas. The fundamental
frequency also was normalized by semitones;
the male’s reference frequency is SOHz.

Figure 3 shows that the mean of the top pitch
value in the 1950s’ materials is lower than that
of 1970s’. In the 1955 version, the leading cha-
racter, Speaker A, possesses a mean value of the
top pitch value which is 20.9 semitones. This
value is lower than that of 1975s’ by a differ-
ence of 0.9 semitones. The negative character,
Speaker B, has a mean value of the top pitch
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value which is 24.5 semitones in the 1955 ver-
sion. The value in the 1975 version is 27 semi-
tones, with a difference of 2.5 semitones left,
also showing that the value in the 1975 version
is comparatively high. Comparing the data of
the bottom pitch value in the 1955 version with
that in the 1975 version, we know that these
data seem closer than the top pitch value, but
still the higher ones belong to the 1975 version.
That the bottom pitch value is higher tells us
that the whole pitch register is raised.

Furthermore, we can easily see from Figure 3
that the pitch range of the same character in the
1975 version is wider. Speaker A of the 1955
version has a pitch range of 4.8 semitones. In
contrast, the same character in the 1975 version
has a pitch range of 6 semitones. Speaker C of
the 1955 version has 4 semitones pitch range,
but in the 1975 version, he has 5.9 semitones
pitch range. The gap between them is 1.9 semi-
tones. Through this comparison, we find that the
pitch range in the 1975 version is wider than
that in the 1955 version in the whole.

To some extent, the speaking, both the top
pitch value and the bottom pitch value in the
1975 version are higher. This proves that, on the
whole, the pitch of the 1970s’ materials is high-
er and more unnatural than that of 50s’ because
of the effect by the Cultural Revolution era.
And this also proves the feeling of the partici-
pants in the perceptional experiment at section 3
about the 1970s’ materials, that is, the 1970s’
Mandarin has a loud and sonorous voice; the
characters pronounce harder; the general pitch is
higher.

Duration feature: In the respect of duration,
we also compared and analyzed the presenters’
speech on TV in 2005° with the materials ex-
tracted from the movie dialogues the 1955 and
the 1975. Table 7 is the relevant data.

According to table 7, there is a little differ-
ence of the durations mean among them (fol-
lowing four tones), especially it’s very closely
between the 1975 and the 2005, and those of the
1975 version are a few longer than those of the
1955 version. But, except the first tone (Sig.
=.077), the differences of the duration means
between the others, which is in the 1955, the

? In this work, we just chose the male’s speech data
from Zou (2007).
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1975 and the 2005, are significant (Sig.
=.000, .000, .002<<.05 respectively).

mean SD N
Movie:1955 T1 | 153.6 69.5 243
T2 | 136.8 58.1 242
T3 | 132.8 58.7 321
T4 | 133.5 52.0 539
Movie:1975 T1 | 177.8 72.1 258
T2 | 155.5 52.0 263
T3 | 152.5 57.6 289
T4 | 156.7 59.9 505
TV:2005 T1 | 163.1 65.7 1471
T2 | 156.0 66.5 1743
T3 | 156.8 67.6 1054
T4 | 1459 62.3 2652

Table 7: The duration mean of four tones in
movie dialogues (1955 and 1975) vs. that of
presenters’ spoken language on TV in 2005(ms).

Demonstrations of the four-syllable pro-
sodic words: The comparative pitch contour of
two four-syllable prosodic words, which are
“bu2 yao4 lu4 mian4” (don’t appear) and “gand
shen2 me0 de(” (What are you doing?), are
shown in Figure 4 and 5, respectively.
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Figure 4: The pitch contour of “bu2 yao4 lu4
mian4” (don’t appear)
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Figure 5: The pitch contour of “gan4 shen2 me(
de(” (What are you doing?)



By observing the above two figures, we find
that the pitch contour of the 1975 and that of the
1955 are almost identical except the latter is
always lower than the former. This may explain
that although the Mandarin has gone through a
hundred years, the pitch pattern is relatively
stable.

5 Conclusions and Future Work

This paper proposes to design a Chinese
Mandarin ~ Digital ~ Multi-modal  Corpus
(CMDMC). Through this corpus, the historical
trace of Mandarin development can be followed;
the fresh and alive data and material resources
can be drawn up for the modern researchers and
successors. We also intend to analyze the syn-
tactic correlations of prosodic phrase in broad-
casting news speech, and compare the phonetic
and prosodic features in movie dialogues among
several same-name movies in different histori-
cal eras. The contributions are as follows.

Firstly, the syntactic structure is more com-
plex than the prosodic structure, some conjunc-
tion and particle, such as de0, deng3, he2, dan4
and so on, more likely attached to the end of left
structure or the beginning of right one and form
a prosodic word, if the number of lexical words
mismatch the prosodic words. Otherwise, they
have almost similar structure.

Secondly, the speech of 1970s in last century
is greatly influenced by the special era. People
usually use exaggerated voice, pronounce hard
and raise the pitch unnaturally, giving others a
taste of lecturing and ordering. In contrast, the
speech of Mandarin in 1950s is more natural
and close to the daily life pronunciation and
intonation. Even so, the pitch patterns have no
big changes, and this may explain that the pitch
patterns are comparatively stable in Chinese
Mandarin.

Future research will include treatment of cor-
relation between syntax and prosody within IP
or IG, ideally comparing the diachronic phonet-
ic or prosodic changes in Mandarin by the past
100 years. Additionally, we would like to tackle
the problem of data management, update and
periodical increasing as time passes.
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Abstract

This paper focuses on the automatic segmentation
of inflectional affixes of the Kazakh Language (KL)
on the basis of studying the corpus of KL. Kazakh is
an agglutinative language with word structures
formed by productive affixation of derivational and
inflectional suffixes to stems. Based on the analysis
of the configuration of inflectional affixes, it firstly
constructs the Finite-State Automation and the
segmentation of inflectional affixes. Secondly it
targets at specially constructing the Finite-State
Automations of nouns and verbs, which are the
most changeable and complex part of speech of KL.
And thirdly it adopts the methods of Bidirectional
Omni-Word Segmentation and lexical analysis to
achieve the goal of stemming and fine segmentation
of inflectional affixes of KL. And finally it gives an
additional account of studying the segmentation of
ambiguous inflectional affixes. The paper intends
to improve the accuracy and the quickness of
stemming the inflectional affixes of KL.

1 Introduction

Lexical or morphemic analysis is to turn the character
string of natural language into “the word string”.
During the process, at first it takes “the word” out,, and
then conducts the morphological analysis of the
internal components of “the word”, and finally it ends
up with the tagging. Many language processing tasks,
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including parsing, semantic analysis, information
retrieval, and machine translation usually require a
morphological analysis of the language beforehand.

As we know, Kazakh Language belongs to Turkish
Language group of Altaic Language Family, whose
unique language features decide that we should focus
on its Inflectional Morphology is inflectionally
changed. Kazakh language is written right-to-left in
the Arabic alphabet with some modifications.

This paper attaches importance to analyzing the
nouns and the verbs, which have great difficulties in
affixes segmentation. And this paper will definitely
contribute to the further study of lexical analysis of
KL.

2 Related works

There have been some related studies, such as, Martin
Porter has proposed “English Stemming Processor”
(1980), The
Longest-March put forward by Kut is a type of word

which is most widely wused;
Segmentation algorithm based on the Turkish
Lexicon(1995).Beihang University has finished its
CDWS  Chinese

(nan-yuan.Liang, 1987); Tsinghua University has also

Word Segmentation System

completed its SEG Chinese Word Segmentation
al.,1997); and <The
Knowledge-base of Contemporary

System(Da-yang Shen et
Grammatical
Chinese> edited by Peking University was also
published(Shi-Wen,Yu, 2003).

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 183-190,
Beijing, August 2010



And the study of lexical analysis of minority
languages has also achieved a lot in China, Some
researches(A.Gulilaand AMijit, 2004, K.Aykiz et
al.,2006, YuSufu, 2005)
lexical analysis of Uighur Language conducted

have been done in the

Xinjiang; the Automatic Segmentation System of
Mongolian language conducted by Inner Mongolia
University (U.Nasun, 1997) ; And the lexical analysis
of kazakh Language conducted by our project is in
progress (A.Gulila and A.Dawel,2007) and so on.
There have been several main approaches or
algorithms to segment inflectional affixes, including
maximum matching algorithm based on mechanic
matching of character strings, rules-based algorithm,
statistics-based algorithm, and the combination of both
rules-based and statistics-based algorithms.

3 Kazakh Morphology

3.1 Kazakh Morphology

Kazakh is an agglutinative language with word
structures formed by affixes to grammatically or
meaningfully change the words.Kazakh morphology is
an affixal system consisting mainly of suffixes and a
few prefixes. According to linguistic theory, the word
of the text consists of the root or the stem and the
affix.( Milat etc. 2003, ding-jin Zhang. 2004).

* Word root is the core of the whole word structure,
which is the essential morpheme to convey the basic
content of its meaning.

* Word stem is a new word generated by adding
various affixes to the root, which is also called a
derivative word. It expresses the complete and full
meaning.

* Affixes are divided into inflectional affixes and
derivational affixes. The study of derivational affixes
focuses on the derivational words, which can be
formed by adding prefixes or suffixes or prefixes plus
suffixes. Meanwhile the meanings of the derivational
words will be changed. While the study of inflectional
affixes pays attention to the Inflectional Morphology,
which shows grammatical changes between words but
does not change word meanings.
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3.2 The Analysis of Inflectional Affixes

We focus on most general morphological rules which
are common rules related to morpheme segmentation.
The inflectional affixes in Kazakhh language are
divided into the following four types:

1) Plural: KL has six various affixes to express the
plural form of words, which usually are directly linked
to the general nouns, pronouns and numerals.

2) Personal pronoun possessive: KL has six various
affixes to express the possessive forms of personal
pronouns.

3) Case: KL has seven various affixes to express the
different cases. So KL has seven cases. Case endings
are applied only to the last element of a noun phrase,
which are closely linked to the following verbs.

4) Predicative Person: The first, second and third
personal pronouns are usually followed by the words
with additive predicative personal elements.

The above-mentioned four types of inflectional affixes
can be used separately or linked together. Suffixes in
Kazakh are complex, especially when a stem is linked
with many suffixes. There are some rules we can
follow to add affixes to word roots. See Figure 1:
(Right-to-Left)

S

@ @ @ @ @

[Case affizes]or perl;glslsa?sii'"{t'gxes | or[Plural affizes Jor [Sten] or [Prefix]

Figure 1. Rules to guide the connections of inflectional

affixes

3.3 The Finite-state Automaton model of

inflectional affixes of KL

Finite-State Automata (FSA) can be used to describe
the possible word forms of a language. We have
already applied the model of FSA into the lexical
analysis of KL. The following figure shows a FSA
model of inflectional changes of a noun. See Figure 2:



sessive personal
affizes

Plural affixes
Noun stem

Caze affixes

Fossossiv /(_\

L
personnl
offizes

Case affixes

Figure 2. The FSA model of inflectional changes of a noun.

4 The Finite-state Transducer (FST) of

Kazakh Words

As a typical agglutinative language, Kazakh words are
formed by adding various suffix to word roots. But the
Kazakh language itself does not have prefixes with
exception of some borrowed or loaned prefixes from
foreign words. And there are some rules guiding the
usage and connection of various suffixes. Thus we can
apply FST to establish a model for Kazakh words. The
process of establishing a FST model can be divided
into the following steps(E.Giilsen & A.Esref. 2004):
Step 1: Establish a Right-to-Left FSM.

Step 2: Tag affixes

Step 3: Reverse the Right-to-Left FSM, and get a
Non-deterministic Finite-state Automaton (NFA)

Step 4: Convert the NFA to a Deterministic
Finite-state Automaton (DFA) and establish a
Left-to-Right FSM.

The Kazakh words that can be added affixes to
themselves are the followings: nouns, numerals,
adjectives, pronouns, verbs, adverbs and so on.
Among them, nouns and verbs are the most difficult
parts of speech to be segmented. Take these two parts
of speech as examples:

4.1 Inflectional Affixes of Nouns

Step 1: Establish a Right-to-Left FSM .

The four types of inflectional affixes can be added to
stems under the guidance of some rules which also
decide the FSM. We can apply the FSM to segment
stens and we can analyze the FSM from right to left.
See Figure 3:

1.2.35.¢
so affixes L
‘ Nom-verbl 2 ‘
T
6.4.2. €

l 1
T I !
1 3 H

: |

4. €

e

Figure 3. Right-to-Left FSM of inflectional affixes.

—

|ann—v91‘b'_‘ 3
T
2. e

|

Step 2: Tag affixes

How to tag depends on the types of inflectional
affixes, in which each type is given a value as its
expressing value. Those affixes will be stored in the
database as well as those expressing values. See Table 1
Table 1. Types and Expressing Values of Inflectional
Affixes of Nouns.

inflectional affixes | value | Inflectional affixes | value

Type type

Plural 1 Personal  pronoun | 4
possessive: plural

Case 2 predicative person: | 5
singular

Personal pronoun | 3 predicative person: | 6

possessive: plural

singular
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Step 3: Reverse the Right-to-Left FSM to form a
Left-to-Right FSM

Reverse the Right-to-Left FSM, and form a
Non-deterministic Finite-state Automaton (NFA) (See
Figure 4). The number in each circle of Figure 4
represents the state value consistent with the state
value of Figure 3. The types and expressing values are
also marked above the lines in Figure 4.

Figure 4. Left-to-Right NFA of inflectional affixes.

Step 4: Convert NFA to DFA

The multi-switches and "¢" switches of an expressing
value of NFA makes the realization of NFA on
computer very complex. Therefore, we should convert




the NFA to be a DFA with the purpose of making each
inputted expressing value facing one switch and
making "¢" switch nonexistent. We adopt “subset
construction algorithm”[A.V.Aho et al. ,1986] to
conduct the operation. We make each state of the new
DFA correspondent to a subset of the NFA. As Table 2
shows, the start state (A)of DFA contains one element
“0” and the start state of NFA. We know that all other
states can be achieved from the state “0” through "e"
switches. Thus, the start state of DFA could be
A={0, 1, 2, 3, 4, 5}. The numbers in the
brackets represent inputted expressing values or types
of affixes. The next state of DFA should be started
with A and “1, 2, 3, 4, 57’can be separately
inputted as expressing values. The FAS can thus be
established.

Table 2. The Conversion from NFA to DFA of Inflectional
Affixes.

E-closure({0})={0,1,2,3,4,5} *A E-closure(C,1)={1}

E-closure(A,1)={1} *B B
E-closure(A,2)={1,2,3} *C E-closure(D,1)={1}
E-closure(A,4)={2,4} *D B

E-closure(A,6)={2} *E

E-closure(E,1)={1} B

Figure 5. FSM of Inflectional Affixes of Nouns.

inflectional affixes of verbs.

S Approaches to the Segmentation of
Inflectional Affixes of Kazakh Words
Some mathematical frameworks or modeling

methodologies can be used for morphology learning
and word segmentation: maximum likelihood (ML)
modeling, probabilistic maximum a posteriori (MAP)
models, finite state automata (FSA), etc.

The algorithms suitable for the segmentation of
inflectional affixes of Kazakh words include the
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followings: Bidirectional Maximum Matching and
Omni-word Segmentation.

5.1 Bidirectional Matching Algorithm

Forward and backward algorithm is applied for the
segmentation of a given word is examined for the
words whose surface forms change after concatenation.
The basic idea of this approach is to conduct the
segmentation of inflectional affixes from left side of a
character string to its right side and vice versa. But
during the process, the critical issue is to determine the
border between stens and inflectional affixes. Under
many situations, vague borders between stens and
inflectional affixes cause the inaccurate stemming.
Thus, this algorithm can solve this problem.

5.2 Omni-word Segmentation Algorithm

The basic idea of this algorithm is to find all the
segmentation forms of character strings waited for the
segmentation starting from position “i”. For Kazakh
text, we should find all the segmentation forms of a
word. We just leave the issue of ambiguity for later
discussion.

5.3 The of

Omni-word Segmentation Algorithm and

Combination Bidirectional

The Lexical Analysis
1) The segmentation of inflectional affixes is
conducted from the left side of a Kazakh word and
then matched with the table of inflectional affixes. In
general the inflectional affixes are formed by short
character strings. Therefore some inflectional affixes
maybe become sub-strings of other inflectional affixes.
It is very possible that there are many successful
matches of inflectional affixes, that is to say, there will
be various segmentations of inflectional affixes of a
word, But only one of them is accurate. So we need to
classify the inflectional affixes and enact the rules to
guide their connection order. According to those rules
we just search one type of inflectional affixes and
adopt Maximum matching algorithm to avoid the
problem of many segmentations of an affix. When
conducting the segmentation of inflectional affixes



and the stem extraction, we call the far right side of
segmentation border “candidate border” .

2) The extract stems is conducted from the right side of
a Kazakh word and then matched with the lexicon in
order to find the candidate border of the sten. The
ability to form new words for some affixes is very
strong, so many stems which are added to various
derivational affixes become new stems of other words.
So the situation is the same with the segmentation of
inflectional affixes. We should conduct Omni-word
Segmentation and list all the possible segmentation
forms of affixes.

We should deal with some special problems when
conducting segmentation of inflectional affixes.
Borders of stens will be changed somewhat when
some inflectional affixes are added to the stens.
Changes would occur like vowel deletion and lenition
reduction. Sometimes it is impossible to find the
complete match in the lexicon. Under such situation,
we should apply orthographic rule of Kazakh language
to deal with it.

6 The Analysis of the Ambiguity of
Inflectional Affixes
6.1 Rule-based analysis of Ambiguity

To prevent over-segmentation and secure the semantic
identity of a word, stem and suffix boundary is chosen
as the primary target of segmentation.

Suppose the right border of inflectional affix is
indicated as S1 while the left border of sten as S2. The
ambiguity probably occurred in the segmentation is
listed below as well as its solution.

1) S1=S2 (Under various situations, it is possible that
S11is S2): Under this situation we should segment the
longest sten.

2) S1 #S2 (Under this situation, we also consider the
following two cases see Figure 8)

Case 1:

(1) The sub-string on the right side of S1 will be
regarded as the candidate stem. And then we should
apply orthographic rule to make a choice of the
candidate stem and the sub-string on the left side of S1.
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(2) If some variants of the words do exist, a new sten is
formed; otherwise, go to Step 5.

(3) We should search the new sten in the lexicon

(4) If we succeed to find the new sten in the lexicon,
please tag the stem and the inflectional affix (the left
sub-string of S1)

(5) End

Case 2:We should apply probability statistics to solve
the problem.

[ —
o

S1 S2a

Figure 6(a). Case 1: (S1 #S2).

‘ Stems
=1

Figure 6(b). Case 2: (S1 #S2).
3) Non-matched stems but with matched inflectional

StemZ |

affixes

We adopt the same solution to deal with this
situation. That is to say, we at first should apply
orthographic rule to make a choice of the sub-string on
the left side of S1 and the sub-string on the right side of
S1.And we also try to find the existence of lenition
reduction. If we could not find the new sten in the
lexicon, we should change to apply probability
statistics to analyze.

4) Non-matched stens with non-matched inflectional
affixes

We should search the inflectional affixes from the
left side of the word to be segmented. If we could not
find the match in the lexicon, we should judge the
suffix and the sub-string on the right side by use of
orthographic rule. And then we continue to search the
candidate stem in the lexicon. If the match does exist,
we tag the word as a sten; otherwise we tag it as an
unregistered word.

5) Non-matched inflectional affixes with matched
stems.

We consider the sub-string on the left side of the
stem as the candidate derivational affix and search the
match in the table of derivational affixes. If the match
could be found in the table and its type is the same with



the stem , we should tag the word as a stem; otherwise
we tag it as an unregistered word.

6.2 The ambiguity analysis based on Bayesian
classification

The principle of Semantic Bayesian classifier is to
consider the information of surrounding words of
ambiguous words in a large context. Each practical
word contains potentially useful information to imply
the possible semantics of the ambiguous words. This
Classifier is not a features selection but a combination
of all features. The ambiguous words of the corpus
should be semantically tagged in advance.Table 3 lists
some symbols presented by this paper.

Table 3. Symbols Agreement.

Symbol Meaning

W An ambiguous word

sl,...,sk,...,sK ALL the different segmentations
of W

cl,....ci,....cl the context in which W is in the
corpus

vl,...,vj,...,v] the context features of the
Disambiguation

When selecting the types, the Bayesian classifier using
Bayesian decision-making rules could be used; those
rules can minimize the error probability (R. O.Duda, P.
E. Hart. ,1973).

According to simple Bayesian assumption, we have
revised the decision making rules, as follows:

Simple Bayesian decision-making rules.

Decide S' if S'=argmaxsk[logP(sk)+zvj inclogP(vils )] (1D

P (vj | sx) and P (si) in the formula can be calculated
using the maximum likelihood estimates from the
tagging of training in Corpus:

s = arg | max P (s, /c)
= arg , max %P(m)
=arg | max P (c/s, )P (s,)

= arg | max[log P(c/s,)+ log P (s,)]
C(v,,s¢)
P(Vf|5k):%
t 122k
_C(s,)
P(s,)= C(w) (2)

C(vj,sk) in the formula is the number to show how
many times sk is to be segmented by vj in the context
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of training materials; C (sk) is the number to show how
many times that sk occur in the training corpus; and C
(w) is the total number to show how many times the
unambiguous words occur.

1 comment: Training

2  for all stemmings of w do
3 for all words vjin the vocabulary do
4
[ (LN
Pv, | s0) = a2
Z NS QUAN-FY
5 end
6 end
7 for all stermumings s of w do
L (o)
P(sy = S
C(w)

9 end
10 comment:Disambiguation
11 for all stemmings 51 of w do

12 score(sp)=logP (s1)

13 for all words vjin the context window ¢ do
141 score(sg)=score(sy) + log P(vj| sx)

15 end

16 end

17 choose s*=argmax 53 score(sg)

Figure 7. Bayes Disambiguation.

7  The Design of the System

In the process of segmenting affixes in Kazakh
language, the main task is to segment the prefixes,
stems, and inflectional affixes. For this purpose, About
60,000 stems and 438 tables of affixes are collected
as the basis of segmentation. The stem list consists of
almost all the common stems except from the domain
specific words and rarely used words. The realization
of the whole system experiences the following steps:
1) Take a Kazakh word from a text.

2) Establish a FSM of a noun or a verb. If possible,
directly give the result of segmentation and return to
step 1;otherwise turn to the next step.

3) Adopt the combination of Bidirectional Omni-word
Segmentation Algorithm and the Lexical Analysis to
analyze for the words to be segmented. If possibly
segmented, directly give the result of the segmentation
and return to step 1; otherwise adopt Bayesian
Classification by use of the parameters from the
training corpus to select the correct segmentation of
ambiguous words.

4) The result of tagging the segmentation of affixes .
The corpus contains 150, 992 words, among which
51% is used as training corpus while the rest as test



corpus. The accuracy rates generated from the testes
conducted for this paper include Precision 1 and
Precision 2. We can define two evaluation functions,
as follows:

Definition 1:The accuracy rate of inflectional affixes
segmentation of words.

numbers of correct extracted stems
x100%

total words (3)

precisionl =

Definition 2: The accuracy rate of inflectional affixes
segmentation of ambiguous words

numbers of correct extracted ambiguous words <100%
0
total number of ambiguous words (4)

precision2 =

8 Experimental results

8.1 The comparison of the segmentation speeds

Table 5 shows the comparison of the segmentation
speeds, in which we compare the system adopting
FSM to the system not adopting FSM. We have tested
10, 000 words and the result of the comparison is
quite obvious, which indicates the high segmentation
speed of the system adopting FSM.

Table 4. The comparison of Two segmentation speeds.

The tests show that the final one improves the
accuracy rate of affix segmentation and realizes the
segmentation of inflectional affixes.

8.3 The Analysis of segmentation of ambiguous
words

This paper puts forward that we should firstly adopt
rule-based approach or algorithm to the segmentation
of ambiguous words, if without any result, we should
adopt Bayesian Classification to the segmentation of
ambiguous words. In the test corpora, among 74,026
words 922 words are ambiguous words. So at first we
should adopt rule-based algorithm to deal with those
ambiguous words, in which 600 ambiguous words can
be correctly dealt with; and then we should adopt
Bayesian Classification Algorithm to further improve
the accuracy rate of the segmentation of ambiguous
words. As a result, the accuracy rate of the
segmentation of ambiguous words can be reached to
84.38%. Table 7 of the

segmentation of ambiguous words.

Table 6. The analysis of the segmentation of ambiguous
words.

shows the analysis

Type .of The Total time average Aot to dea] Total number CNOL:E]Ztelr of
segmentation | number used . for | velocity ‘g ) of ambiguous y Precision?
of tested | segmentation | (Ms/words) | Wwith ambiguous words of test segmented (%)
words (Ms) words corpora ambiguous
not adopting | 100,00 | 24, 422 2.4422 words
FSM Rule-based 922 532 57.70%
adopting 100,00 | 19, 408 1.9408 segmentation of
FSM ambiguous
words
8.2 The Analysis of the result of inflectional Bayesian 390 246 63.07%
affixes segmentation classification

This paper adopts the combination of bidirectional
omni-segmentation and rule-based segmentation to

segment inflectional affixes and extract stems.

Table 5. The contrast of affix segmentations by use of
different algorithms.

. Precisionl
Algorithms (%)
Omni-word Segmentation 78.1
Maximum matching 74.2
Combination of bidirectional 24.0
omni-segmentation and lexical analysis '

9 Conclusion and Future Study

This paper firstly analyzes the morphemic structure in
the corpus of Kazakh Language, and especially studies
stem extraction and affix segmentation. It establishes
the FSM of inflectional affixes and then conducts the
segmentation of inflectional affixes. The process starts
with the analysis of FSM of the words to be segmented.
If successfully achieved, the result would be
considered as the result of segmentation. Otherwise,

the algorithm of combining the bidirectional




based

segmentation should be adopted to segment the

omni-word  segmentation and  ruled
inflectional affixes, which better solves the problem of
segmenting inflectional affixes. At last the paper
presents that we should apply the method of statistics
to disambiguate the segmentation of inflectional
affixes of ambiguous words. Compared to other
approaches, this approach improves the accuracy rate
and the segmentation speed of segmenting inflectional
affixes.

But there exist other problems presented in this paper,
such as unregistered words. We should continue to
make efforts to improve the accuracy rate of the
segmentation of inflectional affixes through further
enlarging the vocabulary of the dictionary and
adopting the method of statistics. And we should be
well-trained in obtaining parameters of segmentation
models of Kazakh Language, making the language
model close to the reality language itself.
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Space Characters in Chinese Semi-structured Texts
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Abstract

Space characters can have an important role
in disambiguating text. However, few, if
any, Chinese information extraction systems
make full use of space characters. However,
it seems that treatment of space characters
is necessary, especially in cases of extract-
ing information from semi-structured docu-
ments. This investigation aims to address
the importance of space characters in Chi-
nese information extraction by parsing some
semi-structured documents with two simi-
lar grammars - one with treatment for space
characters, the other ignoring it. This paper
also introduces two post processing filters
to further improve treatment of space char-
acters. Results show that the grammar that
takes account of spaces clearly out-performs
the one that ignores them, and so concludes
that space characters can play a useful role in

information extraction.

1 Introduction

It is well known that a snippet of text in Chi-
nese (or some other oriental languages) consists of
a span of continuous characters without delimiting
white spaces to identify words. Therefore, most pars-
ing systems do not make full use of space charac-
ters when parsing. Furthermore, even though Latin-
based languages such as English have delimiting

white spaces between words, most systems treat them

Claire Grover
School of Informatics

University of Edinburgh

Ewan Klein
School of Informatics
University of Edinburgh

ewan@inf.ed.ac.uk

as no more than delimiting characters. Therefore,
space characters are usually stripped out of the text

before processing.

However, this is intuitively wrong. (Rus and
Summers, 1994) stated that “the non-textual con-
tent of documents complement the textual content and
should play an equal role”. This paper shows that
space character plays an equal role as the textual con-
tent, where it can be used not only to construct a cer-
tain layout, but also to signal a certain syntactic struc-
ture. Some researchers have been seen to make use of
space characters, but they mainly use spaces to cre-
ate or recognise certain special layouts. For example,
(Rus and Summers, 1994) used white spaces to refor-
mat documents into somewhat structured styles; (Ng
et al., 1999) and (Hurst and Nasukawa, 2000) used
spaces to recognise tables in free text. Wrapper gen-
eration is more related to our research since it uses
layout to extract structured content from documents
(Irmak and Suel, 2006; Chen et al., 2003). How-
ever, wrapper generation is too high level, this paper
is aimed at exploring the effects of space characters

at a lower level.

In this paper, we focus on semi-structured doc-
uments (in our case, real-world Chinese Curricula
Vitae), since these types of documents tend to con-
tain more space layout information. This paper is
intended to address the importance of space charac-
ters not only in layout extraction, but also in infor-
mation extraction. To do so, Daxtra Technologies’

grammar formalism and their additional elements for

191

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 191-198,
Beijing, August 2010



basic space character treatment is introduced '. Then
an improved treatment plan is given for further dis-
ambiguation. Finally, we perform evaluation of the
tools on a set of real-world CVs and give proposals

for future work.

2 Space Characters

A space character, when considered as punctu-
ation, is a blank area devoid of content, serving to
separate words, letters, numbers and other punctu-
ation. (Jones, 1994) found broadly three types of
punctuation marks: delimiting, separating and dis-
ambiguating. Similarly, space characters have three
different functionalities: delimiting, structuring and
disambiguating.

Space characters are natural delimiters in some
languages. In English and many other Latin-based
languages for example, spaces are used for separat-
ing words and certain punctuation marks (e.g. period
and colon). However, in formal Chinese typesetting,
spaces are not used to delimit words or characters.
Hence the need for automatic word segmentation sys-
tems (Zhang et al., 2003). The current segmenta-
tion systems mainly focus on resolving ambiguities
and detecting new words in segmenting text with no
spaces (Gao et al., 2005). However, ambiguities can
be caused not only by characters themselves, but also
the spaces and layout around them. The paper will
later demonstrate this in terms of recognising entities,
but the same should apply to segmentation.

Therefore, Chinese documents can have white
spaces, it is up to the author of the document to de-
cide when to use spaces, which makes dealing with
people’s spacing habits one of the reasons to include
treatment of space characters in linguistic systems.

Structuring refers to space characters being used
for layout purposes. For example, spaces and tabs

can be used to create tables, putting spaces in front

'Daxtra Technologies provides software for re-
sume/CV parsing and extraction for candidate acquisition:
http://www.daxtra.com

of a piece of text means to start a new paragraph
etc. In some cases, such structuring space characters
represent a relation between the elements that the
spaces are delimiting. For the following example,
each line contains a label and a value separated using

spaces to create a table.

4 4 (Name) AsHEAE

it (Age) 25%

Email 1li25 @gmail.com
$& 71 (Place of Birth) _Lif§

Disambiguating spaces occur where an unintentional
ambiguity could result if the spaces were not there.
Two types of ambiguities are usually caused by ig-

noring the effect of white space:

Overlapping Ambiguity, where a set of tokens can
either be appended to the previous set of tokens
to form an entity, or precede the next set of to-
kens to form a different entity. For example, in a
Chinese CV’s job history section, the following

two situations could occur:

19994£1031 HA AR &

1999.10.1 A Japanese Company Ac-
countant

19994E10H1H AR E 21t

1999.10.1 Accountant in this com-
pany

In the above example, two spans of text use ex-
actly the same set of characters, but since the
space is not in the same place, they have differ-
ent meanings. Thus ignoring white space in this

case could result in an overlapping ambiguity.

Combinatorial Ambiguity, where two sets of to-
kens can either be joined to form a single entity,
or be separated to form two different entities.
For example, “Z #_H) #1” could mean Man-
ager Assistant when joined together, or since
there are spaces in between the two words “£¢

P and “BijH”, they could also mean Manager

and Assistant.
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3 Basic Space Character Treatment

Daxtra Technologies’ parsing system is a gram-
mar formalism used to develop grammatical rules for
recognising Named Entities and Relations. The sys-
tem is based on context free grammar, but includes
additional elements for integrating linguistic infor-
mation (e.g. grammar and lexicon) and layout infor-
mation (e.g. space characters) to parse structured and
unstructured text. Along with parsing the text, the
parser also labels the matched text with XML tags.

A typical Daxtra grammar rule looks like the

following:

person =

person-firstname

+ person—-lastname !ATTACHED_L
person =
person-firstname
+ person-midname !ATTACHED_L
+ person—-lastname !ATTACHED_L

As the above example illustrates, a rule begins
with a colon and the rule’s name. For example, con-

sider the following two person names:

Rongzhou Shen
Andrew Peter Baker

assuming that “Rongzhou Shen” matches the first
rule and “Andrew Peter Baker” matches the second
rule, then both will be surrouned by <person>
XML tags.

Contents following the equal sign are a combi-
nation of other defined grammar rule names or lex-
icon names to build up the body of the person
rules. Thus, for the first person rule to match a
piece of text, the sub contents of the text must match
person-firstname and person—-lastname
in the order given. Any other contents between a right
hand side rule name and its XML tag replacement
(i.e. the square bracketed contents) are attributes at-
tached to the rule. These attributes include layout in-

formation.

For describing layout information, the Dax-
tra grammar formalism offers three types of
space grammar rule: ATTACHED (ATTACHED._L,
ATTACHED_R), TABULATION (TABULATION_L,
TABULATION.M, TABULATION_R)
LINEBREAK (LINEBREAK_L, LINEBREAK.M,
LINEBREAK_R).

and

ATTACHED This attribute checks the matching con-
tents of the attached rule for surrounding
spaces.  Accordingly, ATTACHED_L detects

spaces on the left of the matching contents, and

ATTACHED_R detects spaces on the right of the

matching contents.

TABULATION Similar to ATTACHED, this checks

for tabulation characters in the matching con-
TABULATION_L, TABULATION.M and
TABULATION.R checks for tabulations before,

tents.

inside or after the matching text respectively. A
tabulation is either a tab character or a span of

more than three continuous white spaces.

LINEBREAK As the name suggests, this at-
tribute checks for line breaks in the match-
ing text. LINEBREAK_L, LINEBREAK M and
LINEBREAK_R checks for line breaks before,

inside or after the matching text respectively.

4 Improved Algorithm

Although the Daxtra grammar formalism offers
a full range of space layout descriptors, questions still
arise. Consider the job history examples in Table 1.
The first one would parse correctly with some sim-
ple grammar such as the following (assuming that we

have all the needed lexicons):

'ATTACHED_R
'ATTACHED_R
!ATTACHED_R

history date-range
+ company
+ occupation

+ occupation

However, the same rule would become ambigu-

ous for the second example, where there is a space
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Original 1999 - 2000  3CR Health Beauty International Ltd. ~ Bh¥E £ ¥ B FE 2>t

Translation | 1999 - 2000 3CR Health Beauty International Ltd.  Assis. Manager_Assis. Accountant
Original 1995-1997 EMaiMai.com Hong Kong Ltd. S BhEE 21t

Translation | 1995 - 1997 EMaiMai.com Hong Kong Ltd. Manager._Assistant._.Accountant

Table 1: An example job history section in a CV file

between “Z: F1” (Manager) and “Bij#” (Assistant).
In such a case, two matches are found, as shown in
Table 2.

We may notice that the word “BIEE” (Assistant)
is closer to the word “Z& 2 (Manager) than the word
“2x11 (Accountant), hence the correct entities be-
ing “Z B Bl #” (Manager Assistant) and “Z i1
(Accountant). If on the other hand, there were more
spaces between “Z ¥ (Manager) and “BIE” (As-
sistant) than “Bh¥” (Assistant) and “2=11” (Accoun-
tant), we may infer that the entities would be “Z8 3
(Manager) and “Bh# 211 (Assistant Accountant).

Therefore, more control is needed for incorpo-
rating space layout information. For example, the
problem in Table 2 can be resolved by comparing
the number of spaces between the words. To do so,
we replaced the spaces with XML tags with an at-
tribute indicating the number of spaces replaced. For
example, a span of four spaces will become: <w
spaces='4’ />. Based on such a transformation,
we came up with the following post-processing filters
for resolving ambiguities and other errors caused by

space characters:

Filter least-space For different matches of the same
rule, always choose the match that has the least

number of spaces inside the entities.

For example, consider the two cases in Table 3.
They both have exactly the same set of charac-
ters, but are in fact two different combinations,

as indicated by the translations in the table.

Assuming that a simple rule like the following is
used to match both the job histories:
date

history = !ATTACHED_R

+ company

+ occupation

Then for (1) in Table 3, the two possible matches

are shown in Table 4.

Therefore, the first match yields a total of one
space inside the entities (between “F” and
“%7), while the second match yields three
spaces (between “4” and “F % A 7). Thus

the first match is chosen.

Similarly for (2) in Table 3, there are two pos-
sible matches (see Table 5), in which the first
has four spaces inside the entities and the sec-
ond has two spaces, so the system chooses the

second match.

Filter equal-space For a parsing with only one pos-
sible match, check whether the entity contains
an unequal number of spaces between charac-

ters.

For example, “/ [E 2 v+ W|__ b 7 2 =]
(Chinese Accountant Regulations__Listed Com-
pany) can be recognised by the system as a
company entity, but it is in fact not. Thus in
this case, the filter equal-space will reject it -
there are no spaces between the first six charac-
ters, but two spaces appear after them, so the two

spaces are not considered as part of an entity.

5 Evaluation

The evaluation data is a set of entities extracted
from 314 real world CVs. The original CVs were
all MS Word files, then converted to plain text using
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Original 1995 - 1997 EMaiMai.com Hong Kong Ltd. & ¥ _Bh#E 21

Translation | 1995 - 1997 EMaiMai.com Hong Kong Ltd. Manager Assistant | Accountant

Match 1 1995 - 1997 EMaiMai.com Hong Kong Ltd. £ B3 o1t
Translation | 1995 - 1997 EMaiMai.com Hong Kong Ltd. Manager Assistant Accountant
Match 2 1995-1997 EMaiMai.com Hong Kong Ltd. & H# =it

Translation | 1995 - 1997 EMaiMai.com Hong Kong Ltd. Manager Assistant | Accountant

Table 2: The second example’s two matching variants

Original (1) | 20024 4 Tl A Al 2R 1HAIN %

Translated | 2002_Winter_._P&G Global Accountant and Finance

Original (2) | 20024 .. A& % L A Al Bk TR 2%

Translated | 2002_._Dong._Bao.Jie_Company Global Accountant and Finance

Table 3: Examples showing two different combinations using the same set of characters. (Note: “DongBao-

Jie” and “Winter P&G” have the same characters in Chinese.

Match 1 2002F & | oo | EWEATH SRR TR 55
Translation | 2002_Winter | ... | P&G Company Global Accountant and Finance
Match 2 20024 .| B E A SRR TR 55
Translation | 2002 - Dong....Baolie Company | Global Accountant and Finance
Table 4: Two possible matches of (1) in Table 3
Match 1 2002 LA | L | EIEAH SRR 55
Translation | 2002___Winter | _ P_&G Company Global Accountant and Finance
Match 2 20024F e | B IE AT EERETHFIN 55
Translation | 2002 —. | Dong_Bao.Jie Company | Global Accountant and Finance

Table 5: Two possible matches of (2) in Table 3

wvWare 2. The converted files were all encoded us-
ing UTF-8. To demonstrate generality of the rules
and filters, the selected CVs included differents kinds
of layout, among which plain paragraphs, tables and
lists are the most common. Table 6 shows the types
of entities extracted.

To evaluate the effect of the different treatments
of space characters, four sets of data were prepared,
Table 7 shows the list of data.

For annotating the gold set, we performed

named entity recognition using the latest grammar

ZwvWare is an opensource project for accessing and
converting MS Word files: http://wvware.sourceforge.net/

rules, then hand corrected the mistakes to produce a
gold data set. For evaluation method, we used the
standard Precision/Recall/F-score measures. To com-
pute the standard measures, the XML output from the
original parsed texts are converted to a CoNLL style
format. For the example in Table 8, the converted
CoNLL format looks like Figure 1.

5.1 The Results

A total of 24,434 entities were annotated in the
gold set, Table 9 shows the distribution of the entity
types among the whole set of entities.

After running each version of the grammar (i.e.

Baseline, Version 1, Version 2) on the whole set of
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Number of cor- | Number of gold | Number of sys- | Precision | Recall F1 (%)
rectly labeled | annotated charac- | tem annotated | (%) (%)
characters ters characters
Baseline | 272901 302491 321059 85.00 90.22 87.53
Version 1 | 285736 302491 305339 93.58 94.46 94.02
Version 2 | 287365 302491 303948 94.54 95.00 94.77
Table 10: Results of each version computed against the gold data set
Entity Type | Examples Text AR IEAF AR TR 5
date 1990410 H 1H, 1990.10.01 Translation | Dong_Bao_Jie = Company._Global
date-range 1998/10/1 - 1999/10/1 Accountant and Finance
company HE SOV AT 15317 (Zhongxin || Rule : history = company + occupation

Industrial Bank Shanghai Branch)
occupation 2> iF(Accountant), % ¥ B
J(Manager Assistant)

TE%5 ¥ (Shen Rongzhou)

% 1 & K % (University of Edin-
burgh), [E i F} K (University of Na-
tional Defenses)

2+ (Bachelor), fijl 1= 2% {7 (Masters
Degree)

) #(Physics), ¥ 3 1k % (Physical

Chemistry)

person

educational

degree

subject

Table 6: Types of named entities extracted from CVs.

Data name | Description

Gold Human annotated data

Baseline Daxtra grammar without space at-
tributes

Version 1 Daxtra grammar with space at-
tributes

Version 2 Daxtra grammar with space at-
tributes and least-space filter and
equal-space filter.

Table 7: The four sets of data prepared

CVs and converting the XML output into CoNLL for-
mat, there were a total of four sets of result files (in-
cluding Gold annotated data set) and 1256 result files
in total (one result file per CV). We then performed

Table 8: A sample text and its matching rule

£ B-company
f#space I-company
¥ I-company
#space I-company
& I-company

N I-company

3  I-company
#space O

4 B-occupation
¥ I-occupation
4 I-occupation
it I-occupation
f1 I-occupation
W  I-occupation

% I-occupation

Figure 1: The converted CoNLL style format for Ta-
ble 8

pair-wise comparisons of the result files from each
version with the result files in the gold data set. Table
10 shows the final results.

As can be seen from Table 10, Version 1 is a
great improvement over the Baseline in that both F1
score and precision increased by over 6%, while re-
call rose by 4.24%. This strongly indicates that the

importance of space layout information is not to be
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Entity Type | Total Number
date 10006
date-range 166

company 5456
occupation 3993

person 783
educational | 1686

degree 1039

subject 1305

Total 24434

Table 9: Distribution of entity types in the CVs

neglected in named entity recognition tasks. A much
lower number of system annotated characters for Ver-
sion 1 shows that the layout information is disam-
biguating multiple matches, thus rejecting many pre-
dictions.

Although not as significant, Version 2 has still
gained an improvement on performance over Version
1 by 0.75% in F1 score. A lower number of pre-
dicted annotations and a higher number of correctly
predicted annotations both indicate more ambiguities
have been resolved as a result.

Further investigations into the errors made by
the Baseline showed that most ambiguities were over-
lapping ambiguities (over 90%). A possible reason
for the smaller number of combinatorial ambiguities
could be that people tend to be careful in writing
their CVs, and tend to disambiguate entities by them-
selves. For example, instead of writing “Zt ¥ B
i, separating the two words using a space, people
will use punctuation marks to divide them. Further-
more, the case where people put spaces between each
character wasn’t so often seen: there were 16 CVs in
total where such a case was found. Thus filter equal-
space did not disambiguate many.

Further dividing the results down into smaller
parts, we found that most of the ambiguities in the
Baseline came from company, educational, occupa-
tion and subject names. This has two main causes:

(1) These entities’ grammar contain many generative

rules, so ambiguities can not be avoided; (2) The con-
text around these entities contain the most layout in-
formation (e.g. job history, educational history). Date
and date-range entities were not affected so much by
the layout information since they are straightforward
to recognise. However, there was one case where the

Baseline predicted a date wrongly:

1995E1H1H~19974E1 H1 HAN
FPEIEARAT g7
1995.1.1 - 1997.1.1 Japan Sakura

Bank Shanghai Branch

The Baseline version predicted “19974-1H1
H” as a single entity of type date. This is obviously
a human typing error, where the author missed out
“H” on the end of the date. This error was later fixed
by Version 1.

From to the above discussion, we may know that
least-space is mainly targeted at resolving overlap-
ping ambiguities (which account for more than 90%
of the ambiguities found), thus making it the more
significant filter of the two.

Although Version 1 and Version 2 both had im-
provements over the Baseline, many errors still occur

and they are categorized as follows:

e Rejections caused by filter equal-space were in
fact real entities, uneven spaces in the entities

were mostly human typing error;

e Choices made by filter least-space were occa-
sionally wrong. This happens most often when
two matches have a very small difference in the

number of spaces inside entities;

e Grammars either overgenerate (cause plain to-
kens to be predicted as entities) or undergenerate

(cause entities to be not detected);
e Lack of lexicon.

6 Conclusion

This paper has attempted to address the impor-

tance of space characters in Chinese linguistic pars-
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ing or information extraction in semi-structured doc-
uments. Essentially, space characters can contribute
to the syntactic structure of texts and should not be
only treated as delimiters or be stripped out of the
document. This is especially true for semi-structured
documents such as CVs.

As our results indicate, integrating simple layout
information with linguistic grammars can greatly im-
prove the performance of information extraction. A
further improvement can be achieved using the two
filters introduced in the fourth section.

Although Daxtra’s grammar formalism is cho-
sen as the tool for information extraction, since it al-
ready includes treatment of space characters, other
tools are also available to carry out the same job.
For example, Edinburgh University Language Tech-
nology Group’s LT-TTT2 (Grover and Tobin, 2006)
3.

Our paper focuses mainly on Chinese CVs, but
space layout information can be used widely in other
languages and documents. In English for exam-
ple, although words are separated by a single space,
spaces are not always used as delimiters (e.g. con-
structing tables, columns), thus providing the need
for integrating space layout. In terms of document
types, plain paragraph based text (e.g. articles, blogs
etc.) may not be affected too much by space char-
acters, but integrating space layout information in
parsing these documents should not decrease perfor-
mance either. Furthermore, semi-structured docu-
ments may not be just limited to CVs: people’s online
portfolios, advertisements etc. all have space layout
information attached. Therefore, much investigation
still needs to be done on the effect of space characters

in different types of documents.

References

Chen, Liangyou, Hasan M. Jamil, and Nan Wang.
2003. Automatic wrapper generation for semi-
structured biological data based on table struc-
ture identification. Database and Expert Sys-

Shttp://www.ltg.ed.ac.uk/software/It-ttt2

tems Applications, International Workshop on,
0:55.

Gao, Jiangfeng, Mu Li, Andi Wu, and Chang-Ning
Huang. 2005. Chinese Word Segmentation and
Named Entity Recognition: A Pragmatic Ap-
proach. Computational Linguistics, 31(4):531
- 574.

Grover, Claire and Richard Tobin. 2006. Rule-based
chunking and reusability. In Proceedings of the
Fifth International Conference on Language Re-
sources and Evaluation (LREC 2006), Genoa,
Italy.

Hurst, Matthew and Tetsuya Nasukawa. 2000. Lay-
out and Language: Integrating Spatial and Lin-
guistic Knowledge for Layout Understanding
Tasks. In Proceedings of COLING, pages 334
—340.

Irmak, Utku and Torsten Suel. 2006. Interactive
Wrapper Generation with Minimal User Effort.
In Proceedings of the 15th International Confer-
ence on World Wide Web, pages 553 — 563.

Jones, Bernard. 1994. Exploring The Role of Punc-
tuation in Parsing Natural Text. In Proceedings
of 15th Conference on Computational Linguis-
tics, pages 421 — 425.

Ng, Hwee Tou, Chung Yong Lim, and Jessica Li Teng
Koo. 1999. Learning to Recognize Tables in
Free Text. In Proceedings of the 37th annual
meeting of the Association for Computational
Linguistics on Computational Linguistics, pages
443 — 450.

Rus, Daniela and Kristen Summers. 1994. Using
White Space for Automated Document Structur-
ing. Technical Report TR94-1452, Cornell Uni-
versity, Department of Computer Science, July.

Zhang, Hua-Ping, Hong-Kui Yu, De-Yi Xiong, and
Qun Liu. 2003. HMM-based Chinese Lexical
Analyzer ICTCLAS. In Proceedings of the Sec-
ond SIGHAN Workshop on Chinese Language
Processing, pages 184 — 187.

198



The CIPS-SIGHAN CLP 2010
Chinese Word Segmentation Bakeoff

Hongmei Zhao and Qun Liu
Key Laboratory of Intelligent Information Processing,
Institute of Computing Technology, Chinese Academy of Sciences
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Abstract

The CIPS-SIGHAN CLP 2010 Chinese
Word Segmentation Bakeoff was held
in the summer of 2010 to evaluate the
current state of the art in word
segmentation. It focused on the cross-
domain performance of Chinese word
segmentation  algorithms.  Eighteen
groups submitted 128 results over two
tracks (open training and closed
training), four domains (literature,
computer science, medicine and finance)
and two subtasks (simplified Chinese
and traditional Chinese). We found that
compared with the previous Chinese
word  segmentation  bakeoffs, the
performance of cross-domain Chinese
word segmentation is not much lower,
and the out-of-vocabulary recall is
improved.

1

Chinese is written without inter-word spaces, so
finding word-boundaries is an essential first
step in many natural language processing tasks
ranging from part of speech tagging to parsing,
reference resolution and machine translation.
SIGHAN, the Special Interest Group for

Introduction

Chinese  Language  Processing of the
Association for Computational Linguistics,
successfully  conducted four prior word

segmentation bakeoffs, in 2003 (Sproat and
Emerson, 2003), 2005 (Emerson, 2005), 2006
(Levow, 2006) and 2007 (Jin and Chen, 2007),
and the bakeoff 2007 was jointly organized with
the Chinese Information Processing Society of
China (CIPS). These evaluations established
benchmarks for word segmentation with which
researchers evaluate their segmentation system.

199

After years of intensive researches, Chinese
word segmentation has achieved a quite high
precision, though the out-of-vocabulary
problem is still a continuing challenge.
However, the performance of segmentation is
not so satisfying for out-of-domain text.

The CIPS-SIGHAN CLP 2010 Chinese
Word Segmentation Bakeoff continues the
ongoing series of the SIGHAN Chinese Word
Segmentation Bakeoff. It was organized by
Institute of Computing Technology, Chinese
Academy of Sciences (abbreviated as ICT
below). It focused on the cross-domain
performance of Chinese word segmentation
algorithms. And the bakeoff results will be
reported in conjunction with the First CIPS-
SIGHAN joint conference on Chinese
Language Processing, Beijing, China.

2 Details of the Evaluation

2.1 Corpora

There are two kinds of corpora in the evaluation,
with one using the simplified Chinese
characters and another using the traditional
Chinese characters. For the simplified Chinese
corpora, the test corpora, reference corpora, and
the unlabeled training corpora were provided by
ICT, and the labeled training corpus (1 month
data of The People's Daily in 1998) was
provided by Peking University. For the
traditional Chinese corpora, all the training, test
and reference corpora were provided by the
Hongkong City University.

There are four domains in this evaluation.
Before the releasing of the test data, two of
them (literature and computer science, we
abbreviate “computer science” to “computer”
below) are known to the participants (we
provided the corresponding unlabeled training

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 199-209,
Beijing, August 2010



corpora Characters Tokens |Word Types| TTR | OOV Rate
Literature 50,637 35,736 6,364 0.18 0.069
Test Computer 53,382 35,319 4,150 0.12 0.152
simplified Medicine 50,969 31,490 5,076 0.16 0.11
Ch?nese Finance 53,253 33,028 4,918 0.15 0.087
Labeled 1,820,456 | 1,109,947 55,303 0.05
Training | Unlabeled-L | 100,352
Unlabeled-C| 103,764
Literature 54,357 36,378 8,141 0.22 0.094
Test Computer 67,321 43,499 6,197 0.14 0.094
Traditional Medicine 68,090 43,458 6,510 0.15 0.075
Chinese Finance 74,461 47,144 6,652 0.14 0.068
Labeled 1,863,298 | 1,146,988 63,588 0.06
Training | Unlabeled-L | 105,653
Unlabeled-C| 109,303
Tablel. Overall corpus statistics
Site ID | Site Name Contact S'mp"f'Ed Trqdltlonal
Chinese Chinese
College of Computer and Information Engineering, | ..
st Anyang Normal University, Henan province, China Jiangde Yu | € © *<
Institute of Intelligent Information Processing, Beijing .
S2 Information Science & Technology University Wenjie Su | &
. Huaping
S3 Beijing Institute of Technology Zhang <&
sa Center for Language Information Processing Institute, | Zhiyong o
Beijing Language and Culture University Luo
S5 Beijing University of Posts and Telecommunications \C(iz(r:a *
S6 Dalian University of Technology g#gfjve' *
S7 Fudan University é:ﬂeng L 4
Shenzhen Graduate School Harbin Institute of | Jianping
S8
Technology Shen
Language Technologies Institute, Carnegie Mellon .
S9 University Qin Gao *
S10 National Central University, Taiwan \\/(Vuu-Chleh 4 L 2
s11 Natural Language Processing Lab, Northeastern | Huizhen *
University, China Wang
National Laboratory of Pattern Recognition, Institute of
si2 Automation, Chinese Academy of Science KunWang | &
Institute of Computer Science and Technology, Peking | Liang
S13 S *
University Zong
S14 Institute of Computational Linguistics, Peking University Mairgup ¢
S15 Queensland University of Technology EricTang | ¢ *5
Institute of Information Science, Academia Sinica, | Cheng-
S16 Taiwan Lung Sung ¢ ¢
S17 Natural Language Processing Lab, Suzhou University Junhui Li 4
s18 Anhui Speech and language Technology Engineering | Zhigang *
Research Center Chen

Table 2. Participating groups (€ =closed track, <>=open track, there are four domains on every track)
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corpora for each during the training phrase),
and another two domains (medicine and finance)
are unknown to the participants (without any in-
domain training corpora). All corpora are UTF-
8 encoded. Details on each corpus are provided
in Table 1. We introduce a type-token ratio
(TTR) to indicate the vocabulary diversity in
each corpus.

During the process of building the reference
corpora for the simplified Chinese word
segmentation subtask, we manually check the
automatically segmented results of the test data
against the standard provided in “The
Specification for the Basic Processing of
Contemporary Chinese Corpus from Peking
University”. In this process, we refer to the
labeled training data frequently with a view to
keep the annotation consistency between these
two kinds of corpora. Furthermore, we made a
comparison  test which compared the
segmentation of the same character strings
present in both corpora automatically, and
corrected the inconsistent cases. However, in
the labeled training corpus, there are minor
incorrect segmentation cases against the
standard from Peking University, such as “f
%X 7 (yin2 jial, with the meaning of “the
winner”, this word should be regarded as a
word according to the above-mentioned
standard), and there are also a few interior
inconsistent cases in this corpus, such as “
A7 and “H FH” (huand you3, with the
meaning of “suffer from”). Whenever the
segmentation of the reference corpora was
different from the above-mentioned incorrect or
inconsistent segmentation in the training corpus,
we followed the standard from Peking
University. All the evaluation corpora can be
accessible from the Chinese Linguistic Data
Consortium at: http://www.chineseldc.org.

2.2 Rules and Procedures

This bakeoff followed a strict set of guidelines
and a rigid timetable. The detailed instructions
for the bakeoff can be found at
http://www.cipsc.org.cn/clp2010/cfpa.htm. The
training material of simplified Chinese word
segmentation was available starting April 1, the
training material of traditional Chinese word
segmentation was available April 23, testing
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material was available June 9, and the results
had to be returned to the organizer by email by
June 11 no later than 18:00 Beijing time.

The participating groups (“sites”) of CIPS-
SIGHAN CLP 2010 Bakeoff registered by
email. There are two subtasks in this evaluation:
word segmentation for simplified Chinese text
and word segmentation for traditional Chinese
text. The participating sites were required to
declare which subtask they would participate in.
The open and closed tracks were defined as
follows:

® For the closed training evaluation,
participants can only use data provided by
the organizer to train their systems.
Specifically, the following data resources
and software tools are not permitted to be
used in the training:

1. Unspecified corpus;

2. Unspecified dictionary, word list or
character list: include the dictionaries of
named entity, character lists for specific
type of Chinese named entities, idiom
dictionaries, semantic lexicons, etc.;

3. Human-encoded rule bases;
Unspecified software tools, include
word  segmenters, part-of-speech
taggers, or parsers which are trained
using unspecified data resources.

The character type information to
distinguish the following four character
types can be used in training: Chinese

characters, English letters, digits and
punctuations.
® |In the Open training evaluation,

participants can use any language
resources, including the training data
provided by the organizer.

Participants were asked to submit their data
using specific naming conventions, and from
the result file name we can see in which track
the result was run, as well as other necessary
information. Of course, the results on both
tracks are welcomed.

Scoring was done automatically using a
combination of Perl and shell scripts. The
scripts (Sproat and Emerson, 2003, 2005) used
for scoring can be downloaded from
http://www.sighan.org/bakeoff2005/. The
bakeoff organizer provided an on-line scoring



system to all the participants who had submitted
their bakeoff results for their follow-up
experiments.

2.3 Participating sites

Eighteen sites submitted results and a technical
report. Mainland China had the greatest number
with 14, followed by Taiwan (2), the United
States (1) and Australia (1). A summary of
participating groups and the tracks for which
they submitted results can be found in Table 2
on the preceding page. There are more sites
who had registered for the bakeoff. However,
several of them withdrew due to technical
difficulties or other problems. Altogether 128
runs were submitted for scoring.

3 Results

3.1 Baseline and topline experiments

Following previous bakeoffs, to provide a
basis for comparison, we computed baseline
and topline scores for each of the corpora.
When computing a baseline, we compiled a
dictionary of all the words in the labeled
training corpus, and then we wused this
dictionary with a simple left-to-right maximal
match algorithm to segment the test corpus. The
results of this experiment are shown in Table 3.
We expect systems to do at least as well as the
baseline. The topline employed the same
procedure, but instead used the dictionary of all
the words in the test corpus. These results are
presented in Table 4. We expect systems to
generally underperform this topline, because no
one could exactly know the set of words that
occur in the test corpus.

In these and subsequent tables, we list the
word count for the test corpus, test recall (R),
test precision (P), balanced F score (where F =
2PR/(P+R)), the out-of-vocabulary (OOV) rate
on the test corpus, the recall on OOV words
(Roov), and the recall on in-vocabulary words
(Riv).

3.2 Raw scores

All the results are presented in Tables 5-20.
Column headings are as above, except for “Cr”
and “Cp” for which see Section 3.3. All tables
are sorted by F score.
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3.3 Statistical significance of the results

Following previous bakeoffs, let us assume that
the recall rates represent the probability p that a
word will be successfully identified, and let us
further assume the binomial distribution is
appropriate for this experiment. Given the
Central Limit Theorem for Bernouli trials —
e.g. (Grinstead and Snell, 1997), then the 95%

confidence interval is given as +2,/p(1- p)/n,
where n is the number of trials (words). The

recall-based confidences (+2,/p(1-p)/n) are

given as “Cr” in Tables 5-20. Similarly, we can
assume the precision rates represent the
probability that a character string that has been
identified as a word is really a word. And the
precision-based confidences are given as “Cp”
in the tables. They can be interpreted as follows:
To decide whether two systems are significantly
different (at the 95% confidential level), one
just has to compute whether their confidence
intervals overlap. If at least one of the “Cr” and
“Cp” are different, we can treat these two
systems as significantly different (at the 95%
confidential level). Using this criterion all
systems in this bakeoff are significantly
different from each other.

4  Discussion

4.1 Comparison between open and closed
tracks

In this bakeoff, there are 8 systems that ran on
both closed and open tracks, which result in 32
pairs of scores for F measure and OOV recall
respectively. Table 21 shows the results of these
systems. We can see that their scores of F
measures on open track don’t have advantage
over their counterparts on the closed track: only
14 scores (in 32 scores) on open track are
higher than their counterparts on the closed
track. This is different from the previous
bakeoffs. But for OOV recall, the case is
different. There are 23 scores (in 32 scores) on
open track are higher than their counterparts on
the closed track.

4.2 Improved OOV recall over the prior
bakeoffs

From all the results, we can see that the widest
variation among systems lies in the OOV recall



rate. And dealing with unknown words is still
the most difficult problem of Chinese word
segmentation.

However, while comparing the top OOV
recall rates of this bakeoff with those of the
prior four bakeoffs, we found the OOV recall
rates of this bakeoff achieved an obvious
improvement. Table 22 shows the comparisons.
We managed to find four pairs of test corpora
with similar OOV rates for comparisons. In the
comparisons, most top OOV recall rates of
bakeoff 2010 are much higher than their
counterparts of prior bakeoffs. An exception
comes from the open track of medicine domain
for traditional CWS subtask, and because only 3
systems submitted results, this comparison
seems less meaningful.

4.3 Performance under different domains

We listed the top performance by F measure on
every track, domain and subtask on Table 23.
Generally we think that cross-domain word
segmentation will lead to a lower performance
than in-domain word segmentation. In this

bakeoff, it seems that the best performance of
cross-domain word segmentation is at almost
the same level of that of the prior bakeoffs. We
know that the performance of different test set
is incomparable. However, the performance in
the out-of-domain text is somewhat surprising
to us. We guess one reason may be the usage of
domain adaptive technology, another reason
may be the new technologies used by the
participants. We hope to see the exact reasons
in the technological reports of participants in
the coming conference.

We provided unlabeled data to two domains.
However, we did not see significant difference
on the performance of closed test between these
domains and other domains. Some participants
pointed out that it is because the size of the
unlabeled data is rather small.

And we found that among four domains,
the performance (by the value of F measure and
OOV recall, with scores in bold in the table) on
finance is always the best or very close to the
best. Perhaps this is because the OOV rate on
finance test corpus is rather low.

Corpus Word Count R P F oov Roov Riv
L 35736 0.917 0.862 0.889 0.069 0.156 0.973

Simplifed | C 35319 0.856 0.632 0.727 0.152 0.163 0.98
Chinese | M 31490 0.886 0.774 0.826 0.11 0.123 0.981
F 33028 0.914 0.803 0.855 0.087 0.233 0.979
Tradition L 36378 0.863 0.788 0.824 0.094 0.041 0.948
al C 43499 0.873 0.701 0.778 0.094 0.01 0.963
Chinese M 43458 0.886 0.81 0.846 0.075 0.027 0.955
F 47144 0.888 0.826 0.855 0.068 0.006 0.952

Table 3. Baseline scores: Results for maximum match with training vocabulary (L=literature, C=computer,
M=medicine, F=finance)

Corpus Word Count R P F oov Roov Riv

L 35736 0.986 | 0.99 0.988 0069 | 0.996 | 0.985

Simplifed | C 35319 0991 | 0993 | 0.992 0.152 | 0.99 0.991
Chinese | M 31490 0989 | 0991 | 0.99 011 | 0.98 0.99

F 33028 0.994 | 0.995 | 0.994 0087 | 0995 | 0.994

Tradit L 36378 0981 | 0988 | 0.985 0.094 | 0998 | 0.979

raa'l“on C 43499 0.988 | 0991 | 0.99 0.094 | 0.996 | 0.987

Chinese | M | 43458 0.984 | 0989 | 0.986 0075 | 0992 | 0.983
F 47144 0981 | 0.986 | 0.984 0.068 | 0.997 | 0.98

Table 4. Topline scores: Results for maximum match with testing vocabulary (L=literature, C=compulter,
M=medicine, F=finance)
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Site ID| Word Count R C, P Cp F OO0V | Ryoy Ri,
S5 35736 0.945 | £+0.00241 | 0.946 | +0.00239 | 0.946 | 0.069 | 0.816 | 0.954
S6 35736 0.94 | £0.00251 | 0.942 | £0.00247 | 0.941 | 0.069 | 0.649 | 0.961
S12 35736 0.937 | £0.00257 | 0.937 | +0.00257 | 0.937 | 0.069 | 0.652 | 0.958
S10 35736 0.936 | #0.00259 | 0.932 | £0.00266 | 0.934 | 0.069 | 0.564 | 0.964
S11 35736 0.931 | £0.00268 | 0.936 | +0.00259 | 0.934 | 0.069 | 0.648 | 0.952
S18 35736 0.932 | £0.00266 | 0.935 | +0.00261 | 0.933 | 0.069 | 0.654 | 0.953
S14 35736 0.925 | £0.00279 | 0.931 | +0.00268 | 0.928 | 0.069 | 0.667 | 0.944
S9 35736 0.92 | £0.00287 | 0.925 | £0.00279 | 0.923 | 0.069 | 0.625 | 0.942
S7 35736 0.915 | +0.00295 | 0.925 | +0.00279 | 0.92 | 0.069 | 0.577 | 0.94
S13 35736 0.916 | +0.00293 | 0.922 | +0.00284 | 0.919 | 0.069 | 0.613 | 0.939
S16 35736 0.917 | £0.00292 | 0.921 | +0.00285 | 0.919 | 0.069 | 0.699 | 0.933
S1 35736 0.908 | #0.00306 | 0.918 | +0.00290 | 0.913 | 0.069 | 0.556 | 0.935
S17 35736 0.909 | £0.00304 | 0.903 | +0.00313 | 0.906 | 0.069 | 0.707 | 0.924
S15 35736 0.907 | £0.00307 | 0.862 | +0.00365 | 0.884 | 0.069 | 0.206 | 0.959
S2 35736 0.695 | +0.00487 | 0.744 | +0.00462 | 0.719 | 0.069 | 0.381 | 0.719

Table 5. Simplified Chinese: Literature -- Closed (italics indicate performance below baseline)

Site ID | Word Count R Cr P Cp F OO0V | Ry R;,
S6 35736 0.958 | +0.00212 | 0.953 | +0.00224 | 0.955 | 0.069 | 0.655 | 0.981
S3 35736 0.965 | £0.00194 | 0.94 | +0.00251 | 0.952 | 0.069 | 0.814 | 0.976
S18 35736 0.942 | £0.00247 | 0.943 | +0.00245 | 0.942 | 0.069 | 0.702 | 0.959
S9 35736 0.939 | £0.00253 | 0.943 | +0.00245 | 0.941 | 0.069 | 0.699 | 0.957
S1 35736 0.908 | +0.00306 | 0.916 | +0.00293 | 0.912 | 0.069 | 0.535 | 0.936
S5 35736 0.893 | £0.00327 | 0.918 | £0.00290 | 0.905 | 0.069 | 0.803 | 0.899
S4 35736 0.897 | £0.00322 | 0.907 | +0.00307 | 0.902 | 0.069 | 0.688 | 0.913
S15 35736 0.869 | +0.00357 | 0.873 | +0.00352 | 0.871 | 0.069 | 0.657 | 0.885
S8 35736 0.836 | £0.00392 | 0.841 | +0.00387 | 0.838 | 0.069 | 0.609 | 0.853

Table 6. Simplified Chinese: Literature --Open (italics indicate performance below baseline)

Site ID | Word Count R C. P Co F OO0V | Rgoy Ry
S6 35319 0.953 | £0.00225 | 0.95 | £0.00232 | 0.951 | 0.152 | 0.827 | 0.975
S11 35319 0.948 | +0.00236 | 0.945 | +0.00243 | 0.947 | 0.152 | 0.853 | 0.965
S12 35319 0.941 | £0.00251 | 094 | +£0.00253 | 0.94 | 0.152 | 0.757 | 0.974
S9 35319 0.938 | +0.00257 | 0.936 | +0.00260 | 0.937 | 0.152 | 0.805 | 0.962
S13 35319 0.939 | +0.00255 | 0.934 | +0.00264 | 0.937 | 0.152 | 0.81 | 0.962
S18 35319 0.935 | +0.00262 | 0.934 | £0.00264 | 0.935 | 0.152 | 0.792 | 0.961
S5 35319 0.946 | +0.00241 | 0.914 | +0.00298 | 0.93 | 0.152 | 0.808 | 0.971
S14 35319 0.941 | £0.00251 | 0.916 | *0.00295 | 0.928 | 0.152 | 0.796 | 0.967
S7 35319 0.934 | £0.00264 | 0.919 | £0.00290 | 0.926 | 0.152 | 0.739 | 0.969
S10 35319 0.915 | £0.00297 | 0.915 | £0.00297 | 0.915 | 0.152 | 0.594 | 0.972
S17 35319 0.921 | +0.00287 | 0.9 +0.00319 | 0.91 | 0.152 | 0.748 | 0.952
S1 35319 0.89 | +0.00333 | 0.908 | £0.00308 | 0.899 | 0.152 | 0.592 | 0.943
S15 35319 0.876 | +0.00351 | 0.844 | +0.00386 | 0.86 | 0.152 | 0.457 | 0.951
S16 35319 0.876 | +0.00351 | 0.799 | +0.00426 | 0.836 | 0.152 | 0.456 | 0.952
S2 35319 0.713 | +0.00481 | 0.641 | +0.00511 | 0.675 | 0.152 | 0.257 | 0.795

Table 7. Simplified Chinese

: Computer -- Closed (italics indicate performance below baseline)
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Site ID | Word Count R Cr P Cp F OO0V | Ry Ri,
S9 35319 0.95 | £0.00232 | 0.95 | £0.00232 | 0.95 | 0.152 | 0.82 | 0.973
S18 35319 0.948 | +0.00236 | 0.946 | +0.00241 | 0.947 | 0.152 | 0.812 | 0.973
S6 35319 0.948 | +0.00236 | 0.929 | +0.00273 | 0.939 | 0.152 | 0.735 | 0.986
S3 35319 0.951 | +£0.00230 | 0.926 | +0.00279 | 0.938 | 0.152 | 0.775 | 0.982
S8 35319 0.951 | +£0.00230 | 0.915 | +0.00297 | 0.932 | 0.152 | 0.77 | 0.983
S5 35319 0.918 | +£0.00292 | 0.896 | +0.00325 | 0.907 | 0.152 | 0.771 | 0.945
S1 35319 0.893 | £0.00329 | 0.908 | +0.00308 | 0.9 | 0.152 | 0.607 | 0.944
S4 35319 0.892 | +0.00330 | 0.88 | +0.00346 | 0.886 | 0.152 | 0.791 | 0.91
S15 35319 0.859 | +0.00370 | 0.878 | +0.00348 | 0.868 | 0.152 | 0.668 | 0.893

Table 8. Simplified Chinese: Computer -- Open (italics indicate performance below baseline)

Site ID | Word Count R C. P C, F oov Roov Ri.
S6 31490 0.942 | 4+0.00263 | 0.936 | +0.00276 | 0.939 | 0.11 0.75 | 0.965
S18 31490 0.937 | +0.00274 | 0.934 | £0.00280 | 0.936 | 0.11 | 0.761 | 0.959
S5 31490 0.94 +0.00268 | 0.928 | £0.00291 0.934 0.11 0.761 | 0.962
S7 31490 0.927 | 40.00293 | 0.924 | £0.00299 | 0.925 | 0.11 | 0.714 | 0.953
S10 31490 0.933 | +0.00282 | 0.915 | £0.00314 | 0.924 | 0.11 | 0.642 | 0.969
S11 31490 0.924 | £0.00299 | 0.922 | =£0.00302 0.923 0.11 0.756 | 0.944
S12 31490 0.93 +0.00288 | 0.917 | +0.00311 0.923 0.11 0.674 | 0.961
S14 31490 0.928 | #+0.00291 | 0.918 | =+0.00309 0.923 0.11 0.73 0.953
S9 31490 0.923 | £0.00300 | 0.917 | =£0.00311 0.92 0.11 0.729 | 0.947
S13 31490 0.917 | #+0.00311 | 0.911 | £0.00321 | 0.914 | 0.11 | 0.699 | 0.944
s1 31490 0.902 | +0.00335 | 0.907 | £0.00327 | 0.904 | 0.11 | 0.633 | 0.935
S16 31490 0.9 +0.00338 | 0.896 | +0.00344 | 0.898 | 0.11 | 0.596 | 0.937
S17 31490 0.894 | +0.00347 | 0.873 | £0.00375 | 0.884 | 0.11 | 0.647 | 0.925
S15 31490 0.885 | 40.00360 | 0.804 | +0.00447 | 0.842 | 0.11 | 0.218 | 0.967
S2 31490 0.735 | £0.00497 | 0.74 +0.00494 | 0.738 0.11 0.378 | 0.779

Table 9. Simplified Chinese: Medicine -- Closed (italics indicate performance below baseline)

Site ID | Word Count R Cr P Cp F OO0V | Ruyw R;,
S9 31490 0.94 | £0.00268 | 0.936 | £0.00276 | 0.938 | 0.11 | 0.768 | 0.962
S18 31490 0.941 | +0.00266 | 0.935 | +0.00278 | 0.938 | 0.11 | 0.787 | 0.96
S6 31490 0.951 | £0.00243 | 0.92 | +0.00306 | 0.935 | 0.11 | 0.67 | 0.986
S3 31490 0.953 | +0.00239 | 0.913 | +0.00318 | 0.933 | 0.11 | 0.704 | 0.984
S5 31490 0.917 | £0.00311 | 0.907 | +0.00327 | 0.912 | 0.11 | 0.704 | 0.943
S4 31490 0.91 | £0.00323 | 0.901 | £0.00337 | 0.906 | 0.11 | 0.725 | 0.933
S1 31490 0.904 | +0.00332 | 0.906 | +0.00329 | 0.905 | 0.11 | 0.635 | 0.937
S15 31490 0.865 | +0.00385 | 0.846 | +0.00407 | 0.855 | 0.11 | 0.559 | 0.903
S8 31490 0.839 | +0.00414 | 0.832 | +0.00421 | 0.836 | 0.11 | 0.618 | 0.866

Table 10. Simplified Chinese: Medicine -- Open (italics indicate performance below baseline)
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Site ID |Word Count R C. P Co F OO0V | Row Ri.
S6 33028 0.959 | +0.00218 | 0.96 | *£0.00216 | 0.959 | 0.087 | 0.827 | 0.972
S12 33028 0.957 | +0.00223 | 0.956 | £0.00226 | 0.957 | 0.087 | 0.813 | 0.971
S9 33028 0.956 | +0.00226 | 0.955 | £0.00228 | 0.956 | 0.087 | 0.857 | 0.965
S11 33028 0.953 | +0.00233 | 0.956 | =0.00226 | 0.955 | 0.087 | 0.871 | 0.961
S18 33028 0.955 | +0.00228 | 0.956 | +0.00226 | 0.955 | 0.087 | 0.848 | 0.965
S5 33028 0.956 | +0.00226 | 0.952 | +0.00235 | 0.954 | 0.087 | 0.849 | 0.966
S10 33028 0.945 | +0.00251 | 0.941 | +0.00259 | 0.943 | 0.087 | 0.666 | 0.972
S7 33028 0.94 | +0.00261 | 0.942 | 4+0.00257 | 0.941 | 0.087 | 0.719 | 0.961
S13 33028 0.943 | +0.00255 | 0.94 | £0.00261 | 0.941 | 0.087 | 0.773 | 0.959
S14 33028 0.948 | +0.00244 | 0.928 | £0.00284 | 0.937 | 0.087 | 0.761 | 0.965
S1 33028 0.925 | +0.00290 | 0.938 | £0.00265 | 0.931 | 0.087 | 0.664 | 0.95
S17 33028 0.935 | +0.00271 | 0.915 | £0.00307 | 0.925 | 0.087 | 0.736 | 0.954
S16 33028 0.91 | +0.00315 | 0.906 | #+0.00321 | 0.908 | 0.087 | 0.562 | 0.943
S15 33028 0.904 | +0.00324 | 0.865 | +0.00376 | 0.884 | 0.087 | 0.321 | 0.96
S2 33028 0.736 | +0.00485 | 0.752 | +0.00475 | 0.744 | 0.087 | 0.23 | 0.784

Table 11. Simplified Chinese: Finance -- Closed (italics indicate performance below baseline)

Site ID | Word Count R Cr P Cp F OO0V | Ry R;,
S9 33028 0.96 | +0.00216 | 0.96 | 4+0.00216 | 0.96 | 0.087 | 0.847 | 0.971
S6 33028 0.964 | £0.00205 | 0.95 | £0.00240 | 0.957 | 0.087 | 0.763 | 0.983
S18 33028 0.948 | £0.00244 | 0.955 | £0.00228 | 0.951 | 0.087 | 0.853 | 0.957
S3 33028 0.963 | £0.00208 | 0.938 | +0.00265 | 0.95 | 0.087 | 0.758 | 0.982
S1 33028 0.925 | £0.00290 | 0.937 | +£0.00267 | 0.931 | 0.087 | 0.669 | 0.95
S5 33028 0.928 | £0.00284 | 0.934 | +0.00273 | 0.931 | 0.087 | 0.808 | 0.939
S8 33028 0.893 | £0.00340 | 0.896 | +0.00336 | 0.894 | 0.087 | 0.796 | 0.902
S4 33028 0.885 | £0.00351 | 0.893 | £0.00340 | 0.889 | 0.087 | 0.757 | 0.897
S15 33028 0.853 | £0.00390 | 0.85 | +0.00393 | 0.851 | 0.087 | 0.438 | 0.893

Table 12. Simplified Chinese: Finance -- Open (italics indicate performance below baseline)
Site ID | Word Count R C. P Cp F OO0V | Rooy Riy

S10 36378 0.942 | +0.00245 | 0.942 | +0.00245 | 0.942 | 0.094 | 0.788 | 0.958

S1 36378 0.888 | +0.00331 | 0.905 | 40.00307 | 0.896 | 0.094 | 0.728 | 0.904

S7 36378 0.869 | +0.00354 | 091 | 40.00300 | 0.889 | 0.094 | 0.698 | 0.887

S16 36378 0.871 | +0.00351 | 0.891 | 40.00327 | 0.881 | 0.094 | 0.67 | 0.891

S15 36378 0.864 | +0.00359 | 0.789 | 40.00428 | 0.825 | 0.094 | 0.105 | 0.943

Table 13. Traditional Chinese: Literature -- Closed (italics indicate performance below baseline)

Site ID | Word Count R C. P Cp F OOV | Rooy Ri.
S1 36378 0.905 | #0.00307 0.9 +0.00315 0.902 | 0.094 | 0.775 | 0.918
S8 36378 0.868 | #+0.00355 | 0.802 | +0.00418 | 0.834 | 0.094 | 0.503 | 0.905

S15 36378 0.804 | +0.00416 | 0.722 | £0.00470 | 0.761 | 0.094 | 0.234 | 0.863

Table 14. Traditional Chinese: Literature -- Open (italics indicate performance below baseline)
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Site ID | Word Count R C. P Co F OO0V | Ry Ri,
S10 43499 0.948 | #+0.00213 | 0.957 | £0.00195 | 0.952 | 0.094 | 0.666 | 0.977
S7 43499 0.933 | +0.00240 | 0.949 | £0.00211 | 0.941 | 0.094 | 0.791 | 0.948
S1 43499 0.908 | #+0.00277 | 0.931 | +0.00243 | 0.919 | 0.094 | 0.684 | 0.931
S16 43499 0.913 | +0.00270 | 0.917 | £0.00265 | 0.915 | 0.094 | 0.663 | 0.939
S15 43499 0.868 | +0.00325 | 0.85 +0.00342 | 0.859 | 0.094 | 0.316 | 0.926

Table 15. Traditional Chinese: Computer -- Closed (italics indicate performance below baseline)

Site ID | Word Count R C, P Co F OO0V | Rgoy R,
S1 43499 0.911 | +0.00273 | 0.924 | 40.00254 | 0.918 | 0.094 | 0.698 | 0.933
S8 43499 0.875 | +0.00317 | 0.829 | +0.00361 | 0.851 | 0.094 | 0.594 | 0.904
S15 43499 0.789 | +0.00391 | 0.736 | =+0.00423 | 0.761 | 0.094 | 0.35 | 0.834

Table 16. Traditional Chinese: Computer -- Open (italics indicate performance below baseline)

Site ID | Word Count R C. P Cp F OO0V | Rooy Riy
S10 43458 0.953 | +0.00203 | 0.957 | 40.00195 | 0.955 | 0.075 | 0.798 | 0.966
S7 43458 0.908 | +0.00277 | 0.932 | =40.00242 0.92 | 0.075 | 0.771 | 0.919
S1 43458 0.905 | +0.00281 | 0.924 | 40.00254 | 0.914 | 0.075 | 0.725 | 0.919
S16 43458 0.9 +0.00288 | 0.915 | +0.00268 | 0.908 | 0.075 | 0.668 | 0.919
S15 43458 0.871 | +0.00322 | 0.815 | 0.00373 0.842 | 0.075 | 0.115 | 0.932

Table 17. Traditional Chinese: Medicine -- Closed (italics indicate performance below baseline)

Site ID | Word Count R C. P Cp F OO0V | Rooy Riy
S1 43458 0.903 | +0.00284 | 0.903 | +0.00284 | 0.903 | 0.075 | 0.729 | 0.917
S8 43458 0.879 | £0.00313 | 0.814 | +0.00373 | 0.846 | 0.075 | 0.48 | 0.912
S15 43458 0.811 | +0.00376 | 0.74 | 40.00421 | 0.774 | 0.075 | 0.254 | 0.856

Table 18. Traditional Chinese: Medicine -- Open (italics indicate performance below baseline)

Site ID | Word Count R C. P Co F OO0V | Ry Ri.
S10 47144 0.964 | +0.00172 | 0.962 | 40.00176 | 0.963 | 0.068 | 0.812 | 0.975
S7 47144 0.925 | #+0.00243 | 0.939 | £0.00220 | 0.932 | 0.068 | 0.793 | 0.935
S16 47144 0.922 | +0.00247 | 0.929 | +0.00237 | 0.925 | 0.068 | 0.732 | 0.935
S1 47144 0.891 | £0.00287 | 0.912 | +0.00261 | 0.901 | 0.068 | 0.676 | 0.907
S15 47144 0.875 | +0.00305 | 0.834 | +0.00343 | 0.854 | 0.068 | 0.169 | 0.926

Table 19. Traditional Chinese: Finance -- Closed (italics indicate performance below baseline)

Site ID | Word Count R C, P Co F OO0V | Rgoy R,
S1 47144 0.903 | +0.00273 | 0.916 | 40.00256 | 0.91 | 0.068 | 0.721 | 0.916
S8 47144 0.832 | +0.00344 | 0.76 | 40.00393 | 0.794 | 0.068 | 0.356 | 0.866
S15 47144 0.811 | #+0.00361 | 0.753 | 40.00397 | 0.781 | 0.068 | 0.235 | 0.853

Table 20. Traditional Chinese: Finance -- Open (italics indicate performance below baseline)
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Site Literature Computer Medicine Finance
Subtask D Track = Recy F Rocy F Rooy = Rey
s1 L 4 0.913 | 0.556 | 0.899 | 0.592 | 0.904 | 0.633 | 0.931 | 0.664
& 0.912 | 0535 | 0.9 | 0.607 | 0.905 | 0.635 | 0.931 | 0.669
S5 L 4 0.946 | 0.816 | 0.93 | 0.808 | 0.934 | 0.761 | 0.954 | 0.849
& 0.905 | 0.803 | 0.907 | 0.771 | 0.912 | 0.704 | 0.931 | 0.808
S6 L g 0.941 | 0.649 | 0.951 | 0.827 | 0.939 | 0.75 | 0.959 | 0.827
Simplified O 0.955 | 0.655 | 0.939 | 0.735 | 0.935 | 0.67 | 0.957 | 0.763
Chinese s9 * 0.923 | 0.625 | 0.937 | 0.805 | 0.92 | 0.729 | 0.956 | 0.857
O 0.941 | 0699 | 0.95 | 0.82 | 0.938 | 0.768 | 0.96 | 0.847
S15 L g 0.884 | 0.206 | 0.86 | 0.457 | 0.842 | 0.218 | 0.884 | 0.321
& 0.871 | 0.657 | 0.868 | 0.668 | 0.855 | 0.559 | 0.851 | 0.438
s18 L 4 0.933 | 0.654 | 0.935 | 0.792 | 0.936 | 0.761 | 0.955 | 0.848
& 0.942 | 0.702 | 0.947 | 0.812 | 0.938 | 0.787 | 0.951 | 0.853
s1 L 4 0.896 | 0.728 | 0.919 | 0.684 | 0.914 | 0.725 | 0.901 | 0.676
Traditional O 0.902 | 0.775 | 0.918 | 0.698 | 0.903 | 0.729 | 0.91 | 0.721
Chinese si5 * 0.825 | 0.105 | 0.859 | 0.316 | 0.842 | 0.115 | 0.854 | 0.169
O 0.761 | 0.234 | 0.761 | 0.35 | 0.774 | 0.254 | 0.781 | 0.235

Table 21. Comparison: closed track vs. open track (®=closed track, <>=open track)

bakeoff corpus characters ooV | word closed track open track
rate count Roov F Roov F
2007 CKIP traditional | 0.074 | 90678 0.740 0.947 0.780 0.956
2010 medicine Chinese 0.075 | 43458 0.798 0.955 0.729 0.903
2006 UPUC simplified | 0.088 | 155K 0.707 0.933 0.768 0.944
2010 finance Chinese 0.087 | 33028 0.871 0.955 0.853 0.951
2005 CityU traditional | 0.074 41K 0.736 0.941 0.806 0.962
2010 medicine Chinese 0.075 | 43458 0.798 0.955 0.729 0.903
2003 PK simplified | 0.069 17K 0.763 0.940 0.799 0.959
2010 literature Chinese 0.069 | 35736 0.816 0.946 0.814 0.952

Table 22. Comparisons of top OOV recall rates of different bakeoffs on the test corpora with similar OOV
rates (2003, 2005, 2006 and 2007 represent the SIGHAN bakeoff 2003, 2005, 2006 and 2007 respectively, and
2010 represents the CIPS-SIGHAN CLP 2010 bakeoff)

Closed Track

Open Track

OO0V | ID

R

P

F

ROOV

R

ID

R

P

F

ROOV Ri\'

0.069 | S5

0.945

0.946

0.946

0.816

0.954

S6

0.958

0.953

0.955

0.655 | 0.981

0.152 | S6

0.953

0.95

0.951

0.827

0.975

S9

0.95

0.95

0.95

0.82 10.973

0.11 | S6

0.942

0.936

0.939

0.75

0.965

S9

0.94

0.936

0.938

0.768 | 0.962

S18

0.941

0.935

0.938

0.787 | 0.96

0.087 | S6

0.959

0.96

0.959

0.827

0.972

S9

0.96

0.96

0.96

0.847 | 0.971

0.094 | S10

0.942

0.942

0.942

0.788

0.958

S1

0.905

0.9

0.902

0.775 | 0.918

0.094 | S10

0.948

0.957

0.952

0.666

0.977

Sl

0.911

0.924

0.918

0.698 | 0.933

0.075 | S10

0.953

0.957

0.955

0.798

0.966

Sl

0.903

0.903

0.903

0.729 | 0.917

n|IZ|OIrm < |O|r

0.068 | S10

0.964

0.962

0.963

0.812

0.975

Sl

0.903

0.916

0.91

0.721 | 0.916

Table 23. Top performance on every subtask, domain, and track (S=simplified Chinese test, T=traditional
Chinese test, L=literature, C=computer, M=medicine, F=finance)
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5

The CIPS-SIGHAN CLP 2010 Chinese Word
Segmentation Bakeoff successfully brought
together a collection of 18 strong research

Conclusions & Future Directions

groups to assess the progress of this
fundamental research in Chinese language
processing.

There is clearly no single best system. And
the participating sites S1, S10, S9, S6, S5 and
S18 have all achieved respectable scores on
different track runs of this bakeoff. An
improvement on the OOV recall over the prior
bakeoffs has been observed.

It is the first time to apply word
segmentation bakeoff on four domains. It’s also
the first time to use unlabeled training corpora
in the bakeoff to test the unsupervised or semi-
supervised learning ability of the segmentation
system. Unsupervised or Semi-supervised
learning needs to incorporate large amounts of
unlabeled data. We design the evaluation with
two unknown domains without any in-domain
training corpora, compared with two known
domains each with an in-domain unlabeled
training corpus. Although no significant
difference has been found, it’s still worth it. The
size of our unlabeled training corpora was too
small in this bakeoff, and we hope to improve
this in next evaluation.

The word segmentation is a necessary pre-
processing phase for the downstream processing
tasks. In future evaluations, we hope to see the
integration of word segmentation task with a
higher level task such as machine translation,
with a view to exactly evaluate the impact of
improvements in word segmentation on broader
downstream applications.
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Out-of-domain Tasks
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Abstract

State-of-the-art Chinese word segmenta-
tion systems have achieved high perfor-
mance when training data and testing data
are from the same domain. However, they
suffer from the generalizability problem
when applied on test data from different
domains. We introduce a multi-layer Chi-
nese word segmentation system which can
integrate the outputs from multiple hetero-
geneous segmentation systems. By train-
ing a second layer of large margin clas-
sifier on top of the outputs from several
Conditional Random Fields classifiers, it
can utilize a small amount of in-domain
training data to improve the performance.
Experimental results show consistent im-
provement on F1 scores and OOV recall
rates by applying the approach.

1 Introduction

The Chinese word segmentation problem has been
intensively investigated in the past two decades.
From lexicon-based methods such as Bi-Directed
Maximum Match (BDMM) (Chen et al., 2005) to
statistical models such as Hidden Markove Model
(HMM) (Zhang et al., 2003), a broad spectrum
of approaches have been experimented. By cast-
ing the problem as a character labeling task, se-
quence labeling models such as Conditional Ran-
dom Fields can be applied on the problem (Xue
and Shen, 2003). State-of-the-art CRF-based sys-
tems have achieved good performance. However,
like many machine learning problems, generaliz-
ability is crucial for a domain-independent seg-
mentation system. Because the training data usu-

Stephan Vogel
Language Technologies Institute
Carnegie Mellon University
stephan.vogel@cs.cmu.edu

ally come from limited domains, when the domain
of test data is different from the training data, the
results are still not satisfactory.

A straight-forward solution is to obtain more la-
beled data in the domain we want to test. However
this is not easily achievable because the amount
of data needed to train a segmentation system are
large. In this paper, we focus on improving the
system performance by using a relatively small
amount of manually labeled in-domain data to-
gether with larger out-of-domain corpus!. The
effect of mingling the small in-domain data into
large out-of-domain data may be neglectable due
to the difference in data size. Hence, we try to
explore an alternative way that put a second layer
of classifier on top of the segmentation systems
built on out-of-domain corpus (we will call them
sub-systems). The classifier should be able to uti-
lize the information from the sub-systems and op-
timize the performance with a small amount of in-
domain data.

The basic idea of our method is to integrate
a number of different sub-systems whose per-
formance varies on the new domain. Figure 1
demonstrates the system architecture. There are
two layers in the system. In the lower layer,
the out-of-domain corpora are used, together with
other resources to produce heterogeneous sub-
systems. In the second layer the outputs of the
sub-systems in the first layer are treated as input
to the classifier. We train the classifier with small
in-domain data. All the sub-systems should have

"From this point, we use the term out-of-domain corpus
to refer to the general and large training data that are not
related to the test domain, and the term in-domain corpus
to refer to small amount of data that comes from the same
domain of the test data
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reasonable performance on all domains, but their
performance on different domains may vary. The
job of the second layer is to find the best decision
boundary on the target domain, in presence of all
the decisions made by the sub-systems.

Number
Tag Feature

L _—

Character
Type Feature
\_/_

Entropy
Feature

L _—

Training data
(in-domain)

Classifier 1

Classifier 2

Integrated
classifier

Training data
(out-of-
domain)

Classifier 3

Word list 1
J
Word list 2
/—
Word list 2
\_/_

Classifier 4

Classifier 5

Figure 1: The architecture of the system, the first
layer (sub-systems) is trained on general out-of-
domain corpus and various resources, while the
second layer of the classifier is trained on in-
domain corpus.

Conditional Random Fields (CRF) (Lafferty et
al., 2001) has been applied on Chinese word seg-
mentation and achieved high performance. How-
ever, because of its conditional nature the small
amount of in-domain corpus will not significantly
change the distributions of the model parame-
ters trained on out-of-domain corpus, it is more
suitable to be used in the sub-systems than in
the second-layer classifier. Large margin models
such as Support Vector Machine (SVM) (Vapnik,
1995) can be trained on small corpus and gener-
alize well. Therefore we chose to use CRF in
building sub-systems and SVM in building the
second-layer. We built multiple CRF-based Chi-
nese word segmentation systems using different
features, and then use the marginal probability of
each tag of all the systems as features in SVM.
The SVM is then trained on small in-domain cor-

pus, results in a decision hyperplane that mini-
mizes the loss in the small training data. To in-
tegrate the dependencies of output tags, we use
SVM-HMM (Altun et al., 2003) to capture the in-
teractions between tags and features. By apply-
ing SVM-HMM we can bias our decision towards
most informative CRF-based system w.r.t. the tar-
get domain. Our methodology is similar to (Co-
hen and Carvalho, 2005), who applied a cross-
validation-like method to train sequential stacking
models, while we directly use small amount of in-
domain data to train the second-layer classifiers.

The paper is organized as follows, first we will
discuss the CRF-based sub-systems we used in
section 2, and then the SVM-based system com-
bination method in section 3. Finally, in section 4
the experimental results are presented.

2 CRF-based sub-systems

In this section we describe the sub-systems we
used in system. All of the sub-systems are based
on CRF with different features. The tag set we
use is the 6-tag (B1, B2, B3, M, E, S) set pro-
posed by Zhao et al (2006). All of the sub-systems
use the same tag set, however as we will see later,
the second-layer classifier in our system does not
require the sub-systems to have a common tag
set. Also, all of the sub-systems include a com-
mon set of character features proposed in (Zhao
and Kit, 2008). The offsets and concatenations
of the six n-gram features (the feature template)
are: C_1,Cy,C1,C_1Cy,CyC1,C_1C4. In the
remaining part of the section we will introduce
other features that we employed in different sub-
systems.

2.1 Character type features

By simply classify the characters into four types:
Punctuation (P), Digits (D), Roman Letters (L)
and Chinese characters (C), we can assign char-
acter type tags to every character. The idea is
straight-forward. We denote the feature as CT F'.

Similar to character feature, we also use differ-
ent offsets and concatenations for character type
features. The feature template is identical to
character feature, i.e. CTF_i, CTFy, CTF,
CTF_lcTFo, CTF(]CTFI, CTF_lCTFl are
used as features in CRF training.
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2.2 Number tag feature

Numbers take a large portion of the OOV words,
which can easily be detected by regular expres-
sions or Finite State Automata. However there
are often ambiguities on the boundary of numbers.
Therefore, instead of using detected numbers as
final answers, we use them as features. The num-
ber detector we developed finds the longest sub-
strings in a sentence that are:

e Chinese Numbers (N)
e Chinese Ordinals (O)
e Chinese Dates (D)

For each character of the detected num-
bers/ordinal/date, we assign a tag that reflects the
position of the character in the detected num-
ber/ordinal/date. We adopt the four-tag set (B, M,
E, S). The position tags are appended to end of
the number/ordinal/date tags to form the number
tag feature of that character. L.e. there are totally
13 possible values for the number tag feature, as
listed in Table 1.2

Number | Ordinal | Date | Other
Begin | NB OB DB
Middle | NM OM DM
End | NE OE pE | XX
Single | NS 0S* DS*

Table 1: The feature values used in the number tag
feature, note that OS and DS are never observed
because there is no single character ordinal/date
by our definition.

Similar to character feature and character type
feature, the feature template mention before is
also applied on the number tag feature. We de-
note the number tag features as N F'.

2.3 Conditional Entropy Feature

We define the Forward Conditional Entropy of
a character C by the entropy of all the charac-
ters that follow C' in a given corpus, and the
Backward Conditional Entropy as the entropy
of all the characters that precede C in a given
corpus. The conditional entropy can be com-
puted easily from a character bigram list gener-
ated from the corpus. Assume we have a bigram

2Two of the tags, OS and DS are never observed.

list B = {Bi, Bo,--- , By}, where every bigram
entry By = {c;,,cj,,n,} is a triplet of the two
consecutive characters c;, and ¢;, and the count of
the bigram in the corpus, ny. The Forward Condi-
tional Entropy of the character C' is defined by:

where Z = i, =C T is the normalization fac-
tor.

And the Backward Conditional Entropy can be
computed similarly.

We assign labels to every character based on
the conditional entropy of it. If the conditional
entropy value is less than 1.0, we assign fea-
ture value 0 to the character, and for region
[1.0,2.0), we assign feature value 1. Similarly we
define the region-to-value mappings as follows:
[2.0,3.5) — 2, [3.5,5.0) — 4, [5.0,7.0) — 5,
[7.0,400) — 6. The forward and backward con-
ditional entropy forms two features. We will refer
to these features as E'F'.

2.4 Lexical Features

Lexical features are the most important features to
make sub-systems output different results on dif-
ferent domains. We adopt the definition of the fea-
tures partially from (Shi and Wang, 2007). In our
system we use only the Lycgin (Co) and Ley,q(Co)
features, omitting the L,,;qCo feature. The two
features represent the maximum length of words
found in the lexicon that contain the current char-
acter as the first or last character, correspondingly.
For feature values equal or greater than 6, we
group them into one value.

Although we can find a number of Chinese lex-
icons available, they may or may not be gener-
ated according to the same standard as the train-
ing data. Concatenating them into one may bring
in noise and undermine the performance. There-
fore, every lexicon will generate its own lexical
features.

3 SVM-based System Combination

Generalization is a fundamental problem of Chi-
nese word segmentation. Since the training data
may come from different domains than the test
data, the vocabulary and the distribution can also
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be different. Ideally, if we can have labeled data
from the same domain, we can train segmenters
specific to the domain. However obtaining suffi-
cient amount of labeled data in the target domain
is time-consuming and expensive. In the mean
time, if we only label a small amount of data in the
target domain and put them into the training data,
the effect may be too small because the size of
out-of-domain data can overwhelm the in-domain
data.

In this paper we propose a different way of
utilizing small amount of in-domain corpus. We
put a second-layer classifier on top of the CRF-
based sub-systems, the output of CRF-based sub-
systems are treated as features in an SVM-HMM
(Altun et al., 2003) classifier. We can train the
SVM-HMM classifier on a small amount of in-
domain data. The training procedure can be
viewed as finding the optimal decision boundary
that minimize the hinge loss on the in-domain
data. Because the number of features for SVM-
HMM is significantly smaller than CRF, we can
train the model with as few as several hundred
sentences.

Similar to CRF, the SVM-HMM classifier still
treats the Chinese word segmentation problem as
character tagging. However, because of the limi-
tation of training data size, we try to minimize the
number of classes. We chose to adopt the two-tag
set, 1.e. class 1 indicates the character is the end of
a word and class 2 means otherwise. Also, due to
limited amount of training data, we do not use any
character features, instead, the features comes di-
rectly from the output of sub-systems. The SVM-
HMM can use any real value features, which en-
ables integration of a wide range of segmenters.
In this paper we use only the CRF-based seg-
menters, and the features are the marginal prob-
abilities (Sutton and McCallum, 2006) of all the
tags in the tag set for each character. As an ex-
ample, for a CRF-based sub-system that outputs
six tags, it will output six features for each char-
acter for the SVM-HMM classifier, corresponding
to the marginal probability of the character given
the CRF model. The marginal probabilities for
the same tag (e.g. BI, S, etc) come from differ-
ent CRF-based sub-systems are treated as distinct
features.

Features Lexicons

S1 | CF, CTF None

S2 | CF, NF ADSO, CTB6
S3 | CF, CTF, NF ADSO

S4 | CF, CTFE, NF, EF | ADSO, CTB6
S5 | CF, EF None

S6 | CF, NF None

S7 | CF, CTF ADSO

S8 | CF, CTF CTB6

Table 2: The configurations of CRF-based sub-
systems. S1 to S4 are used in the final submission
of the Bake-off, S5 through S8 are also presented
to show the effects of individual features.

When we encounter data from a new domain,
we first use one of the CRF-based sub-system to
segment a portion of the data, and manually cor-
rect obvious segmentation errors. The manually
labeled data are then processed by all the CRF-
based sub-systems, so as to obtain features of ev-
ery character. After that, we train the SVM-HMM
model using these features.

During decoding, the Chinese input will also be
processed by all of the CRF-based sub-system:s,
and the outputs will be fed into the SVM-HMM
classifier. The final decisions of word boundaries
are based solely on the classified labels of SVM-
HMM model.

For the Bake-off system, we labeled two hun-
dred sentences in each of the unsegmented train-
ing set (A and B). Since only one submission is
allowed, the SVM-HMM model of the final sys-
tem was trained on the concatenation of the two
training sets, i.e. four hundred sentences.

The CRF-based sub-systems are trained using
CRF++ toolkit (Kudo, 2003), and the SVM-HMM
trained by the SVM*!"““! toolkit (Joachims et al.,
2009).

4 Experiments

To evaluate the effectiveness of the proposed sys-
tem combination method, we performed two ex-
periments. First, we evaluate the system combina-
tion method on provided training data in the way
that is similar to cross-validation. Second, we ex-
perimented with training the SVM-HMM model
with the manually labeled data come from cor-
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Micro-Average Macro-Average
P R F1 OOV-R | P R F1 OOV-R
S1 | 0.962 | 0.960 | 0.961 | 0.722 0.962 | 0.960 | 0.960 | 0.720
S2 | 0.965 | 0.966 | 0.966 | 0.725 0.965 | 0.966 | 0.966 | 0.723
S3 | 0.966 | 0.967 | 0.967 | 0.731 0.966 | 0.967 | 0.967 | 0.729
S4 |1 0.968 | 0.969 | 0.968 | 0.731 0.967 | 0.969 | 0.969 | 0.729
S5 10962 | 0.960 | 0.961 | 0.720 0.962 | 0.960 | 0.960 | 0.718
S6 | 0.963 | 0.961 | 0.962 | 0.730 0.963 | 0.961 | 0.961 | 0.729
S7 | 0.966 | 0.967 | 0.966 | 0.723 0.966 | 0.967 | 0.967 | 0.720
S8 [ 0.963 | 0.960 | 0.962 | 0.727 0.963 | 0.960 | 0.960 | 0.726
CB | 0.969 | 0.969 | 0.969 | 0.741 0.969 | 0.969 | 0.969 | 0.739

Table 3: The performance of individual sub-systems and combined system. The Micro-Average results
come from concatenating all the outputs of the ten-fold systems and then compute the scores, and the
Macro-Average results are calculated by first compute the scores in every of the ten-fold systems and

then average the scores.

Set A Set B
P R F1 OOVR | P R F1 OOV-R
S1 0.925 | 0.920 | 0.923 | 0.625 0.936 | 0.938 | 0.937 | 0.805
S2 0.934 | 0.934 | 0.934 | 0.641 0.941 | 0.930 | 0.935 | 0.751
S3 0.940 | 0.937 | 0.938 | 0.677 0.938 | 0.926 | 0.932 | 0.752
S4 0.942 | 0.940 | 0.941 | 0.688 0.944 | 0.929 | 0.936 | 0.776
CB1 | 0.943 | 0.941 | 0.942 | 0.688 0.948 | 0.936 | 0.942 | 0.794
CB2 | 0.941 | 0.940 | 0.941 | 0.692 0.939 | 0.949 | 0.944 | 0.821
CB3 | 0.943 | 0.939 | 0.941 | 0.699 0.950 | 0.950 | 0.950 | 0.820

Table 4: The performance of individual systems and system combination on Bake-off test data, CB1,
CB2, and CB3 are system combination trained on labeled data from domain A, B, and the concatenation

of the data from both domains.

responding domains, and tested the resulting sys-
tems on the Bake-off test data.

For experiment 1, We divide the training set
into 11 segments, segment 0 through 9 contains
1733 sentences, and segment 10 has 1724 sen-
tence. We perform 10-fold cross-validation on
segment 0 to 9. Every time we pick one segment
from segment 0 to 9 as test set and the remain-
ing 9 segments are used to train CRF-based sub-
systems. Segment 10 is used as the training set for
SVM-HMM model. The sub-systems we used is
listed in Table 2.

In Table 3 we provide the micro-level and
macro-level average of performance the ten-fold
evaluation, including both the combined system
and all the individual sub-systems. Because
the system combination uses more data than its

sub-systems (segment 10), in order to have a
fair comparison, when evaluating individual sub-
systems, segment 10 is appended to the training
data of CRF model. Therefore, the individual sub-
systems and system combination have exactly the
same set of training data.

As we can see in the results in Table 3, the sys-
tem combination method (Row CB) has improve-
ment over the best sub-system (S4) on both F1
and OOV recall rate, and the OOV recall rate im-
proved by 1%. We should notice that in this exper-
iment we actually did not deal with any data from
different domains, the advantage of the proposed
method is therefore not prominent.

We continue to present the experiment results
of the second experiment. In the experiment
we labeled 200 sentences from each of the unla-
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beled bake-off training set A and B, and trained
the SVM-HMM model on the labeled data. We
compare the performance of the four sub-systems
and the performance of the system combination
method trained on: 1) 200 sentences from A, 2)
200 sentences from B, and 3) the concatenation
of the 400 sentences from both A and B. We show
the scores on the bake-off test set A and B in Table
4.

As we can see from the results in Table 4, the
system combination method outperforms all the
individual systems, and the best performance is
observed when using both of the labeled data from
domain A and B, which indicates the potential of
further improvement by increasing the amount of
in-domain training data. Also, the individual sub-
systems with the best performance on the two do-
mains are different. System 1 performs well on
Set B but not on Set A, so does System 4, which
tops on Set A but not as good as System 1 on Set
B. The system combination results appear to be
much more stable on the two domains, which is a
preferable characteristic if the segmentation sys-
tem needs to deal with data from various domains.

5 Conclusion

In this paper we discussed a system combina-
tion method based on SVM-HMM for the Chinese
word segmentation problem. The method can uti-
lize small amount of training data in target do-
mains to improve the performance over individ-
ual sub-systems trained on data from different do-
mains. Experimental results show that the method
is effective in improving the performance with a
small amount of in-domain training data.

Future work includes adding more heteroge-
neous sub-systems other than CRF-based ones
into the system and investigate the effects on the
performance. Automatic domain adaptation for
Chinese word segmentation can also be an out-
come of the method, which may be an interesting
research topic in the future.
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Abstract

This paper presents a Chinese word
segmentation system for CIPS-SIGHAN
2010 Chinese language processing task.
Firstly, based on Conditional Random
Field (CRF) model, with local features
and global features, the character-based
tagging model is designed. Secondly,
Hidden Markov Models (HMM) is used
to revise the substrings with low marginal
probability by CRF. Finally, confidence
measure is used to regenerate the result
and simple rules to deal with the strings
within letters and numbers. As is well
known that character-based approach has
outstanding capability of discovering
out-of-vocabulary (OOV) word, but ex-
ternal information of word lost. HMM
makes use of word information to in-
crease in-vocabulary (IV) recall. We par-
ticipate in the simplified Chinese word
segmentation both closed and open test
on all four corpora, which belong to dif-
ferent domains. Our system achieves bet-
ter performance.

Introduction

{t ongdeqi n,

zi yanl uoyu} @mai | . com

words or subwords as tagging uniBecause the
word-based models can capture the word-level
contextual information and IV knowledge. Be-
sides, many strategies are proposed to balance
the IV and OOV performance (Wang et al.,
2008).

CRF has been widely used in sequence label-
ing tasks and has a good performance (Lafferty
et al., 2001). Zhao and Kit (2007b; 2008) at-
tempt to integrate global information with local
information to further improve CRF-based tag-
ging method of CWS, which provides a solid
foundation for strengthening CRF learning with
unsupervised learning outcomes.

In order to increase the accuracy of tagging
using CRF, we adopt the strategy, which is: if the
marginal probability of characters is lower than a
threshold, the modified component based on
HMM will be trigged; combining the confidence
measure the results will be regenerated.

2 Our word segmentation system

In this section, we describe our system in more
details. Three modules are included in our sys-
tem: a basic character-based CRF tagger, HMM
which revises the substrings with low marginal
probability and confidence measure which com-
bines them to regenerate the result. In addition,

Chinese Word Segmentation (CWS) has witwe also use some rules to deal with the strings
nessed a prominent progress in the first fouithin letters and numbers.

SIGHAN Bakeoffs. Since Xue (2003) used

character-based tagging, this method has a'—1 Character-based CRF tagger

tracted more and more attention. Some previod$g Set A 6-tag set is adopted in our system. It
work (Peng et al., 2004; Tseng et al., 2005; Lowicludes six tags: B, B2, B3, M, E and S. Here,
et al., 2005) illustrated the effectiveness of gsinTag B and E stand for the first and the last posi-
characters as tagging unitsyhile literatures tion in a multi-character word, respectively. S
(Zhang et al., 2006; Zhao and Kit, 200Zhhang stands for a single-character word. B2 and B3
and Clark, 200y focus on employing lexical stand for the second and the third position in a

YThe work described in this paper is supported kgrdéoft Research Asia Funded Project.
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multi-character word. M stands for the fourth othat character.

more rear position in a multi-character word In the open test, we only add another feature

with more than four characters. The 6-tag set &f ‘FRE’, the basic idea of which is if a string

proved to work more effectively than other tagnatches a word in an existing dictionary, it may

sets in improving the segmentation performandee a clue that the string is likely a true word.

of CRFs by Zhao et al. (2006). Then more word boundary information can be
Feature templates In our system, six n-gram obtained, which may be helpful for CRF learn-

templates, namelyC,, Co, C;, C.Cy CoC;, ing on CWS. The dictionary we used is

C..C, are selected as features, wh@rstands for downloaded from the Interrféaind consists of

a character and the subscripts -1, 0 and 1 stah@8,750 words with length of one to four char-

for the previous, current and next character, rexcters. We get FRE features similar to the AV

spectively. Furthermore, another one is charactésatures.

type feature templatel ;ToT;. We use four . ) )

classes of character sets which are predefined &2 HMM revises substrings with low mar-

classN represents numbers, clakssrepresents ginal probability

non-Chinese letters, clagsrepresents punctua- The MP (short formarginal probability)of each

tion labels and class represents Chinese char-character labeled with one of the six tags can be

acters. got separately throughe basic CRF taggeHere,
Except for the character feature, we also enB replaces ‘B’ and ‘S’ , and | represents other

ploy global word feature templates. The basigags (‘B,, ‘B3, ‘M’, ‘E’). So each character has

idea of using global word information for CWScorresponding new MP as defined in formula (3)

is to inform the supervised learner how likely itand (4).

is that the subsequence can be a word candidate.

The accessor variety (AV) (Feng et al., 2005) is _ (Ps + Py) 3)

opted as global word feature, which is integrated Py = Z—P

into CRF successfully in literatures (Zhao and '

Kit, 2007b; Zhao and Kit, 2008). Th&/ value

of a substrings is defined as: P = (P, + PBi+ Pu + F)
R

AV (s) =min{L,,(s),R, ()} 1) Where t[{SB,B,,B,,M,E and P can be

Where the left and righ®V values L_,(S) calculated by using forward-backward algorithm

nd more details are lafferty et al. (2001)

) o A low confident word refers to a word with

number of its distinct predecessors and thgqq boundary ambiguity which can be reflected

number of its distinct successors. by the MP of the first character of a word. That
Multiple feature templates are used to repres jvs a low confident word if the MP of the firs

sent word candidates of various lengths identsharacter of the word is lower than a threshold
fied by theAV criterion. Meanwhile, in order to (it's an empirical value and can be obtained

alleviate the sparse data problem, we follow th Y experiments). After getting the new MP, all

feature function definition for a word candidate X ;
) these low confident candidate words are recom-
S with a scorAV (S)

_ In Zhao and Kit (2008), pineq with their direct predecessors until the
namely: occurrence of a word that the MP of its first
f.(9=t, 2<AV(5)<2" (2 character is above the threshfid and then a

In order to improve the efficiency, all candi-new substring is generated for post processing.
dates longer than five characters are given up. Then, we use class-based HMM to re-segment
The AV features of word candidates can’t dithe substrings mentioned above. Given a word
rectly be utilized to direct CRF learning before
being transferred to the information of characters
So we only choose the one with the greatest AVhttp://ccl.pku.edu.cn/doubtfire/Course/Chinese%20mfo

score to activate the above feature function fgition%20Processing/Source_Code/Chapter_8/Lexicon_full
zip

(4)

and R, (s) are defined, respectively, as the®
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w;,, a word class; is the word itself. LetW be all punctuations) is half-width and the string be-
the word sequence, |eE be its class sequence,fOfe or after are composed of letters and numbers,

Wi ) i combine all into a string as a whole. For an ex-
and let YV be the segmentation result with theample, 5 06 and V are usually recog

maximum likelihood. Then, a class-based HMM,i;eq as split tokens. So, it needs handling addi-
model (Liu, 2004) can be got.

tionally.
W* =argmaxP (V | 3 Experimentsresultsand analysis
w
= argmaxPW CPC We evaluate our system on the corpora given by
w ‘ CIPS-SIGHAN 2010. There are four test corpora
mo which belong to different domains. The details
=agmaq |p'W £ P& F are showed in table 1.
WWs . W, =
= arg maxﬁl P¢ b (5) Domain Testing Datg OOV rate
WW,.. Wy = A 149K 0.069
Where P(c |c_;) indicates the transitive B 165K 0.152
probability from one class to another and it can C 151K 0.110
be obtained from training corpora. D 157K 0.087
The word boundary of results from HMM is Table 1. Test corpora details
also represented by tag ‘B’ and ‘I' which mean- A, B, C and D represent literature, computer
ing are the same as mentioned in above. science, medical science and finance, respec-

tively.
2.3 Confidence measure and post process-
ing for final result 31 Closedtest

There are two segmentation results for substringde rule for the closed test in Bakeoff is that no
with low MP candidates after reprocessing usingdditional information beyond training corpora is
HMM. Analyzing experiments data, we find allowed. Following the rule, the closed test is
wrong tags labeled by CRF are mainly: OOwesigned to compare our system with other CWS
words in test data, IV words and incorrect wordsystems. Five metrics of SIGHAN Bakeoff are
recognized by CRF. Rectifying the tags withused to evaluate the segmentation results: F-score
lower MP simply may produce an even worséF), recall (R), precision (P), the recall on IV
performance in some case. For example, soriérds (Ry) and the recall on OOV words (Roov).
OOV words are recognized correctly by CRF bufhe closed test results are presented in table 2.
with low MP. So, we can't accept the revised

results completely. A confidence measure appomain| R p = Rov | R%y
proach is used to resolve this problem. Its calgy

lation is defined as: A 0.932| 0.936| 0.934| 0.662| 0.952

0.940( 0.942| 0.941| 0.649| 0.961

Pc:R:O"'/](l_R:O) (6) 5 0.950| 0.948| 0.949| 0.831| 0.971

P 0.953| 0.950| 0.951| 0.827| 0.975

% is the MP of the character as ¥} is the 0.934] 0.932| 0.933] 0.751] 0.957

premium %oefﬁcient. Based on the new value,a C 0942 0.936] 0.939| 0.750| 0.965

:E;S{‘O'tie e used, if the value was lowet 0.955| 0.957| 0.956| 0.837| 0.966
, ginal tag ‘I' will be rejected and D

changed into the tag ‘B’ which is labeled by 0.959] 0.960] 0.959| 0.827] 0.972

HMM. “Table 2. Evaluation closed results on all data sets
At last, we use a simple rule to post-process the

result directed at the st_rings that Containinf_ﬁl’eﬂ  In order to analyze our results, we got value gffom
numbers and punctuations. If the punctuation (ndte organizers because it can't be obtained franstoring
system on http://nlp.ict.ac.cn/demo/CIPS-SIGHAN2&10/
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In each domain, the first line shows the resultsonfidence measure, which make it clear that
of our basic CRF segmenter and the second onsing the confidence measure can improve the
shows the final results dealt with HMM throughoverall F-score by increasing value of R and P.

Domain| ID R P F Rov Ry
5 0.945| 0.946| 0.946| 0.816| 0.954
A our | 0.940]| 0.942| 0.941| 0.649| 0.961

12 | 0.937| 0.937| 0.937| 0.652| 0.958
our | 0.953] 0.950| 0.951| 0.827| 0.975
B 11 | 0.948| 0.945| 0.947| 0.853| 0.965
12 | 0.941| 0.940| 0.940| 0.757| 0.974
our | 0.942 0.936| 0.939| 0.750| 0.965
C 18 | 0.937| 0.934| 0.936| 0.761| 0.959
5 0.940| 0.928| 0.934| 0.761| 0.962
our | 0.959] 0.960| 0.959| 0.827| 0.972
D 12 | 0.957| 0.956| 0.957| 0.813| 0.971
9 0.956| 0.955| 0.956| 0.857| 0.965
Table 3. Comparison our closed results with thethope in all test sets

Next, we compare it with other top three systhis problem in the future work.
tems. From the table 3 we can see that our system

achieves better performance on closed test.| IDomain| R P F Rov Ry
contrast, the values of\Rof our method are su- A 0.956| 0.947!| 0.952| 0.636| 0.980
perior to others’, which contributes to the model 0.958| 0.953/ 0.955| 0.655| 0.981
we use. Whether the features of AV for charae ' ' ' : :
ter-based CRF tagger or HMM revising, they all g 0.943] 0.921| 0.932] 0.716| 0.985
make good use of word information of training 0.948| 0.929| 0.939| 0.735| 0.986
corpora. c 0.947| 0.915| 0.931| 0.659| 0.983
32 Open test 0.951| 0.92 | 0.935| 0.67 | 0.986
In the open test, the only additional source we D 0.962) 0.948| 0.955) 0.760] 0.981
use is the dictionary mentioned above. We get 0.964] 0.95 | 0.957] 0.763] 0.983

one first and two third best. Our result is showedTable 4. Evaluation open results on all test sets
in table 4. Compared with closed test, the valu lus ; K
of Ry is increased in all test corpora. But w: Conclusionsand future wor

only get the higher value of F in domain of lit-y this paper, a detailed description on a Chinese
erature. The reasons will be analyzed as fo”OW%egmentation system is presented. Based on

_In the open test, the OOV words are split int¢,ermediate results from a CRF tagger, which
pieces because our model may be more depengnpioys local features and global features, we

ent on th.e dictionary information. Consequent_lyuse class-based HMM to revise the substrings
we get higher value of R but lower P. The trainy;ih jow marginal probabilities. Then, a confi-

ing corpora are the same as closed test, but it4ance measure is introduced to combine the two
different that FRE features are added. The add,lésu“& Finall, we post process the strings
tional features enhance the original informatioRyiihin letters. numbers and punctuations using
of IV words, so the value ofRis improved 10 gimple rules. The results above show that our

some extent. However, they have side effects fQg,stem achieves the state-of-the-art performance.
OOV segmentation. We will continue to solve
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Abstract

Character-based tagging method has
achieved great success in Chinese Word
Segmentation (CWS). This paper
proposes a new approach to improve the
CWS tagging accuracy by structured
support ~ vector machine (SVM)
utilization of unlabeled text corpus. First,
character N-grams in unlabeled text
corpus are mapped into low-dimensional
space by adopting SOM algorithm. Then
new features extracted from these maps
and another kind of feature based on
entropy for each N-gram are integrated
into the structured SVM methods for
CWS. We took part in two tracks of the
Word Segmentation for Simplified
Chinese Text in bakeoff-2010: Closed
track and Open track. The test corpora
cover four domains: Literature,
Computer Science, Medicine and
Finance. Our system achieved good
performance, especially in the open
track on the domain of medicine, our
system got the highest score among 18
systems.

1 Introduction

In the Ilast decade, many statistics-based
methods for automatic Chinese word
segmentation (CWS) have been proposed with
development of machine learning and statistical
method (Huang and Zhao, 2007). Especially,

character-based tagging method which was
proposed by Nianwen Xue (2003) achieves
great success in the second International
Chinese word segmentation Bakeoff in 2005
(Low et al., 2005). The character-based tagging
method formulates the CWS problem as a task
of predicting a tag for each character in the
sentence, i.e. every character is considered as
one of four different types in 4-tag set: B (begin
of word), M (middle of word), E (end of word),
and S (single-character word).

Most of these works train tagging models
only on limited labeled training sets, without
using any unsupervised learning outcomes from
unlabeled text. But in recent years, researchers
begin to exploit the wvalue of enormous
unlabeled corpus for CWS, such as some
statistics information on co-occurrence of sub-
sequences in the whole text has been extracted
from unlabeled data and been employed as input
features for tagging model training (Zhao and
Kit, 2007).

Word clustering is a common method to
utilize unlabeled corpus in language processing
research to enhance the generalization ability,
such as part-of-speech clustering and semantic
clustering (Lee et al., 1999 and B Wang and H
Wang 2006). Character-based tagging method
usually employs N-gram features, where an N-
gram is an N-character segment of a string. We
believe that there are also semantic or
grammatical relationships between most of N-
grams and these relationships will be useful in
CWS. Intuitively, assuming the training data
contains the bigram “ {4 /%1 ”(The last two
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characters of the word “Israel” in Chinese), not
contain the bigram * H- /1L ”(The last two
characters of the word “Turkey” in Chinese), if
we could cluster the two bigrams together
according to unlabeled corpus and employ it as
a feature for supervised training of tagging
model, then maybe we will know that there
should be a word boundary after “H-/}” though
we only find the existence of word boundary
after “ % /%> in the training data. So we
investigate how to apply clustering method onto
unlabeled data for the purpose of improving
CWS accuracy in this paper.

This paper proposes a novel method of
using unlabeled data for CWS, which employs
Self-Organizing Map (SOM) (Kohonen 1982)
to organize Chinese character N-grams on a
two-dimensional array, named as “N-gram
cluster map” (NGCM), in which the character
N-grams similar in grammatical structure and
semantic meaning are organized in the same or
adjacent position. Two different arrays are built
based the N-gram’s preceding context and
succeeding context respectively  because
normally N-gram is just part of Chinese word
and doesn’t share similar preceding and
succeeding context in the same time. Then
NGCM-based features are extracted and applied
to tagging model of CWS. Another kind of
feature based on entropy for each N-gram is
also introduced for improving the performance
of CWS.

The rest of this paper is organized as
follows: Section 2 describes our system; Section
3 describes structured SVM and the features
which are obtained from labeled corpus and also
unlabeled corpus; Section 4 shows experimental
results on Bakeoff-2010 and Section 5 gives our
conclusion.

2  System description

2.1 Open track:

The architecture of our system for open track is
shown in Figure 1. For improving the cross-
domain performance, we train and test with
dictionary-based word segmentation outputs.
On large-scale unlabeled corpus we use Self-
Organizing Map (SOM) (Kohonen 1982) to
organize Chinese character N-grams on a two-
dimensional array, named as “N-gram cluster
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map” (NGCM), in which the character N-grams
similar in grammatical structure and semantic
meaning are organized in the same or adjacent
position. Then new features are extracted from
these maps and integrated into the structured
SVM methods for CWS.

The large-scale
unlabeled corpus

Training text test text

‘ Dictionary Based ‘ ‘ Dictionary Based
CWS CWS
A A A
Labeled Labeled
data NGEM data

Structured SVM

$< Model
y
Results

Figure 1: Open track system

bi\J

—

2.2 Closed track:

Training text

‘ Som ‘ ‘ Statistic ‘
A y
NGCM Entropy
A A

»  Structured SVM

i Results ;

Figure 2: closed track system
Because the large-scale unlabeled corpus is
forbidden to be used on closed track. We trained
the SOM only on the data provided by



organizers. To make up for the deficiency of the
sparse data on SOM, we add entropy-based
features (ETF) for every N-gram to structured
SVM model. The architecture of our system for
close track is shown in Figure 2.

3 Learning algorithm

3.1 Structured support vector machine

The structured support vector machine can learn
to predict structured Y, such as trees sequences

or sets, from X based on large-margin approach.

We employ a structured SVM that can predict a
sequence of labels Yy =(Yy',...,y") for a given

observation sequences X =(X',...,X'), where

y'er ,¥

There are two types of features in the
structured SVM: transition features (interactions
between neighboring labels along the chain),
emission  features  (interactions  between
attributes of the observation vectors and a
specific label).we can represent the input-output
pairs via joint feature map (JFM)

D HNBA(Y)

t=1

T-1
nY A(Y)®A(y™)
t=1

is the label set for y.

w(X,Yy)=

where

A (Y) = (Y15 ), 0(Y55 Y5 (Vi Y))'
0.1, y ey, Yoo Y} =2
Kronecker delta § , 5, ; = é’:;i

@(X) denotes an arbitrary feature representation
of the inputs. The sign "®" expresses tensor
product defined as & : RYxR* —R% ,

[a@b] =[a][b];. T is the length of an

observation sequence. 77 >0 is a scaling factor

i+(j-Dd

which balances the two types of contributions.
Note that both transition features and
emission features can be extended by including
higher-order interdependencies of labels (e.g.
A (YH®A(YH®A(Y™?) )by including
input features from a window centered at the
current position (e.g. replacing @(X') with
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A(X", .., X, .. X" Jor by combining higher-
order output features with input features (e.g.
DL PODBA(YHI®A(Y™))

The w-parametrized discriminant function

F:XxY—>R interpreted as measuring the
compatibility of x and y is defined as:

FOy;wW) = (W, (%, Y))
So we can maximize this function over the
response variable to make a prediction
F () =argmax F(x,y,w)
Training the parameters can be formulated
as the following optimization problem.

1 C<
minp 2
stVi,VyeY:
<W3Wi(xi’yi)_l//i(xi’y)>ZA(yiay)_é

where N is the number of the training set, & is

C>20 is

a slack wvariable , a constant
controlling the tradeoff between training error
minimization and margin maximization,

A(Y',y) is the loss function ,usually the
number of misclassified tags in the sentence.

3.2 Features set for tagging model

For a training sample denoted as
Xx=(x',...,x") and y=(Y',...,¥"). We chose
first-order interdependencies of labels to be
transition features, and dependencies between
labels and N-grams (n=1, 2, 3, 4) at current
position in observed input sequence to be
emission features.

So our JFM is the concatenation of the
follow vectors

S AYY ) @ ALY

t=1

YoM @A (Y m e (-L0.1

t=1

i(zf(xt*mxt*“‘“) ®A°(y').me{-2,-1,0,1}
t=1

i¢(xt+m—lxt+mxt+m+l) ® AC(yt )’

t=1

me{~2,-1,0,1,2}



i ¢(Xt+m—1 Xt+m Xt+m+1 Xt+m+2 ) ® Ac ( yt )’

t=1

me {-3,-2,-1,0,1,2}

Figure 3 shows the transition features and

the emission features of N-grams (n=1, 2) at Y, .

The emission features of 3-grams and 4-grams
are not shown here because of the large number
of the dependencies.

Figure 3: the transition features and the
emission features at Yy, for structured SVM

3.3 SOM-based N-gram cluster maps
and the NGCM mapping feature

The Self-Organizing Map (SOM) (Kohonen
1982), sometimes called Kohonen map, was
developed by Teuvo Kohonen in the early
1980s.

Self-organizing semantic maps (Ritter and
Kohonen 1989, 1990) are SOMs that have been
organized according to word similarities,
measured by the similarity of the short contexts
of the words. Our algorithm of building N-gram
cluster maps 1is similar to self-organizing
semantic maps. Because normally N-gram is
just part of Chinese word and do not share
similar preceding and succeeding context in the
same time, so we build two different maps
according to the preceding context and the
succeeding context of N-gram individually. In
the end we build two NGCMs: NGCMP
(NGCM according to preceding context) and
NGCMS (NGCM according to succeeding
context).

Due to the limitation of our computer and
time we only get two 15x15 size 2GCMs for
open track system from large-scale unlabeled
corpus which was obtained easily from websites
like Sohu, Netease, Sina and People Daily.

The 2GCMP and 2GCMS we got for the
open track task are shown in Figure 4 and
Figure 5 respectively.
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Figure 5: 2GCMS

After checking the results, we find that the
2GCMS have following characters:1) most of
the meaningless bigrams that contain characters
from more than one word, such as the bigram "
HOR"in " b H{ KA., are organized into the
same neurons in the map, 2) most of the first or
last bigrams of the country names are organized
into a few adjacent neurons, such as “f/%1)”,
“H/H>, «“i/[E” and “5&/FE”in 2GCMS , “L/
5, SR/, S, SR/, and St} in
2GCMP.

Two 20x1 size 2GCMs are trained for the
closed track system only on the data provided
by organizers. The results are not as good as the
results of the 15x15 size 2GCMs because of
the less training data. The second character
described above is no longer apparent as well as
the 15x135 size 2GCMs, but it still kept the first
character.

Then we adopt the position of the neurons
which current N-gram mapped in the NGCM as
a new feature. So every feature has D
dimensions (D equals to the dimension of the
NGCM, every dimension is corresponding to
the coordinate value in the NGCM). In this way,
N-gram which is originally represented as a



high dimensional vector based on its context is
mapped into a very low-dimensional space. We
call it NGCM mapping feature. So our previous
JFM in section 3.2 is concatenated with the
following features:

T
Z¢2GCMS(XI+th+m+1) ® AC(y[ )’ me {_2’_1}

t=1

Z ¢2GCMP (Xt+th+m+1) ® AC(yt )’ me {O, 1}
t=1

—

—

Z nZGCMS(XHmXHmH) ® AC ( yt)’ me {_2, _1}
t=1

T

ZUZGCMP(Xt+m Xt+m+1) ® AC(yt)’ me {O, 1}
t=l1

(02GCMS ( X) (pZGCMP (X)

€{0,1,...,14}* denote the NGCM mapping
feature from 2GCMS and 2GCMP respectively.

UNGCM(X) denotes the quantization error of

current N-gram X on its NGCM.
As an example, the process of import features
from NGCMs at Y, is presented in Figure 6.

where and

@)
& &
OO O

OO
2GCMS

Figure 6: Using 2GCMS and 2GCMP as input
to structured SVM

3.4 Entropy-based features

On closed track, the entropy of the preceding
and succeeding characters conditional on the N-
gram and also the self-information of the N-
gram are used as features for the structured
SVM methods. Then our previous JFM in
section 3.2 is concatenated with the following
features:

225

T
2 HPIN=x"")®@A"(y"),

t=1

X Ngram c {Xt+lxt+2 , Xt+1 XI+2 Xt+3 , Xt+l Xt+2 Xt+3 Xt+4}

.
D HEIN=x""")@A"(y"),
t=1

, Xt—3 Xt—ZXt—l

Ngram t-2,t-1
¢ X

X c {X , th4 Xt73 Xt72 thl}

T
ZI(N — XNgram)®AC(yt)
t=1

x"9"*" < all the ngrams used in section 3.2

Where P and S denote the set of the preceding
and succeeding characters respectively. The

entropy: H(X | N = x"") =
_Z p(xt ’ XNgram)log p(xt | XNgram)

Xext
Ngram

The self-information of the N-gram N = X
| (XNgram) — —10g p(XNgram)

4  Applications and Experiments

4.1 Text Preprocessing

Text is usually mixed up with numerical or
alphabetic characters in Chinese natural
language, such as “IK7E office PER|ME I 9
/17, These numerical or alphabetic characters
are barely segmented in CWS. Hence, we treat
these symbols as a whole “character” according
to the following two preprocessing steps. First
replace one alphabetic character to four
continuous alphabetic characters with E1 to E4
respectively, five or more alphabetic characters
with E5. Then replace one numerical number to
four numerical numbers with N1 to N4 and five
or more numerical numbers with N5. After text
preprocessing, the above examples will be “3,

{E ES _HERIME N1 s3>,

4.2 Character-based tagging method
for CWS

Previous works show that 6-tag set achieved
a better CWS performance (Zhao et al.,
2006). Thus, we opt for this tag set. This 6-
tag set adds ‘B2’ and ’B3’ to 4-tag set
which stand for the type of the second and
the third character in a Chinese word
respectively. For example, the tag sequence

for the sentence * it <> /% /Fpslz /2



4F-(Shanghai World Expo / will / last / six

months)” willbe “BB2 B3M ESBEBE”.

4.3 Results in the bakeoff-2010

We use svm™" version 3.1 to build our
structured SVM models. The cut-off threshold is
set to 2. The precision parameter is set to 0.1.
The  tradeoff between  training  error
minimization and margin maximization is set to
1000.

We took part in two tracks of the Word
Segmentation for Simplified Chinese Text in
bakeoff-2010: ¢ (Closed track), o (Open track).
The test corpora cover four domains: A
(Literature), B (Computer Science), C
(Medicine), D (Finance).

Precision(P),Recall(R),F-measure(F),Out-
Of-Vocabulary Word Recall(OOV RR) and In-
Vocabulary Word Recall(IV RR) are adopted to
measure the performance of word segmentation
system.

Table 1 shows the results of our system on
the word segmentation task for simplified
Chinese text in bakeoff-2010. Table 2 shows the
comparision between our system results and
best results in bakeoff-2010.

R P F1 OOVRR | IVRR
Ac|0.932]0.935]0.933 | 0.654 | 0.953
01]0.942 1 0.943 | 0.942 | 0.702 | 0.959
B |c|0.935]0.934]0.935|0.792 | 0.961
0 [0.948 1 0.946 | 0.947 | 0.812 | 0.973
C|{c|0937]0.934]0.936 | 0.761 | 0.959
01]0.941 |1 0935 ] 0.938 | 0.787 | 0.96
D |c |0.955]0.956 | 0.955 | 0.848 | 0.965
0]0.948 | 0.955 | 0.951 | 0.853 | 0.957
Table 1: The results of our systems

F1(Bakeoff-2010) | F1(Our system)
Alc 0.946 0.933
0 0.955 0.942
Blc 0.951 0.935
0 0.95 0.947
Clc 0.939 0.936
0 0.938 0.938
D|c 0.959 0.955
0 0.96 0.951

Tabel 2: The comparision between our system
results and best results in bakeoff-2010
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It is obvious that our systems are stable and
reliable even in the domain of medicine when
the F-measure of the best results was decreased.
Our open track system performs better than
closed track system, demonstrating the benefit
of the dictionary-based word segmentation
outputs and the NGCMs which are training on
large-scale unlabeled corpus.

5 Conclusion

This paper proposes a new approach to improve
the CWS tagging accuracy by structured support
vector machine (SVM) utilization of unlabeled
text corpus. We use SOM to organize Chinese
character N-grams on a two-dimensional array,
so that the N-grams similar in grammatical
structure and semantic meaning are organized in
the same or adjacent position. Then new
features extracted from these maps and another
kind of feature based on entropy for each N-
gram are integrated into the structured SVM
methods for CWS. Our system achieved good
performance, especially in the open track on the
domain of medicine, our system got the
highest score among 18 systems.

In future work, we will try to organizing all
the N-grams on a much larger array, so that
every neuron will be labeled by a single N-gram.
The ultimate objective is to reduce the
dimension of input features for supervised CWS
learning by replacing N-gram features with two-
dimensional NGCM mapping features.
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Abstract

In this paper, we present the proposed me-
thod of participating SIGHAN-2010 Chi-
nese word segmentation bake-off. In this
year, our focus aims to quick train and test
the given data. Unlike the most structural
learning algorithms, such as conditional
random fields, we design an in-house devel-
opment conditional support vector Markov
model (CMM) framework. The method is
very quick to train and also show better per-
formance in accuracy than CRF. To give a
fair comparison, we compare our method to
CRF with three additional tasks, namely,
CoNLL-2000 chunking, SIGHAN-3 Chi-
nese word segmentation. The results were
encourage and indicated that the proposed
CMM produces better not only accuracy but
also training time efficiency. The official re-
sults in SIGHAN-2010 also demonstrates
that our method perform very well in tradi-
tional Chinese with fine-tuned features set.

1 Introduction

Since 2006 Chinese word segmentation bakeoff
in SIGHAN-3 (Levow, 2006), this is the third
time to join the competition (Wu et al., 2006,
2007). In this year, we join the SIGHAN bakeoff
task in both traditional and simplified Chinese
closed word segmentation. Unlike most western
languages, there is no explicit space between
words. The goal of word segmentation is to iden-
tify words given the sentence. This technique
provides important features for downstream pur-
poses. Examples include Chinese part-of-speech
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(POS) tagging (Wu et al., 2007), Chinese word
dependency parsing (Wu et al., 2007, 2008).

With the rapid growth of structural learning
algorithms, such as conditional random fields
(CRFs) (Lafferty et al., 2001) and maximum-
margin Markov models (M°N) (Taskar et al.,
2003) have received a great attention and be-
come a prominent learning algorithm to many
sequential labeling tasks. Examples include part-
of-speech (POS) tagging (Shen et al., 2007) and
syntactic phrase chunking (Suzuki et al., 2007).
The Chinese word segmentation can also be
treated as a character-based tagging task in (Xue
and Converse, 2002). One feature of sequential
labeling is that it aims at finding non-recursive
chunk fragments in a given sentence. Among
these approaches, CRF has been wildly used in
recent SIGHAN bakeoff tasks (Jin and Chen,
2008; Levow, 2006).

Although these approaches do not suffer from
so-called label-bias problems (Lafferty et al.,
2001), one limitation is that they are inefficient
to train with large-scale, especially large catego-
ry data. On the other hand, non-structural learn-
ing approaches (e.g. maximum entropy models)
which learn local predictors usually cost much
better training time performance than structural
learning algorithms. These methods condition on
local context features and incorporate fix-length
history information. Although higher order fea-
ture (longer history) maybe useful to some tasks,
the exponential scaled inference time is also in-
tractable in practice.

Support vector machines (SVMs) which is one
of the state-of-the-art supervised learning algo-
rithms have been widely employed as local clas-
sifiers to many sequential labeling tasks (Taku

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 228-233,
Beijing, August 2010



and Matsumoto, 2001; Wu et al., 2006, 2008).
Specially, the training time of linear kernel SVM
with either L;-norm (Joachims, 2006; Keerthi et
al., 2008) or L,-norm (Keerthi and DeCoste,
2005; Hsieh et al., 2008) can now be obtained in
linear time. Even local classifier-based ap-
proaches have the drawbacks of label-bias prob-
lems, training nonstructural linear SVM is scala-
ble to large-scale data. By means of so-called
one-versus-all multiclass SVM training, it is also
scalable to large-category data.

In this paper, we present our Chinese word
segmentation based on the proposed conditional
support vector Markov models for sequential
labeling tasks, especially Chinese word segmen-
tation. Unlike structural learning algorithms, our
method can be simply trained without consider-
ing the entire structures and hence the training
time scales linearly with the number of training
examples. In this framework, to alleviate the ease
of label-bias problems, the state transition proba-
bility is ignored. Instead, we merely utilize the
property of label relationships between chunks
(Wu et al., 2008). To demonstrate our method,
we compare to several well-known structural
learning algorithms, like CRF (Kudo et al., 2004),
and SVM-HMM (Joachims et al., 2009) on two
well-known data, namely, CoNLL-2000 syntac-
tic chunking, SIGHAN-3 Chinese word segmen-
tation tasks. By following this, we apply the
model to the Chinese word segmentation tasks of
SIGHAN-2010 this year. The empirical results
showed that our method is not only fast but also
achieving more superior accuracy than structural
learning methods. In traditional Chinese, our me-
thod also achieves the state-of-the-art perfor-
mance in accuracy with fined-tune features.

2 Conditional support vector Markov
models

Traditional conditional Markov models (CMM)
is to assign the tag sequence which maximizes
the observation sequence.

P(s),85558,]0/,055...,0,)
Where s; is the tag of word i. For the first order

left-to-right CMM, the chain rule decomposes
the probabilistic function as:

P($),S 558,y | 01505500, 0,)) = HP(Si ls;,,0) (1)

i=1
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Therefore, we can employ a local classifier to
predict P(s, | s, ;,0,) and the optimal tag sequence
can be efficiently searched by using conventional
Viterbi algorithm.

The graphic illustration of the K-th order left-
to-right CMM is shown in Figure 1. The chain
probability decompositions of the other K-th or-
der CMM in Figure 1 are:

P(s,0) = li[P(s,. 0,) )

P(s,0) :li[P(si 10,5:1) 3)

P(s,0) :ﬁP(S,. 10,25, 115, 5) (4)
e

P(s,0) =]jp(s,, 10128, 18, 1) (5)

Equations (2), (3), and (4) are merely standard
zero, first and second order decompositions,
while equation (5) is the proposed greedy second
order CMM decomposition which will be dis-
cussed in next section.
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Figure 1: K-th order conditional Markov models: (a)
the standard O(zero) order CMM, (b) first order CMM,
(c) second order CMM, and (d) the proposed second
order CMM

The above decompositions merge the transi-
tion and emission probability with single func-
tion. McCallum et al. (2000) further combined
the locally trained maximum entropy with the
infered transition score. However, our condition-
al support vector Markov models make different
chain probability. We replace the original transi-
tion probability with transition validity score, i.e.

Ps,0) =] PG5, 15, PG, 10,) (©)

i=2



P(Sso):Hf)(Si |5 )P(s; |0,,8,455) (7)
i=3

The transition validity score is merely a Boo-
lean flag which indicates the relationships be-
tween two neighbor labels. Equation (6) and (7)
are zero-order and our second order chain prob-
abilities. We will introduce the proposed infe-
rence algorithm and how to obtain the transition
validity score automatically without concerning
the change of chunk representation.

2.1 Tag transitions

In this paper, we do not explicitly adopt the state
transitions for our CMM. Instead, a chunk-
relation pair is used. Nevertheless, one important
property to sequential chunk labeling is that there
is only one phrase type in a chunk. For example,
if the previous word is tagged as begin of noun
phrase (B-NP), the current word must not be end
of the other phrase (E-VP, E-PP, etc). Therefore,
we only model relationships between chunk tags
to generate valid phrase structure.

Wu et al. (2007, 2008) presented an automatic
chunk pair relation construction algorithm which
can handle so-called IOBI1/IOB2/IOE1/IOE2
(Kudo and Matsumoto, 2001) chunk representa-
tion structures with either left-to-right or right-to-
left directions. Here, we extend this idea and ge-
neralize to fit to more chunk tags. That is we can
model the S-tag, B2, B3 tags with dividing the
leading tags into two categories. For details can
refer the literatures.

3 Empirical Results

Three large-scale and large-category dataset is
used to evaluate the proposed method, namely,
CoNLL-2000 syntactic chunking (Tjong Kim
Sang and Buchholz, 2000), Chinese POS tagging,
and three of SIGHAN-3 word segmentation tasks.
Table 1 shows the statistics of those datasets.

Feature CoNLL-2000 SIGHAN-3
type
Unigram Wo~Wip Wo~Wip
Bigram (W2,w.1),(W.1,W0), (W2,w-1),(W-1,W0),
(wo,w1), (wo,w=1),
(Wi1,W42),(Wa1,W.1) (Wa1,W42),(Wa1,W21)
POS PP+
POS bigram (p.z,p.l),(p_l,po),
(Po.p+1)(P+1.0+2),
(p+1.p-1)
POS trigram (p-2,P-1,P0),
(D-1:P0.0+1),(P3:D2:D-1),
(Pops1:0+2), (P+1.P+2:D+3)
(Word+POS)  (w.1,p0),(W2,p-1) (Wo,p41),
bigram (Wa1,p+2)
Other 2~4 suffix letters AV feature of 2~6 gr
features 2~4 prefix letters ams

Orthographic feature (Zhou and Kit, 2007)

(Wu et al., 2008)

Figure 2: Feature templates used in experiments
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CoNLL-2000 chunking task is a well-known
and widely evaluated in many literatures (Suzuki
et al., 2007; Ando and Zhang, 2005; Kudo and
Matsumoto, 2001; Wu et al., 2008; Daumé III
and Marcu, 2005). The training data was derived
from Treebank WSJ section 15-18 while section
20 was used for testing. The goal is to find the
non-recursive phrase structures in a sentence,
such as noun phrase (NP), verb phrase (VP), etc.
There are 11 phrase types in this dataset. We fol-
low the previous best settings for SVMs (Kudo
and Matsumoto, 2001; Wu et al., 2008). The
IOE2 is used to represent the phrase structure
and tagged the data with backward direction.

The training and testing data of the Chinese
POS tagging is mainly derived from the Aca-
demic Sinica’s balanced corpus (version 3.0).
Seventy-five percent out of the data is used for
training while the remaining 25% is used for test-
ing. However, the task of the Chinese POS tag-
ging is very different from classical English POS
tagging in that there is no word boundary infor-
mation in Chinese text. To achieve this, Ng and
Low (2004) gave a successful study on Chinese
POS tagging. Just as English phrase chunking,
the I0OB-tags can be used to represent the Chi-
nese word and its part-of-speech tag. For exam-
ple, the tag B-ADJ means the first character of a
Chinese word which POS tag is ADJ (adjective).
n this task, we simply use the IOB2 to represent
the chunk structure. In this way, the tagger needs
to recognize the chunk tag by considering 118
(59*2) categories at once.

As discussed in (Zhou and Kit, 2007), using
more complex chunk representation bring better
segmentation accuracy in several Chinese word
segmentation benchmarks. It is very useful in
particular to represent long Chinese word (in par-
ticular proper nouns). By following this line, we
apply the six tags B, BI, I, IE, E, and S to
represent the Chinese word. BI and IE are the
interior after begin and interior before end of a
chunk. B/I/E/S tags indicate the be-
gin/interior/end/single of a chunk. Figure 2 lists
the used feature set in both experiments.

3.1 Settings

We included the Liblinear with square loss
(Hsieh et al., 2008) into our conditional Markov
models as classification algorithms. In basic, the
SVM was designed for binary classification
problems. To port to multiclass problems, we
adopted the well-known one-versus-all (OVA)
method. One good property of OVA is that pa-
rameter estimation process can be trained indivi-



Table 2: SIGHAN-3 word segmentation results

SIGHAN-3 UPUC MSRA CityU
Training | Testing Training | Testing Training | Testing
Method Fe) Time Time Fe Time Time Fe) Time Time
Our method 93.86] 0.06hr| 15.15s| 96.22 0.45hr| 1541s| 9726 026hr| 25325
CRF 93.76 1.17hr] 23485 96.11 3.63hr| 17.06s| 9729 434hr| 31.29s
SVM-HMM Out-of-memory Out-of-memory Out-of-memory
E‘fft;gg;;’ad‘ (Zhouand |9, »g N/A N/A| 9634 N/A|  N/A| 9743 N/A N/A
Second best approach 93.30 N/A N/A| 96.30 N/A N/A| 97.20 N/A N/A

Table 3: Official evaluation results of the traditional and simplified Chinese word segmentation tasks

Task Literature Computer
Recall|Precision| F1 |OOV-RR|IV-RR|Recall|Precision| F1 |OOV-RR|IV-RR
Traditional | 0.942 0.942(0.942 0.788| 0.958| 0.948 0.957|0.952 0.666| 0.977
Simplified | 0.936 0.932(0.934 0.564| 0.964| 0.915 0.915|0.915 0.594| 0.972
Task _ Medicine _ Finance
Recall|Precision| F1 |OOV-RR|IV-RR|Recall|Precision| F1 |OOV-RR|IV-RR
Traditional | 0.953 0.957(0.955 0.798| 0.966| 0.964 0.962(0.963 0.812| 0.975
Simplified | 0.933 0.915(0.924 0.642| 0.969| 0.945 0.941(0.943 0.666| 0.972

dually. This is in particularly useful to the tasks
which involve training large number of features
and categories (Wu et al., 2008). To obtain the
probability output from SVM, we employ the
sigmoid function with fixed parameter 4=-2 and
B=0 as (Platt, 1999).

3.2 Comparison to structural learning

The overall experimental results are summarized
in Table 1. Column “All” denotes as the Fg,
score of all chunk types, while “NP” is the F,
score of the noun phrase only. The final two col-
umns list the entire training and testing times.

As shown in Table 1, it is surprising that the
proposed CMM outperforms the other structural
learning methods, CRF and SVM-HMM. In
terms of training time, our method shows sub-
stantial faster than CRF. However, in terms of
testing time, our method is worse than CRF. The
main reason is that we do not optimize the code
and implementation. We trust this can be further
improved.

Table 1: Syntactic chunking results of the proposed
CMM and the selected structural learning methods.

Table 2 shows the experimental results of the
SIGHAN-3 bake-off tasks. We ran and con-
ducted the experiments with UPUC, MSRA, and
CityU datasets. The final two rows in Table 5 list
the top 1 and 2 scores of published papers.
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Here, the SVM-HMM still suffer from the sca-
lability problems. Similar to the findings in the
Chinese POS tagging task, the zero-order CMM
achieved the optimal accuracy among first-order,
full second order and the proposed inference al-
gorithms. The training time is still very efficient
for most CMMs. In comparison to CRF, our me-
thod did clearly perform better accuracy (ex-
cepted for the CityU) and require much less
training time. For example, for the CityU dataset,
our 0-order CMM took less than 15 minutes to
train, while the CRF takes 4.34 hours in training.

However, we observe that our CMM yielded
better testing time speed than CRF in this task.
We further exploit the trained SVM models and
found that the produced weights were not as
dense as CRF which produces many nonzero
weights per category. In addition, we observed
that our implementation worked very efficient in
the small category tasks.

For the three datasets, our method produced
very competitive results as previous best ap-
proach which also made use of CRF as classifiers.

Although we use the same techniques to de-
rive global features (assessor variety (AV) fea-

Method | All | NP |Training Time|Testing Time ture with 2~6 grams) from both training and test-
Our method [94.5194.95 0.15 hr 13.72 5 ing data, our CMMs and the conducted CRF
CRF 93.67(93.93 0.88 hr 6.20 s 1d not form as well a (Zh and Kit
SVM-HMMI]93.90(94.20 0.20 hr 13.60 s could not perto § well as (Zhou >

2007). In our experiments, both CRF and CMMs
received the same training set. Hence the CRF
and our CMMs is comparable in this experiment.

3.3 Official Results in SIGHAN-2010

To apply CMM to SIGHAN-2010, we design the
following strategy. First the classifier parameters,



feature set should be improved. To achieve this,
1/4 of the training data was used as development
set, while the remaining 3/4 training data was
used to train the classifier. Second, we combine
multi-classifier to enhance the accuracy. The
CRF and our CMM with basic feature set were
trained to predict the initial labels of the testing
data. Then the predicted labels were included as
features to train the final-stage classifier. The
final classifier is still our CMM. Third, the post-
processing method (Low et al., 2005) is em-
ployed to enhance the unknown word segmenta-
tion.

Table 4 lists the empirical results of the devel-
opment set. By validate with development data,
we found that C=1.25 and use the E-BIES repre-
sentation method (Wu et al., 2008) yields better
accuracy than B-BIES (Zhou and Kit, 2007).
Meanwhile, CRF seems to be suitable for B-
BIES representation method.

The classifier parameters were fixed and then
we try to search the optimal feature set via the
incremental add-and-check method. That is, we
use the initial feature set as basis and add one
feature type from the pool and verify the good-
ness of the feature with the development data.
Figure 3 figures out the used features of each
pass.

In this year, the process was completely run-
through for the traditional Chinese task. Unfor-
tunately we have insufficient time to apply the
same technique to Simplified Chinese task. Table
3 lists the official results in the SIGHAN 2010
Chinese word segmentation bake-off.

Table 4: Empirical results of the development set of
single CRF and our CMM

Traditional Simplified
Development . .
dataset Chinese Chinese
B-BIES | E-BIES | B-BIES |E-BIES
Our method 97.40| 97.42| 97.34| 9737
CRF 97.07| 97.10| 97.07| 96.96

4 Conclusion

In this paper, we investigate the issues of sequen-
tial chunk labeling and present the conditional
support vector Markov models for this purpose.
The experiments were conducted with two well-
known datasets, includes CoNLL-2000 text
chunking and SIGHAN-3 Chinese word segmen-
tation. The experimental results showed that our
method scales very well while achieving surpris-
ing good accuracy than structural learning me-
thods. On the SIGHAN-3 task, the proposed me-
thod outperformed CRF, while substantially re-
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duced the training time. We also apply such me-
thod to the SIGHAN-2010 traditional Chinese
segmentation with fined tuned feature set. The
result was also encouraged. Our approach ob-
tains the best accuracy in this task. In terms of
Simplified Chinese, we achieve mid-rank place
due to the very limited time-constraint. In the
future, we plan to completely adopt this method
to the Simplified Chinese word segmentation
with the elaborated feature selection metrics and
the same post-processing method.

The full online demonstration of the proposed
conditional support vector Markov models can
be found at the web site'.

Feature Passl: CRF/CMM Pass2: CMM
Name
Character W.o~Wip Feature set of
Character (Wa,w.1),(W.q,Wp), Passl
N_gram (WO’WH),(WH ’W+2)3(W+
1LW-1)
Special Wo~Wip
Character
flags (Low
et al., 2005)
Others AV feature and its 2- AV feature
gram combinations and its 2-gram
and 3-gram
combinations
Future N/A t, 1y, t+3,(t0,t+
flags' Dt tn). (W ts
1):(Wo,242)

Future flags: the predicted tags of previous classifier
Figure 3: Feature templates used in experiments
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Abstract

This paper describes our participation
in the Chinese word segmentation task
of CIPS-SIGHAN 2010. We imple-
mented an n-gram mutual information
(NGMI) based segmentation algorithm
with the mixed-up features from unsu-
pervised, supervised and dictionary-
based segmentation methods. This al-
gorithm is also combined with a simple
strategy for out-of-vocabulary (OOV)
word recognition. The evaluation for
both open and closed training shows
encouraging results of our system. The
results for OOV word recognition in
closed training evaluation were how-
ever found unsatisfactory.

1 Introduction

Chinese segmentation has been an interesting
research topic for decades. Lots of delicate
methods are used for providing good Chinese
segmentation. In general, on the basis of the
required human effort, Chinese word segmen-
tation approaches can be classified into two
categories: supervised and unsupervised.
Particularly, supervised segmentation meth-
ods can achieve a very high precision on the
targeted knowledge domain with the help of
training corpus—the manually segmented text
collection. On the other hand, unsupervised
methods are suitable for more general Chinese
segmentation where there is no or limited

training data available. The resulting segmen-
tation accuracy with unsupervised methods
may not be very satisfying, but the human ef-
fort for creating the training data set is not ab-
solutely required.

In the Chinese word segmentation task of
CIPS-SIGHAN 2010, the focus is on the per-
formance of Chinese segmentation on cross-
domain text. There are in total two types of
evaluations: closed and open. We participated
in both closed and open training evaluation
tasks and both simplified and traditional
Chinse segmentation subtasks. For the closed
training evaluation, the provided resource for
system training is limited and using external
resources such as trained segmentation soft-
ware, corpus, dictionaries, lexicons, etc are
forbidden; especially, human-encoded rules
specified in the segmentation algorithm are not
allowed.

For the bakeoff of this year, we imple-
mented a boundary-oriented NGMI-based al-
gorithm with the mixed-up features from su-
pervised, unsupervised and dictionary-based
methods for the segmentation of cross-domain
text. In order to detect words not in the training
corpus, we also used a simple strategy for out-
of-vocabulary word recognition.

2 A Boundary-Oriented Segmentation
Method

2.1 N-Gram Mutual Information

It is a challenge to segment text that is out-of-
domain for supervised methods which are
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good at the segmentation for the text that has
been seen segmented before. On the other hand,
unsupervised segmentation methods could help
to discover words even if they are not in vo-
cabularies. To conquer the goal of segmenting
text that is out-of-domain and to take advan-
tage of the training corpus, we use n-gram mu-
tual information (NGMI)(Tang et al., 2009) —
an unsupervised boundary-oriented segmenta-
tion method and make it trainable for cross-
domain text segmentation.

As an unsupervised segmentation approach,
NGMI is derived from the character-based mu-
tual information(Sproat & Shih, 1990), but
unlike its ancestor it can additionally recognise
words longer than two characters. Generally,
mutual information is used to measure the as-
sociation strength of two adjoining entities
(characters or words) in a given corpus. The
stronger association, the more likely it is that
they should be together. The association score
MI for the adjacent two entities (x and y) is
calculated as:

freq(xy)
N
freq(x)
N

MI(x,y) = log Freq()

N
~ log p(xy)
p(X)p()

@)
where freq(x) is the frequency of entity x oc-
curring in the given corpus; freq(xy) is the fre-
quency of entity xy (x followed by y) occurring
in the corpus; N is the size of entities in the
given corpus; p(x) is an estimate of the prob-
ability of entity x occurring in corpus, calcu-
lated as freq(x)/N.

NGMI separates words by choosing the
most probable boundaries in the unsegmented
text with the help of a frequency table of n-
gram string patterns. Such a frequency table
can be built from any selected text.

The main concept of NGMI is to find the
boundaries between words by combining con-
textual information rather than looking for just
words. Any place between two Chinese char-
acters could be a possible boundary. To find
the most rightful ones, boundary confidence
(BC) is introduced to measure the confidence
of having words separated correctly. In other

words, BC measures the association level of
the left and right characters around each possi-
ble boundary to decide whether the boundary
should be actually placed.

For any input string, suppose that we have:

S = €1C5C3 ...C;Ci11 - Cn_2Cn_1Cn 2)
The boundary confidence of a possible
boundary (| ) is defined as:

BC(L|R) = NGMI,,; (L|IR) 3)

where L and R are the adjoining left and right
segments with up to two characters from each
side of the boundary ( | ) and L = ¢;_5¢;_1,
R = c;ci4q; and NGMI,,;, is calculated as:

NGMIy; (LIR) = min(MI(c;—q,¢;),
MI(¢i—z¢i-1,¢1),
MI(¢i-1,€iCi1),
MI(C;i—2Ci—1,CiCiv1))

4

Basically, NGM1,,, considers mutual informa-

tion of k (k=2, or k= 4) pairs of segments

around the boundary; the one with the lowest
value is used as the score of boundary confi-
dence. Those segment pairs used in NGMI,;,
calculation are named adjoining segment pairs

(ASPs). Each ASP consists of a pair of adjoin-

ing segments.

For the boundary confidence of the bounda-
ries at the beginning or end of an input string,
we can retrieve only one character from one
side of the boundary. So for these two kinds of
boundaries differently we have:

NGMImin(C1|C2C3)
= min(MI(cl,Cz), MI(cl,czc3))

)

NGMImin (Cn—z Cn—1 Icn)

= min(MI(cn_l,cn), MI(cn_zcn_l,cn))
(6)
For any possible boundary the lower confi-
dence score it has, the more likely it is an ac-
tual boundary. A threshold then can be set to
decide whether a boundary should be placed.
So even without a lexicon, it is still probable to
segment text with a certain precision which
just simply means the suggested words are all
out-of-vocabulary. Hence, NGMI can be sub-

sequently used for OOV word recognition.
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2.2 Supervised NGMI

The idea of making NGMI trainable is to turn
the segmented text into a word based fre-
quency table. It is a table that records only
words, adjoining word pairs and their frequen-
cies. For example, given a piece of training
text — “A B CE B C A B” (where A, B, C and
E are n-gram Chinese words), its frequency
table should look like the following:

AB 2
BIC 2
CE 1
CA 1
A 2
B 3
c 2
E 1

Also, when doing the boundary confidence
computation, any substrings (children) of the
words (parents) in this table are set to have the
same frequency as their parents’.

3 Segmentation System Design

3.1 Frequency Table and Its Alignment

In order to resolve ambiguity and also recog-
nise OOV terms, statistical information of n-
gram string patterns in test files should be col-
lected. There are in total two groups of fre-
quency information used in the segmentation.
One is from the training data, recording the
frequency information of the actual words and
the adjoining word pairs; the other is from the
unsegmented text, containing frequency infor-
mation of all possible n-gram patterns.

However, the statistical data collected from
the unsegmented test file contains many noise
patterns. It is necessary to remove those noise
patterns from the table to avoid negative im-
pact on the final BC computation. Therefore,
an alignment of the pattern frequencies ob-
tained from the test file is performed to reduce
noise.

The frequency alignment is conducted in a
few steps. First, build a frequency table of all
string patterns for the unsegmented text includ-
ing those having a frequency of one. Second,
the frequency table is sorted by the frequency
and the length of the patterns. Longer patterns
have a higher ranking than the shorter ones; for
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patterns of same length the ones having higher
frequency are ranked higher than those having
lower. Next, starting from the beginning of the
table where the longest and the most frequent
pattern have the highest ranking, retrieve one
record each time and remove from the table all
its sub-patterns which have the same frequency
as its parent’s.

After such a frequency alignment is done,
two frequency tables are merged into one and
ready for the final boundary confidence calcu-
lation.

3.2 Segmentation

In the training and the system testing stages,
the segmentation results using boundary confi-
dence alone for word disambiguation were
found unsatisfactory. Trying to achieve as high
performance as possible, the overall word
segmentation for the bakeoff is done by using
a hybrid algorithm which is a combination of
NGMI for general word segmentation, and the
backward maximum match (BMM) method for
the final word disambiguation.

Since it is common for a Chinese document
containing various types of characters: Chi-
nese, digit, alphabet and characters from other
languages, segmentation needs to be consid-
ered for two particular forms of Chinese
words: 1) words containing non-Chinese char-
acters such as numbers or letters; and 2) words
containing purely Chinese characters.

In order to simplify the process of overall
segmentation, boundaries are automatically
added to the places in which Chinese charac-
ters precede non-Chinese characters. Addition-
ally, for words containing numbers or letters,
we only search those begin with numbers or
letters and end with Chinese character(s)
against the given lexicons. If the search fails,
the part with all non-Chinese characters re-
mains the same and a boundary is added be-
tween the non-Chinese character and the Chi-
nese character.

For example, to segment a sentence
CJEZANFEML 9 9 SEFAHELET, it
consists of there following main steps:

e First, because of ...7]] |1 ..., only “~ % %
~ )7 requires initial segmentation.

e Next, find a matched word “1 9 9 8 #”
in a given lexicon.



e Last, segment “%"F“, E3I

So the critical part of the segmentation algo-
rithm is to segment strings with purely Chinese
characters.

By already knowing the actual word infor-
mation (i.e. a vocabulary from the labelled
training data), it can be set in our algorithm
that when computing BCs each possible
boundary is assigned with a score falling in
one of the following four BC categories:

e INSEPARATABLE

e THRESHOLD

e normal boundary confidence score

e ABSOLUTE-BOUNDARY

INSEPARATABLE means the characters
around the possible boundary are a part of an
actual word; ABSOLUTE-BOUNDARY
means the adjoining segments pairs are not
seen in any words or string patterns.
THRESHOLD is a threshold value that is
given to a possible boundary for which only
one of ASPs can be found in the word pair ta-
ble, and its length is greater than two.

After finishing all BC computations for an
input string, it then can be broken down into
segments separated by the boundaries having a
BC score that is lower than or equals to the
threshold value. For each segment, it can be
checked if it is a word in the vocabulary or if it
is an OOV term using an OOV judgement
formula that will be discussed in Section 3.3. If
a segment is not a word or an OOV term, it
means there is an ambiguity in that segment.
For example, given a sentence “...J%5fT4%...”,
the substring “i%47 %% inside the sentence can
be either segmented into “IX4T | 2= or “iX% |
112,

To disambiguate it, a segment is divided
into two chunks at the place having the lowest
BC score. If one of the chunks is a word or
OOV term, this two-chunk breaking-down op-
eration continues on the remaining non-word
chunk until both divided chunks are words, or
none of them is a word or an OOV term. After
this recursive operation is finished, if there are
still non-word chunks left they will be further
segmented using the BMM method.

The overall segmentation algorithm for an
all-Chinese string can be summarised as fol-
lows:

1) Compute BC for each possible boundary.
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2) Input string becomes segments that are
separated by the boundaries having a
low BC score (not higher than the
threshold).

3) For each remaining non-word segment
resulting from step 2, it gets recursively
broken down into two chunks at the
place having the lowest BC among this
segment based on the scores from step 1.
This breaking-down-into-two-chunk
loop continues on the non-word chunk if
the other is a word or an OOV term,;
otherwise, all the remaining non-word
chucks are further segmented using the
backward maximum match method.

3.3 OOV Word Recognition

We use a simple strategy for OOV word detec-
tion. It is assumed that an n-gram string pattern
can be qualified as an OOV word if it repeats
frequently within only a short span of text or a
few documents. So to recognise OOV words,
the statistical data extracted from the unseg-
mented text needs to contain not only pattern
frequency information but also document fre-
quency information. However, the documents
in the test data are boundary-less. To obtain
document frequencies for string patterns, we
separate test files into a set of virtual docu-
ments by splitting them according size. The
size of the virtual document (VDS) is adjust-
able.

For a given non-word string pattern S, we
then can compute its probability of being an
OOV term by using:

00V_P(S) = ;—’; (7)

where #f'is the term frequency of the string pat-
tern S; df is the virtual document frequency of
the string pattern. Then S is considered an
OOV candidate, if it satisfies:

00Vp(sy > O0V_THRES (8)

where OOV _THRES is an adjustable threshold
value used to filter out the patterns with lower
probability of being OOV words. However,
using this strategy could have side effects on
the segmentation performance because not all
the suggested OOV words could be correct.



4 Experiments

4.1 Experimental Environment

0s GNU/Linux 2.6.32.11-99.fc12.x86_64
CPU Intel(R) Core(TM)2 Duo CPU
E6550 @ 2.33GHz

MEM 8G memory
BUILD DEBUG build without optimisation

Table 1. Software and Hardware Environ-
ment.

The information of operating system and
hardware used in the experiments is given in
Table 1.

4.2 Parameters Settings

(open) B 3m41.634s
C 3m53.839s
D 4m10.099s

Table 3. The execution time of segmenta-
tions for four different domains in both
simplified and traditional Chinese subtasks.

Table 3 shows the execution time of all tasks
for generating the segmentation outputs. The
execution time listed in the table includes the
time for loading the training frequency table,
building the frequency table from the test file,
and producing the actual segmentation results.

5 Evaluation

5.1 Segmentation Results

Parameter Value Simplified Chinese
N # of words in training corpus Task | R P | F1 | Roov | RRooy | RRyy
THRESHOLD [log(1/N)
VDS 10,000bytes A (c) 10.907]0.862(0.884] 0.069 | 0.206 [0.959
OOV THRES [2.3 A (0) |0.869(0.873[0.871] 0.069 | 0.657 [0.885
Table 2. System settings used in both closed _B (c) |0.876/0.844| 0.86 | 0.152 | 0.457 |0.951
and open training evaluation. B (0) [0.859]0.878]0.868| 0.152 | 0.668 |0.893
Table 2 shows the parameters used in the sys- C (c) 10.885]0.804/0.842/ 0.110 | 0.218 |0.967
tem for segmentation and OOV recognition. C (0) 10.865]0.846|0.855| 0.110 | 0.559 |0.903
43  Closed and Open Training D (c) {0.904]0.865]0.884| 0.087 | 0.321 |0.960
For both closed and open training evaluations, D (0) [0.853 0'850,9'851 0'0,87 0.438 ]0.893
the algorithm and parameters used for segmen- Traditional Chinese
tation and OOV detection are exactly the same. _Task | R | P | F1 | Roov | RRoov | RRpy
This is true except for an extra dictionary - cc- A (c) ]0.864/0.789]0.825| 0.094 | 0.105 |0.943
cedict (MDBG) being used in the open training A (0) 0.804/0.72210.761] 0.094 | 0.234 |0.863
luation.
cvatuation B (c) |0.868] 0.850.859] 0.094 | 0.316 [0.926
44  Segmentation Efficiency B (0) 0.789/0.736]0.761| 0.094 | 0.35 [0.834
SUBTASK | DOMAIN TIME C (c) [0.871(0.815]0.842| 0.075 | 0.115 0.932
— g gng;‘ls C (0) |0.811]0.74 |0.774 0.075 | 0.254 |0.856
simplifie m1.405s
(closed) C 57 8195 D (c) |0.875]0.834/0.854] 0.068 | 0.169 [0.926
D 1m54.375s D (o) [0.811]0.753]0.781] 0.068 | 0.235 ]0.853
A 3m52.726s Table. 4. The segmentation results for.f(?ur
simplified B 3m20.907s domam.s in both closed and open tralnn.lg
(open) C 3m10.398s evaluations. (c¢) — closed; (o) — open.; .A - Lit-
D 3m22.866s el:ature; B - Cqmputer; C - Mec!lcme; D -
A Ym33 4485 ilf:nance. Roov is the OOV rate in the test
traditional B 2m56.056s e
(closed) C 3m7.103s In the Chinese word segmentation task of
_ D 3m14.286s CIPS-SIGHAN 2010, the system performance
traditional A 3m14.595s is measured by five metrics: recall (R), preci-
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sion (P), F-measure (F1), recall rate of OOV
words (RRogv), and recall rate of words in vo-
cabulary (RRyy).

The official results of our system for both
open and closed training evaluation are given
in Table 4. The recall rates, precision values,
and Fl-scores of all tasks show promising re-
sults of our system in the segmentation for
cross-domain text. However, the gaps between
our scores and the bakeoff bests also suggest
that there is still plenty of room for perform-
ance improvements in our system.

The OOV recall rates (RRoov) showed in
Table 4 demonstrate that the OOV recognition
strategy used in our system can achieve a cer-
tain level of OOV word discovery in closed
training evaluation. The overall result for the
OOV word recognition is not very satisfactory
if comparing it with the best result from other
bakeoff participants. But for the open training
evaluation the OOV recall rate picked up sig-
nificantly, which indicates that the extra dic-
tionary - cc-cedict covers a fair amount of
terms for various domains.

5.2  Possible Further Improvements

Due to finishing the implementation of our
segmentation system in a short time, we be-
lieve that there might be many program bugs
which had negative effects on our system and
leaded to producing results not as expected. In
an analysis of the segmentation outputs, words
starting with numbers were found incorrectly
segmented because of the different encodings
used in the training and test files for digits.
Moreover, the disambiguation in breaking
down a non-word segment which contains at
least an n-gram word could lead to an all-
single-character-word ~ segmentation.  This
should certainly be avoided.

Also, the current OOV word recognition
strategy may detect a few good OOV words,
but also introduces incorrect segmentation
consistently through the whole input text if
OOV words are mistakenly identified. If this
OOV word recognition used in our system can
be further improved, it can help to alleviate the
problem of performance deterioration.

For the open training, if language rules can
be encoded in both word segmentation and
OOV word recognition, it certainly is another
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beneficial method to improve the overall preci-
sion and recall rate.

6 Conclusions

In this paper, we describe a novel hybrid
boundary-oriented NGMI-based segmentation
method, which combines a simple strategy for
OOV word recognition. The evaluation results
show reasonable performance of our system in
cross-domain text segmentation even with the
negative effects from system bugs and the
OOV word recognition strategy. It is believed
that the segmentation system can be improved
by fixing the existing program bugs, and hav-
ing a better OOV word recognition strategy.
Performance can also be further improved by
incorporating language or domain specific
knowledge into the system.
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Abstract

In this paper, we describe our system'
for CIPS-SIGHAN-2010 bake-off task of
Chinese word segmentation, which fo-
cused on the cross-domain performance
of Chinese word segmentation algorithms.
We use the online passive-aggressive al-
gorithm with domain invariant informa-
tion for cross-domain Chinese word seg-
mentation.

1 Introduction

In recent years, Chinese word segmentation
(CWS) has undergone great development (Xue,
2003; Peng et al., 2004). The popular method is
to regard word segmentation as a sequence label-
ing problems. The goal of sequence labeling is to
assign labels to all elements of a sequence.

Due to the exponential size of the output
space, sequence labeling problems tend to be
more challenging than the conventional classifi-
cation problems. Many algorithms have been
proposed and the progress has been encourag-
ing, such as SVM*"“¢! (Tsochantaridis et al.,
2004), conditional random fields (CRF) (Lafferty
et al., 2001), maximum margin Markov networks
(M3N) (Taskar et al., 2003) and so on. After years
of intensive researches, Chinese word segmenta-
tion achieves a quite high precision. However, the
performance of segmentation is not so satisfying
for out-of-domain text.

There are two domains in domain adaption
problem, a source domain and a target domain.
When we use the machine learning methods for

!Available  at
fudannlp/

http://code.google.com/p/

Fudan University
Shanghai, China
xpgiu@fudan.edu.cn xjhuang@fudan.edu.cn

Fudan University
Shanghai, China

Chinese word segmentation, we assume that train-
ing and test data are drawn from the same distri-
bution. This assumption underlies both theoreti-
cal analysis and experimental evaluations of learn-
ing algorithms. However, the assumption does
not hold for domain adaptation(Ben-David et al.,
2007; Blitzer et al., 2006). The challenge is the
difference of distribution between the source and
target domains.

In this paper, we use online margin max-
imization algorithm and domain invariant fea-
tures for domain adaptive CWS. The online learn-
ing algorithm is Passive-Aggressive (PA) algo-
rithm(Crammer et al., 2006), which passively ac-
cepts a solution whose loss is zero, while it ag-
gressively forces the new prototype vector to stay
as close as possible to the one previously learned.

The rest of the paper is organized as follows.
Section 2 introduces the related works. Then we
describe our algorithm in section 3 and 4. The
feature templates are described in section 5. Sec-
tion 6 gives the experimental analysis. Section 7
concludes the paper.

2 Related Works

There are several approaches to deal with the do-
main adaption problem.

The first approach is to use semi-supervised
learning (Zhu, 2005).

The second approach is to incorporate super-
vised learning with domain invariant information.

The third approach is to improve the present
model with a few labeled domain data.

Altun et al. (2006) investigated structured clas-
sification in a semi-supervised setting. They pre-
sented a discriminative approach that utilizes the
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intrinsic geometry of inputs revealed by unlabeled
data points and we derive a maximum-margin for-
mulation of semi-supervised learning for struc-
tured variables.

Self-training (Zhu, 2005) is also a popular tech-
nology. In self-training a classifier is first trained
with the small amount of labeled data. The clas-
sifier is then used to classify the unlabeled data.
Typically the most confident unlabeled points, to-
gether with their predicted labels, are added to the
training set. The classifier is re-trained and the
procedure repeated. Note the classifier uses its
own predictions to teach itself. Yarowsky (1995)
uses self-training for word sense disambiguation,
e.g. deciding whether the word plant means a liv-
ing organism or a factory in a given context.

Zhao and Kit (2008) integrated unsupervised
segmentation and CRF learning for Chinese word
segmentation and named entity recognition. They
found word accessory variance (Feng et al., 2004)
is useful to CWS.

3 Online Passive-Aggressive Algorithm

Sequence labeling, the task of assigning labels
Yy = ¥i,...,yr to an input sequence X
Tlyeeey L.

Give a sample (x,y), we define the feature is
®(x,y). Thus, we can label x with a score func-
tion,

§ = argmax F(w, d(x,2), (1)

where w is the parameter of function F'(-).

The score function of our algorithm is linear
function.

Given an example (x,y), ¥ is denoted as the
incorrect label with the highest score,

y = argmaxw’ ®(x, z). ()
zFy
The margin (w; (x,y)) is defined as
Y(w;(x,y)) = whe(x,y) - w e(x,9). 3)

Thus, we calculate the hinge loss.

y(w; (x,y)) > 1
otherwise
4

05
Lw; (x,y) = { 1—y(w; (x,y)),

We use the online PA learning algorithm to
learn the weights of features. In round ¢, we find
new weight vector w1 by

1
Wiy = arg min —||w — wy||? +C - €,
weRn 2
s.t. L(w; (x4, y1)) <=&and & >=0 (5)

where C' is a positive parameter which controls
the influence of the slack term on the objective
function.

The algorithms goal is to achieve a margin at
least 1 as often as possible, thus the Hamming loss
is also reduced indirectly. On rounds where the
algorithm attains a margin less than 1 it suffers an
instantaneous loss.

We abbreviate ¢(wy; (x,y)) to 4. If ¢4 = 0
then wy itself satisfies the constraint in Eq. (5)
and is clearly the optimal solution. We therefore
concentrate on the case where ¢; > 0.

First, we define the Lagrangian of the optimiza-
tion problem in Eq. (5) to be

L(w,&,008) = S|w —wil +C ¢
+aly — &) — B¢

s.t.a>=0,8>=0. (6)
where «, (3 is a Lagrange multiplier.

Setting the partial derivatives of £ with respect
to the elements of £ to zero gives

a+p3=C. (7)
The gradient of w should be zero,
w—w; — a(®(x,y) - 2(x,¥)) = 0, ()
we get
wo= w + a@(xy) - ¢(x3). )

Substitute Eq. (7) and Eq. (9) to dual objective
function Eq. (6), we get

1

L(a) = —lla(®(x,y) ~ o (x, )l

241



Differentiate with o, and set it to zero, we get

al|®(x,y) — 2(x,¥)|
+wi (B(x,y) - ®(x,9)) —1=0. (11)
So,
_ _ 1— WtT ((I)(X7Y) _ ‘I)(X,Sf))
|®(x,y) — (x,¥)|?

From o + 8 = C, we know that o < C, so

(12)

a* = min(C, @). (13)
Finally, we get update strategy,
W1 = Wi + O_é*(q)(xa y) - (I)(Xa y)) (14)

Our final algorithm is shown in Algorithm 1. In
order to avoiding overfitting, the averaging tech-
nology is employed.

input : training data set:
(Xp,¥n)y,m=1,---,N,and
parameters: C, K

output: w

Initialize: cw < 0,;

fork=0---K —1do

wo «— 0;

fort=0---T —1do

receive an example (x¢,y¢);

predict:

y: = arg max (wy, ®(xy,2));
z£Yyt

calculate /(w; (x,y));

update wy; with Eq.(14);

end

CW = CW + W7 ;
end
w=cw/K ;

Algorithm 1: Labelwise Margin Maxi-
mization Algorithm

4 Inference

The PA algorithm is used to learn the weights of
features in training procedure. In inference pro-
cedure, we use Viterbi algorithm to calculate the
maximum score label.

Let w(n) be the best score of the partial label
sequence ending with ¥,,. The idea of the Viterbi
algorithm is to use dynamic programming to com-
pute w(n):

w(n) = max (w(n —1) + W' ¢(z, yn, yn-1)) (15)

n—1
+Wt¢($a yn)

Using this recursive definition, we can evalu-
ate w(V) for all yx, where N is the input length.
This results in the identification of the best label
sequence.

The computational cost of the Viterbi algorithm
is O(N L?), where L is the number of labels.

5 Feature Templates

All feature templates used in this paper are shown
in Table 1. C represents a Chinese character while
the subscript of C' indicates its position in the sen-
tence relative to the current character, whose sub-
script is 0. T" represents the character-based tag:
“B”, “B2”, “B3”, “M”, “E” and “S”, which repre-
sent the beginning, second, third, middle, end or
single character of a word respectively.

The type of character includes: digital, letter,
punctuation and other.

We also use the word accessor variance for do-
main adaption. Word accessor variance (AV) was
proposed by (Feng et al., 2004) and was used to
evaluate how independently a string is used, and
thus how likely it is that the string can be a word.
The accessor variety of a string s of more than one
character is defined as

AV (s) = min{Lgy(s), Rav(s)}  (16)

Ly (s) is called the left accessor variety and is
defined as the number of distinct characters (pre-
decessors) except “S” that precede s plus the num-
ber of distinct sentences of which s appears at
the beginning. Similarly, the right accessor va-
riety Rgy(s) is defined as the number of distinct
characters (successors) except “E” that succeed s
plus the number of distinct sentences in which s
appears at the end. The characters “S” and “E”
are defined as the begin and end of a sentence.
The word accessor variance was found effective
for CWS with unsegmented text (Zhao and Kit,
2008).
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Table 1: Feature templates
Cy, Ty, (i =—1,0,1,2)
Ci, Cit1,To, (1 = —2,-1,0,1)
T 19
T.: Type of Character
AV word accessor variance

6 CIPS-SIGHAN-2010 Bakeoff

CIPS-SIGHAN-2010 bake-off task of Chinese
word segmentation focused on the cross-domain
performance of Chinese word segmentation algo-
rithms. There are two subtasks for this evaluation:

(1) Word Segmentation for Simplified Chinese
Text;

(2) Word Segmentation for Traditional Chinese
Text.

The test corpus of each subtask covers four do-
mains: literature, computer science, medicine and
finance.

We participate in closed training evaluation of
both subtasks.

Firstly, we calculate the word accessor variance
AVL(s)of the continuous string s from labeled
corpus. Here, we set the largest length of string
s to be 4.

Secondly, we train our model with feature tem-
ples and AV (s).

Thirdly, when we process the different domain
unlabeled corpus, we recalculate the word ac-
cessory variance AVy;(s) from the corresponding
corpus.

Fourthly, we segment the domain corpus with
new word accessory variance AV (s) instead of
AVL<S>.

The results are shown in Table 2 and 3. The
results show our method has a poor performance
in OOV ( Out-Of-Vocabulary) word.

The running environment is shown in Table 4.

Table 4: Experimental environment

0S Win 2003
CPU Intel Xeon 2.0G
Memory 4G

We set the max iterative number is 20. Our run-

ning time is shown in Table 5. “s” represents sec-

ond, “chars” is the number of Chinese character,
and “MB” is the megabyte. In practice, we found
the system can achieve the same performance af-
ter 7 loops. Therefore, we just need less half the
time in Table 5 actually.

7 Conclusion

In this paper, we describe our system in CIPS-
SIGHAN-2010 bake-off task of Chinese word
segmentation. Although our method just achieve
a consequence of being average and not outstand-
ing, it has an advantage of faster training than
other batch learning algorithm, such as CRF and
M3N.

In the future, we wish to improve our method
in the following aspects. Firstly, we will investi-
gate more effective domain invariant feature rep-
resentation. Secondly, we will integrate our algo-
rithm with self-training and other semi-supervised
learning methods.
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Abstract

This paper presents a Chinese Word
Segmentation system for the closed track
of CIPS-SIGHAN Word Segmentation
Bakeoff 2010. This system adopts a
character-based joint approach, which
combines a character-based generative
model and a character-based discrimina-
tive model. To further improve the cross-
domain performance, we use an addi-
tional semi-supervised learning proce-
dure to incorporate the unlabeled corpus.
The final performance on the closed
track for the simplified-character text
shows that our system achieves compa-
rable results with other state-of-the-art
systems.

1 Introduction

The character-based tagging approach (Xue,
2003) has become the dominant technique for
Chinese word segmentation (CWS) as it can tol-
erate out-of-vocabulary (OOV) words. In the last
few years, this method has been widely adopted
and further improved in many previous works
(Tseng et al., 2005; Zhang et al., 2006; Jiang et
al., 2008). Among various character-based tag-
ging approaches, the character-based joint model
(Wang et al., 2010) achieves a good balance be-
tween in-vocabulary (IV) words recognition and
OOV words identification.

In this work, we adopt the character-based
joint model as our basic system, which combines
a character-based discriminative model and a
character-based generative model. The genera-
tive module holds a robust performance on IV
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words, while the discriminative module can
handle the extra features easily and enhance the
OOV words segmentation. However, the per-
formance of out-of-domain text is still not satis-
factory as that of in-domain text, while few pre-
vious works have paid attention to this problem.

To further improve the performance of the ba-
sic system in out-of-domain text, we use a semi-
supervised learning procedure to incorporate the
unlabeled corpora of Literature (Unlabeled-A)
and Computer (Unlabeled-B). The final results
show that our system performs well on all four
testing-sets and achieves comparable segmenta-
tion results with other participants.

2 Our system

2.1 Character-Based Joint Model

The character-based joint model in our system
contains two basic components:

» The character-based discriminative model.
» The character-based generative model.

The character-based discriminative model
(Xue, 2003) is based on a Maximum Entropy
(ME) framework (Ratnaparkhi, 1998) and can be
formulated as follows:

P(t]

Cln) ~ H P(tk ‘tk—l’ C:j (1)
k=1

Where t, is a member of {Begin, Middle, End,
Single} (abbreviated as B, M, E and S from now
on) to indicate the corresponding position of
character ¢y in its associated word. For example,
the word “Jt {1l (Beijing City)” will be as-
signed with the corresponding tags as: “Jt/B
(North) %t/M (Capital) Ti/E (City)”.
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This discriminative module can flexibly in-
corporate extra features and it is implemented
with the ME package® given by Zhang Le. All
training experiments are done with Gaussian
prior 1.0 and 200 iterations.

The character-based generative module is a
character-tag-pair-based trigram model (Wang et
al., 2009) and can be expressed as below:

P(Le.t]) = [ [P(Le.t] [le.t11 ). @
i=1

In our experiments, SRI Language Modeling
Toolkit? (Stolcke, 2002) is used to train the gen-
erative trigram model with modified Kneser-Ney
smoothing (Chen and Goodman, 1998).

The character-based joint model combines the
above discriminative module and the generative
module with log-linear interpolation as follows:

Score(t,) = a x log(P([c,t], | [c,t1i 3))
+(L-a)xlog(P(t [t ;¢ "2)

Where the parameter a (0.0<a <1.0) is the

weight for the generative model. Score(ty) will
be directly used during searching the best se-
guence. We set an empirical value (a=0.3) to
this model as there is no development-set for
various domains.

2.2

In this work, the feature templates adopted in the
character-based discriminative model are very
simple and are listed below:

Features

(a)C,(n=-2,-1,0,12);

() C.C,..(n=-2,-1,0,2);
(c)C..C;;

(d) T(C)T(C)T(CHT(C)T(C,)

In the above templates, C, represents a char-
acter and the index n indicates the position. For
example, when we consider the third character
“BL” in the sequence “JL it Biz 45, template (a)
results in the features as following: C,=1t, C.;=
1, Co=H, Ci=iz, C,=%%, and template (b) gen-
erates the features as: C,C4=4b 5T, C41Co=1T &,

! http://homepages.inf.ed.ac.uk/Izhang10/maxent_toolkit.html
2 http://www.speech.sri.com/projects/srilm/
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CoC;=#iz, C,C,=iz%, and template (c) gives
the feature C_;C,=J7i&.

Template (d) is the feature of character type.
Five types classes are defined: dates (“7E”, “H”,
“H”, the Chinese character for “year”, “month”
and “day” respectively) represents class 0; for-
eign alphabets represent class 1; Arabic and
Chinese numbers represent class 2; punctuation
represents class 3 and other characters represent
class 4. For example, when we consider the
character “, ” in the sequence “/\ H, BQ”,
the feature T(C_,)T(C )T(C,)T(C)T(C,) will
be set to “20341”.

When training the character-based discrimina-
tive module, we convert all the binary features
into real-value features, and set the real-value of
C, to be 2.0, the value of C.1Cy and C,C; to be
3.0, and the values of all other features to be 1.0.
This method sounds a little strange because it is
equal to duplicate some features for the maxi-
mum entropy training. However, it effectively
improves the performance in our previous works.

2.3

As the closed track allows the participants to use
the character type information, we add some re-
strictions to our system when constructing the
character-tag lattice. When we consider a char-
acter in the sequence, the type information of
both the previous and the next character would
be taken into account. The restrictions are list as
follows:

Restrictions in constructing lattice

e If the previous, the current and the next
characters are all English or numbers, we
would fix the current tag to be “M”;

e If the previous and the next characters are
both English or numbers, while the current
character is a connective symbol such as “-”,
“rre o\ ete., we would also fix the cur-
rent tag to be “M”;

e Otherwise, all four tags {B, E, M, S} would
be given to the current character.

It is shown that in the Computer domain these
simple restrictions not only greatly reduce the
number of words segmented, but also speed up
the system.



Domain Mark |OOV Rate R p F1 Roov Ry

Literature A 0.069 0.937 0.937 0.937 0.652 0.958
Computer B 0.152 0.941 0.940 0.940 0.757 0.974
Medicine C 0.110 0.930 0.917 0.923 0.674 0.961
Finance D 0.087 0.957 0.956 0.957 0.813 0.971

Table 1: Official segmentation results of our system.

Algorithm 1: Semi-Supervised Learning

Given:

Labeled training corpus: L

e Unlabeled training corpus: U

1 Use L to train a segmenter So;

2. Use S, to segment the unlabeled corpus U
and then get labeled corpus Uy;
fori=1to K do

Add U;_; to L and get a new corpus L;;
Use L, to train a new segmenter S;;
Use S; to segment the unlabeled corpus
U and then get labeled corpus U;;
if convergence criterion meets
break
end for
utput: the last segmenter Sy

ook w

O ® x®

2.4  Semi-Supervised Learning

In the last decade, Chinese word segmentation
has been improved significantly and gets a high
precision rate in performance. However, the per-
formance for out-of-domain text is still unsatis-
factory at the present. Also, few works have paid
attention to the cross-domain problem in Chi-
nese word segmentation task so far.

Self-training and Co-training are two simple
semi-supervised learning methods to incorporate
unlabeled corpus (Zhu, 2006). In this work, we
use an iterative self-training method to incorpo-
rate the unlabeled data. A segmenter is first
trained with the labeled corpus. Then this seg-
menter is used to segment the unlabeled data.
Then the predicted data is added to the original
training corpus as a new training-set. The seg-
menter will be re-trained and the procedure re-
peated. To simplify the task, we fix the weight
a =0.3 for the generative module of our joint
model in the training iterations. The procedure is
shown in Algorithm 1. The iterations will not be
ended until the similarity of two segmentation
results U;_; and U, reach a certain level. Here we
used F-score to measure the similarity between
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U;_, and U;: treat U,_; as the benchmark, U; as a
testing-set. From our observation, this method
converges quickly in only 3 or 4 iterations for
both Literature and Computer corpora.

3 Experiments and Discussion

3.1 Results

In this CIPS-SIGHAN bakeoff, we only partici-
pate the closed track for simplified-character text.
There are two kinds of training corpora:

e Labeled corpus from News Domain

e Unlabeled corpora from Literature Do-
main (Unlabeled-A) and Computer Do-
main (Unlabeled-B).

Also, the testing corpus covers four domains:
Literature (Testing-A), Computer (Testing-B),
Medicine (Testing-C) and Finance (Testing-D).
As there are only two unlabeled corpora for
Domain A and B, we thus adopt different strate-
gies for each testing-set:

e Testing-A: Character-Based Joint Model
with semi-supervised learning, training
on Labeled corpus and Unlabeled-A;

e Testing-B: Character-Based Joint Model
with semi-supervised learning, training
on Labeled corpus and Unlabeled-B;

e Testing-C and D: Character-Based Joint
Model, training on Labeled corpus;

Table 1 shows that our system achieves F-
scores for various testing-sets: 0.937 (A), 0.940
(B), 0.923 (C) and 0.957 (D), which are compa-
rable with other systems. Among those four test-
ing domains, our system performs unsatisfactor-
ily on Testing-C (Medicine) even the OOV rate
of this domain is not the highest. There are pos-
sible reasons for this result: (1) Semi-supervised
learning is not conducted for this domain; (2) the
statistical property between News and Medicine
are significantly different.



Domain |Model F1 Roov
J+R+S 0.937 0.652

A J+S 0.937 0.646
J+R 0.936 0.646

J 0.936 0.642
J+R+S 0.940 0.757

B J+S 0.931 0.721
J+R 0.938 0.744

J 0.927 0.699

C J+R 0.923 0.674
J 0.923 0.674

D J+R 0.957 0.813
J 0.954 0.786

Table 2: Performance of various approaches
J: Baseline, the character-based joint model

R: Adding restrictions in constructing lattice
S: Conduct Semi-Supervised Learning

3.2 Discussion

The aim of restrictions in constructing lattice is
to improve the performance of English and nu-
merical expressions, both of which appear fre-
quently in Computer and Finance domain.
Therefore, the improvements gained from these
restrictions are significantly in these two do-
mains (as shown in Table 2).

Besides, the adopted semi-supervised learning
procedure improves the performance in Domain
A and B., but the improvement is not significant.
Semi-supervised learning aims to incorporate
large amounts of unlabeled data. However, the
size of unlabeled corpora provided here is too
small. The semi-supervised learning procedure is
expected to be more effective if a large amount
of unlabeled data is available.

4  Conclusion

Our system is based on a character-based joint
model, which combines a generative module and
a discriminative module. In addition, we applied
a semi-supervised learning method to the base-
line approach to incorporate the unlabeled cor-
pus. Our system achieves comparable perform-
ance with other participants. However, cross-
domain performance is still not satisfactory and
further study is needed.
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Abstract

words detection, and then detailed the process of

Chinese word segmentation incorporating new

With development in Chinese words

segmentation, in-vocabulary  word
segmentation and named entity
recognition achieves state-of-art
performance. However, new words

become bottleneck to Chinese word
segmentation. This paper presents the

result from Beijing Institute of
Technology (BIT) in the Sixth
International Chinese Word

Segmentation Bakeoff in 2010. Firstly,
the author reviewed the problem caused
by the new words in Chinese texts, then
introduced the algorithm of new words
detection. The final section provided
the official evaluation result in this
bakeoff and gave conclusions.

2 Problem with new words

words detection. The last section provided the
evaluation and gave our conclusions.

In the process of Chinese word Segmentation,

“TATTLARA] F VLA Sy 0 HE 25, ARSI ER IR

YRR NEYRYY 12 B, BE RIS 9 PAD 10
TCIRAT A B B R BE A i 52 50 1 e R AT A
FROH S s, ABI BH Y %GE,

e

1 Introduction

With the rapid development of Internet with
Chinese language, word segmentation received)
extensive attention. In-vocabulary word segmermatio)a
and named entity recognition have achieved statatof i
performance. Chinese words are actually not wellf
defined, and there is not a commonly accepte&
segmentation lexicon. It is hard to collect alABlI
possible new words, or predict new words occurret
in the future. New words is the bottleneck to

“EAT OB BIEULAR N X 2
o UESE ERRVIRERE T 12 M
. BER A PAD EE MK
frE HEOM B R KWK
KAk W& A wE deE
e oeE . B T BRE LA

Here, both B =] JCHK” and “thERVIHE 5 fig”

WY S A2 el ] DL AR

there are many mistakes because of new words.
These new words are Out of vocabulary (OOV), so
the system couldn’t distinguish them from original
texts, and then impacted the results of word
segmentation.
We gave an example from Text C in medicine
domain to explain and detect the new words.

The sentence should be segmented as follows

Chinese word segmentation. The problem becarage domain words, or new words beyond general
more severe with word segmentation on specigkgmentation lexicon. Therefore, new words from

domain texts, such as computer, medicine amfbmain should be detected and added
finance. There are much specialized words whigegmentation lexicon before word segmentation.

are difficult to be exported to the lexicon. So new
words detection is very important, which would
have more substantial impact on the performance
of word segmentation than ambiguous
segmentation.

In this paper we presented a method of new
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3 Word segmentation with new words a very long Chinese article. The method of word
detection segmentation is based on HHMM, and Zhang and

Liu (2003) have given detailed explanation about

3.1 Framework this.

Domain
Lexicon
'y

4{ Generate New Words

During the process of word segmentation in
Input Sentence the first, the system records the words which occur
frequently. We can set a threshold value of words’
Word Segmentation With = occurrence frequency. As long as the word
general lexicon+domain General occurrence frequency reaches this value, this word
lexicon could be recorded in the system as frequent string.
v With the frequent strings detected, we can do

Frequent String the further analysis. For every frequent string, we
Detection . K . . Sy
check its left and right adjacent one in the omgjin
i text segmented respectively. Through this step, we
AV Statisticlcs{_language find the adjacent words which occur next to some
modeling

frequent string detected. If the adjacent word also
occurs very frequently, or even it occurs at the le
or right of the frequent string every time, it'segt
ves possibility that the string detected and the adjace
words word could merge into one word.
With the detection in above steps, we gain
No new words from Chinese texts. Then we import
+ these new words into domain lexicon and our
lexicon is updated. With the lexicon containing

New words
threshold

Figure 1: The framework of Chinese word segmentation new WOFdS, we can do the next CyCle I"eCUI’Sively

incorporating with new words detection

As

and revise continually.
Then, we can see this is a recursive structure.

illustrated in Figure 1, Chinese wordlhrough the continued process of word

segmentation with new words detection is &€gmentation and new words detection, the state of
recursive process. The process is given &§9gmentation tends to be steady. The condition of

follows:
1.

2.

3.2 The process of new words detection

steady state has several kinds such as no more new

Making Chinese word segmentation witivords detected or the latest result equal to the
domain lexicon beyond general lexicon. Previous one. At this time, we can break the
Frequent string (over twice) finding with recursion and output the final result. ,
postfix tree algorithm, and taking them as Thl_s is an examp_le. This sentence is from
new words candidate. Text D in finance domain
Access Variety statisticsHpodi Feng etc. “HRILA AR EIMAR A, ez e
2004, and language modeling on word&fasE, il cllmlFt. ” (“The financial market
formation. [Hemin, 2006] has been stable and the stock has rebounded in less
Exporting new words to domain lexicon. than one year time after Lehman Brother
Recursively, until no more new wordCorporation went bankrupt.”)
detected. After word segmentation with original
Output final word sequence. lexicon, this altered sentence is:

“TRI=Z L SLE A R MBI AN BN 14, 14
Wl g, MR/, I

“H =y " is a new word as a organization
name and it is hard to be collected. Like this kind
of word, there are difficulties to add new words to

Simple word segmentation is the first step ofipdate the lexicon in time. So it is normal to
processing of Chinese language when we deal Widgment this word 5 & "% into three words.
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Through frequent string detection, we gain thessegmentation and tried our best to improve the
three words &”, “%=” and “M.::” . With the system. Finally, we proposed the method of new
adjacent analysis, we find the worgf" occurs 6 words deteption in Chinese word segm_entation.
times, “2” 3 times and %1.%” 3 times. But we still had some shortage during the

The character %" occurs 3 times in the evaluation and need to improve in the future.

detected word #ii 55il” and 3 times at the left of

the word “2”. So we can consider the words* References
=" as a whole word. Lawrence. R.Rabiner.1988.Tutorial on Hidden

i wprn Markov Models and Selected Applicationsin Speech
| Then Weh car? ehasn); find the;vg(’:,lﬂ,ﬁ% e'lr,e Recognition. Proceedings of IEEE 77(2): pp.257-286.
always at the right o V‘;OVdS‘EE' %" S0 IS Lya-Ping Zhang, Qun LiuModel of Chinese Words
necessary to considerfi % Ji ;" as a whole Rough Segmentation Based on N-Shortest-Paths

word. Method. Journal of Chinese information processing,
2002,16(5):1-7 (in Chinese)
4 Evaluation ZHANG Hua-Ping, LIU Qun, Zhang Hao and Cheng

Xue-Qi. 2002 Automatic Recognition of Chinese
The performance of word segmentation i§/nknown Words Recognition. Proc. of First SigHan
measured by test precision (P), test recall (R), tached on COLING 2002

score (which is defined as 2PR/(P+R)) and th@tANG Hua-Ping, LIU Qun, YU Hong-Kui, CHENG
OOV recall rate. Xue-Qi, BAI Shuo. Chinese Named Entity

d?ecognition Using Role Moddl. International Journal of
omputational Linguistics and Chinese language

@rocessing, 2003,Vol. 8 (2)

I\ﬁao-yuan Zhang, Zheng-ding Lu, Chun-yan ZAu.

We Chinese word segmentation based on language

In this competition, our test corpus involve
literature, computer, medicine and Finance, total
425KB. We take 6 months data of The People
Daily to be the training corpus. From Table 1,

can see the official evaluation result. situation in processing ambiguous words. Information
ooV | ooV | IV Sciences 162 (2004) 275285
R P Fl] R RR | RR Gao, Jianfeng, Andi Wu, Mu Li, Chang-Ning
A-Literature | 0.965 | 0.94 | 0.952| 0.069 | 0.814 | 0.976 Huang,Honggiao Li, Xinsong Xia, and Haowei Qin.
B-Computer | 0.951 | 0.926 | 0.938| 0.152| 0.775 | 0.982 g\gangve Chinese word segmentation. ACL2004. July
C-Medicine | 0.953| 0.913| 0.933| 0.1] 0.704| 0.984]  a04j Feng, Kang Chen, Xiaotie Deng, Weimin Zheng
D-Finance | 0.963 0.938| 0.95| 0.087 | 0.758 | 0.982 Accessor Variety Criteria for Chinese Word
Table 1. Official evaluation result Extraction, Computational Linguistics March 2004,

Our system got high Precision Rate andVol. 30, No. 1: 75-93.
Recall Rate after testing the texts in four domainsiemin,Web-Oriented Chinese M eaningful String
especially Recall Rate is all over 95%. And we Mining, M.Sc Thesis of Graduate University of
also could see that this system detected most nefrninese Academy of Scienses. 2006
words through several measures of OOV,
especially IV RR is all over 97.5%. This proved
that the system could be able to get a nice result
through processing professional articles in
literature, computer, medicine and finance domains,
and we believed it also could do well in other
domains. This also proved that the method of new
words detection with Chinese word segmentation
was competitive.

5Conclusion

Through this competition, we've found a lot
of problems needed to be solved in Chinese word
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High OOV-Recall Chinese Word Segmenter
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Abstract Feature Template Description
a)cn(—2,-1,0,1,2) unigram of characters
For the competition of Chinese word seg- b) cncn+1(—2,(—1, 0, 1)) bigram of characters
: ; . _ C)cn—1cncn+1(—1,0,1 trigram of characters
_m_entatlon held in the first (_:IPS SIGHNA d) Pu(Co) whether punctuation
joint conference. We applied a subword- e)T(C_1)T(Co)T(C41) | type of characters

based word segmenter using CRFs and ex-
tended the segmenter with OOV words  Table 1: Basic Features for CRF-based Segmenter
recognized by Accessor Variety. More-

over, we proposed several post-processing
rules to improve the performance. Our

system achieved promising OOV recall

among all the participants.

We patrticipated in the close track of the word
segmentation competition, on all the four test
datasets, in two of which our system is ranked at

_ the 1st position with respect to the metric of OOV
1 Introduction recall.

Chinese word segmentation is deemed to be a pre- oo
requisite for Chinese language processing. The SySteém Description

competition in the first CIPS-SIGHAN joint con- 5 1 g,pword-based Tagging with CRFs

ference put the task of Chinese word segmenta- _
tion in a more challengeable setting, where train! & Packbone of our system is a character-based

ing and test data are obtained from different dgS€9menter with the application of Conditional
mains. This setting is widely known aomain Random Fields (CRFs) (Zhao and Kit, 2008). In
adaptation detail, we apply a six-tag tagging scheme, as in

For domain adaptation, either a large-scale uf£hao et al., 2006). Thatis , each Chinese char-

labeled target domain data or a small size of [a2Cter can be assigned to one of the tagq i)

beled target domain data is required to adapt &2 B3, M, E, S }. Refer to (Zhao et al., 2006)
system built on source domain data to the taf®' detailed meaning of the tags. Table 1 shows

get domain. In this word segmentation competibaSiC feature templates used in our system, where

tion, unfortunately, only a small size of unlabeled®ature templates, b, d, ¢ are also used in (Zhu et
target domain data is available. Thus we focu&l 2006) for SVM-based word segmentation.
on handling out-of-vocabulary (OOV) words. For In order to extend basic CRF-based segmenter,

this purpose, our system is based on a combin4€ first collect 2k most frequent words from train-

tion of subword-based tagging method (Zhang &9 data. Hereafter, the list of such words is

al., 2006) and accessor variety-based new wof§ferred to assubword list Moreover, single-
recognition method (Feng et al., 2004). In mor&haracter words, if they are not contained in

detail, we adopted and extended subword-basdfd€ subword list, are also added. Such proce-

method. Subword list is augmented with new- !By single-character word, we refer to words that consist

word list recognized by accessor variety methodsolely of a Chinese character.
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Feature Template Description _ way still contains many noisy words (substrings
f) in(str, subword-list) is str in subword list

g) in(str, confident-word-list)| is strin confident-word that are not WOI’dS). One possible reason is that
list unlabeled data (test data) used in the competition
is extremely small in size. In order to refine the
Table 2: Subword Features for CRF-based Segesults derived from the AV method, we make use
menter of the training data to filter the results from two
different perspectives.

dure for constructing a subword list is similar to ¢ Segment test data with the CRF-based seg-
the one used in (Zhang et al., 2006). To en-  menter described above. Then we collect

hance the effect of subwords, we go one step (candidate) words that are in the CRF-based
further to build a list, namedonfident-word list segmentation results, but not appear in the

here and below, which contains words that are  training data. Such words are call@RF-

not a portion of other words and are never seg- OOV wordshereafter. We retain the intersec-

mented in the training data. In the Competition, tion of CRF-O0QOV words and AV-based re-
400 most frequent words in the confident-word list sults as the set of candidate words to be pro-

are used. With subword list and confident-word  cessed by the following step.

list, both training and test data are segmented _ _ , _

with forward maximum match method by using ® Any candidate word in the intersection of
the union of subword list and confident-word list. ~ CRF-based and Av-based results will be fil-
Each segmentation unit (single-character or multi- ~ (€red out if they satisfy one of the following
character unit) in the segmentation results are re- conditions: 1) the candidate word is a part of
garded as “pseudo character” and thus can be rep- SOmMe word in the training data; 2) the candi-
resented with the basic features in Table 1 and datewordis formed by connection of consec-
two additional features as shown in Table 2. See Utive words in the training data; 3) the candi-
the details of subword-based Chinese word seg- date word contains position words, such as
mentation in (Zhang et al., 2006) £ (up), T (down), = (left), % (right), etc.
Moreover, we take all English words in test data
as OOV words. A simple heuristic rule is defined
Accessor variety (AV) (Feng et al., 2004) is a simfor the purpose of English word recognition: an
ple and effective unsupervised method for extracEnglish word is a consecutive sequence of English
tion of new Chinese words. Given a unsegmentecharacters and punctuations between two English
text, each substring (candidate word) in the tex¢haracters (including these two characters).

can be assigned a value according to the follow- We finally add all the OOV words into subword
ing equation: list and confident-word list.

2.2 OOV Recognition with Accessor Variety

AV(s) = min{Lav(s), Raw(s)} (1) 3 Post-Processing Rules

where the left and right AV valued,,,(s) and In the results of subword-based word segmenta-
R,y (s) are defined to be the number of distinction with CRFs, we found some errors could be
character types appearing on the left and rightorrected with heuristic rules. For this purpose,
respectively. Candidate words are sorted in thee propose following post-processing rules, for
descending order of AV values and most highlyhandling OOV and in-vocabulary (IV) words, re-
ranked ones can be chosen as new words. §pectively.

practical applications, heuristic filtering rules are

generally needed (Feng et al., 2004). We re::”'1 OOV Rules
implemented the AV method and filtering rules3.1.1 Annotation-Standard Independent

as in (Feng et al., 2004). Moreover, we filter out Rules

candidate words that have AV values less than 3. We assume the phenomena discussed in the fol-
Unfortunately, candidate word list generated thifowing are general across all kinds of annotation

253



standards. Thus corresponding rules can be amore than 4 times. For example, we can get a
plied without considering annotation standards aiemplate like “*# (month) *B (day) #.(publish)”.
training data. With such templates, we are able to correct errors,

. . say “10A 178 ¥”into “10 A 178 %"
e A punctuation tends to be a single-character

word. If a punctation’s previous character3.2 |V Rules

and next character are both 'C'hlnese Ch"_“raWe notice that long words have less ambiguity
ters, i.e. not punctuation, digit, or Engl's_hthan short words in the sense of being words.
character, we always regard the punctuatiop example, characters inA 4 # %  (full

as aword. of talents)” always form a word in the training

« Consecutive and identical punctuations ten§ata, whereas A A" have two plausible split-
to be joined together as a word. For examting forms, as A7 (talent)” or “A (people) 4
ple, “—” represents a Chinese hyphen whicHfonly)”. In our system, we collect words that have
consists of three “” and “III" is used to at least four characters and filter out words which
show emphasizing. Inspired by this obserbelong to one of following cases: 1) the word is
vations, we would like to unite consecutive® Part of other words; 2) the word consists solely
and identical punctuations as a single word.0f punctation and/or digit. For example:f#

Z X (materialism)” and =& =+ (120)” are

e When the character “” appears in the train- discarded, since the former is a substring of the
ing data, it is generally used as a connecword “#4% £ X # (materialist)” and the latter is
tions symbol in a foreign person name, sucha word of digits. Finally we get a list containing
as “% - #9# (Saint John)”. Taking this ob- about 6k words. If a character sequence in the test
servation into consideration, we always unitelata is a member in the list, it is retained as a word
the character “ ” and its previous and next in the final segmentation results.
segment units into a single word. A similar  Another group of IV rules concern character
rule is designed to unite consecutive digits ogequences that have unique splitting in the train-
the sides of the symbol “.”, ex. “1.11". ing data. For example, % A 41 (women)” is al-

. . ways split as % A (woman)f1 (s)”. Hereafter,

e We notice that four consecutive characters :

. : we refer to such character sequencesugigiue-
which are in the pattern cAABB generally

form a single word in Chinese, for examplesplit-sequence (USSn our system, we are con-
. e . ) . cerned with UUSs which are composed of less
"% 3 (dull)”. Taking this observation W whi P

int Nt we alw it 0 iy than 5 words. In order to apply UUSs for post-
0 account, we aiways unite consecu eprocessing, we first collect word sequence of vari-
characters in th&ABBinto a single word.

able length (word number) from training data. In

3.1.2 Templateswith Generalized Digits detail, we collect word sequences of two words,
Words containing digits generally belong to aNfée words, and four words. Second, word se-

open class, for example, the word “2G2(AD quences that have more than one splitting cases

2012 " means a date. Thus CRF-based se in the training data are filtered out. Third, spaces
menter has difficulties in recognizing such worg®&tween words are removed to form USSs. For

since they are frequently OOV words. To attack€X@mple, the \/‘\‘/ords#’,/\ (woman) {1 (s)” wil
this challenge, we first generalize digits in thdo'm the USS #c Afi1 ", Finally, we search the

training data. In detail, we replaced consecutivifSt data for each USS. If the searching succeeds,
digits with ™. For example, the word “2014% the USS will be replaced with the corresponding
will be transformed into “4£”. Second, we col- Word sequence.

lect word templates which consist of three cons
secutive words on condition that at least one o
the words in a template contains the character “*\We evaluated our Chinese word segmenter in the
and that the template appears in the training datdose track, in four domain: literature (Lit), com-

Evaluation Results
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Domain | Basic | +00V | +0O0V+IV

Rov | Riv F Rov | Riv F Rov | Riv F
Lit 643 | 946 | .927 | .652 | 947 | .929 | .648 | .952 | .934

Com 839 | 961 | .938 | .850 | .961 | .941 | .852 | .965 | .947
Med 725 | 938 | 912 | .754 | 939 | .917 | .756 | .944 | .923
Fin 761 | 956 | .932 | .854 | 958 | .950 | .871 | .961 | .955

Table 3: Effectiveness of post-processing rules

puter (Com), medicine (Med) and finance (Fin)5 Conclusionsand Future Work

The results are depicted in Table 4, whdte We proposed an approach to refine new words rec-
P and F refer to Recall, Precision, F measure brop PP ! WW

respectively, andiooy and Ry refer to recall ognized with the accessor variety method, and in-

of OOV and IV words respectively. Since OoVcorporated such words into a subword-based word

. . . We found that such method could
ords are the obstacle for practical Chinese Oraegmentgr .
W pract ! W achieve high OQV recall. Moreover, we designed

segmenters to achieve high accuracy, we have spe: . .
effective post-processing rules to further enhance

cial interest in the metric of OOV recall. We .
: . ‘he performance of our systems. Our system fi-

found that our system achieved high OQV recal ) ) : :
nally achieved satisfactory results in the competi-

2. Actually, OOV recall of our system in the do- tion
mains ofcomputerandfinanceare both ranked at '
the 1st p_osition among all the participants_. ComACknowledgments
pared with the systems ranked second in these ' '
two domains, our system achieved OOV recail his work was supported in part by the National
853 vs. .827 and.871 wvs. .857 respectively.  Science Foundation of China (60873091).
We also examined the effectiveness of post-

processing rules, as shown in Table 3, wherﬁ

: . eferences
Basic represents the performance achieved be-
fore post-processing;O0V represents the results Fe”ﬁl, Haozd(i)’olz,ing Chen,VXigaottieC Dfngyf angrY_Veimin

- : ) . zhang. ccessor Variety Criteriafor Chinese
achieved after applying OOV post procgssmg Word Extraction. Computational Linguistics 2004,
rules, and-rOOV+IV denotes the results achieved 30(1), pages 75-93.
after using all the post-processing rules, including o o o o
both OOV and IV rules. As the table shows, de£hang, Ruigiang, Genichiro Kikui, and Eiichiro

. . . Sumita. 2006.Subword-based Tagging by Condi-
signed post-processing rules can improve both IV 4 "p o0 dom Fileds for Chinese Word Segmenta-

and OOV recall significantly. tion. In Proceedings of HLT-NAACL 2006, pages
193-196.
Domain| R | P | F | Roov | Riv Zhao, Hai, Chang-Ning Huang, and Mu Li. 2006.
Lit 931 936 .934] .648 | .952 Improved Chinese Word Segmentation System with
Com | .948| 945 .947| .853 | .965 Conditional Random Field. In Proceedings of
Med 9241 922 | .923 .756 944 SIGHAN-5 2006, pages 162-165.
Fin 953 | .956 | .955 .871 .961

Zhao, Hai and Chunyu Kit. 2008Jnsupervised Seg-
. ; _ mentation Helps Supervised Learning of Character
Tgble 4. Performance of our system in the compe Tagging for Word Segmentation and Named Entity
tition Recognition. In Proceedings of SIGHAN-6 2008,
pages 106-111.

Zhu, Muhua, Yiling Wang, Zhenxing Wang, Huizhen
Wang, and Jingbo Zhu. 2006.Designing Spe-
2For the test data from the domain of literature, we actu- cial Post-Processing Rules for .SVM'baSEd Chinese
ally use combination of our system and forward maximum Word Segmentationin Proceedigns of SIGHAN-5

match, so we will omit the results on this test dataset in our 2006, pages 217-220.
discussion.
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Abstract

We participate in the CIPS-SIGHAN-
2010 bake-off task of Chinese word
segmentation. Unlike the previous
bakeoff series, the purpose of the
bakeoff 2010 is to test the cross-
domain performance of Chinese seg-
mentation model. This paper summa-
rizes our approach and our bakeoff re-
sults. We mainly propose to use ~ sta-
tistics to increase the OOV recall and
use bootstrapping strategy to increase
the overall F score. As the results
shows, the approach proposed in the
paper does help, both of the OOV re-
call and the overall F score are im-
proved.

1 Introduction

After more than twenty years of intensive re-
searches, considerable progress has been made
in improving the performance of Chinese word
segmentation. The bakeoff series hosted by the
ACL SIGHAN shows that high F scores can be
achieved in the closed test tracks, in which
only specified training materials can be used in
learning segmentation models.

Instead of using lexicon-driven approaches,
state-of-art Chinese word segmenter now use
character tagging model as Xue(2003) firstly
proposed. In character tagging model, no pre-
defined Chinese lexicons are required; a tag-
ging model is learned using manually seg-
mented training texts. The model is then used
to assign each character a tag indicating the
position of this character within word. Xue’s
approach has been become the most popular
approach to Chinese word segmentation for its

256

high performance and unified way to deal with
OOV issues. Most of the segmentation works
since then follow this approach. Major im-
provements in this line of research including: 1)
More sophisticated learning models were in-
troduced instead of the maximum entropy
model that Xue used, like conditional random
fields (CRFs) model which fit the sequence
tagging tasks much better than maximum en-
tropy model (Tseng et al.,2005). 2) More tags
were introduced, as Zhao et al. (2006) shows 6
tags are superior to 4 tags in achieving high
performance. 3) New feature templates were
added, such as templates used in representing
numbers, dates, letters etc. (Low et al., 2005)

Usually, the performance of segmentation
model is evaluated on a test set from the same
domain as the training set. Such evaluation
does not reveal its ability to deal with domain
variation. It is believed that, when test set is
from other domains than the domain where
training set is from, the learned model nor-
mally underperforms substantially.

The CIPS-SIGHAN-2010 bake-off task of
Chinese word segmentation is set to focus on
the cross-domain performance of Chinese
word segmentation model.

We participate in the closed test track for
simplified Chinese. Different with the previous
bakeoffs, CIPS-SIGHAN-2010 bake-off pro-
vides both label corpus and unlabeled corpora.
The labeled corpus is composed of texts from
newspaper and has about 1.1 million words in
total. The two unlabeled corpora cover two
domains: literature and computer science, and
each domain have about 100K characters in
size. The test corpora cover four domains, two
of which are literature and computer science,
and the other two domains are unknown before
releasing.

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 256-260,
Beijing, August 2010



We build the Chinese word segmenter fol-
lowing the character tagging model. Instead of
using CRF model, we use the hidden Markov
support vector machines (Altun et al., 2003),
which is also a sequence labeling model like
CRF. We just show it can also be used to
model Chinese segmentation tasks as an alter-
native other than CRF. To increase the ability
of the model to recall OOV words, we propose
to use " statistics and bootstrapping strategy
to the overall performance of the model to out-
of-domain texts.

2 The hidden Markov support vector
machines

The hidden Markov support vector machine
(SVM-HMM) is actually a special case of the
structural support vector machines proposed by
Tsochantaridis et al.(2005) which is a powerful
model to structure predication problem. It dif-
fers from support vector machine in its ability
to model complex structured problems and
shares the max-margin training principles with
support vector machines. The hidden Markov
support vector machine model is inspired by
the hidden Markov model and is an instance of
structural support vector machine dedicated to
solve sequence labeling learning, a problem
that CRF model is assumed to solve. In the
SVM-HMM model, the sequence labeling
problems is modeled by learning a discrimi-
nant function F: XxY—R over the input se-
quence and the label sequence pairs, thus pre-
diction of label sequence can be derived by
maximizing F over all possible label sequences
for a specific given input sequence Xx.
f (x;w) =argmax F(x,y; w)

yeY

In the structural SVMs, F is assumed to be lin-
ear in some combined feature representation of
the input sequence and the label sequence
y(x,y), i.e.
F(x,y;w) = (W, y(x,y))

where w denotes a parameter vector. For the
SVM-HMMs, the discriminant function is de-
fined as follows.

FOLYsw) = 2 > (W, @(x))5(Y', Y)

t=1.T YeX

+17 . > W, 8L ST,y

t=1.T-1 yeX y'eX
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Here w = (W, W), ®(x) is the vector of fea-
tures of the input sequence.

Like SVMs, parameter vector w is learned
with maximum margin principle using training
data. To control the complexity of the training
problem, cutting plane method is proposed to
solve the resulted constrained optimization
problem. Thus only small subset of constraints
from the full-sized optimization is checked to
ensure a sufficiently accurate solution.
Roughly speaking, SVM-HMM differs with
CREF in its principle of training, both of them
could be used to deal with sequence labeling
problem like Chinese word segmentation.

3 The tag set and the basic feature
templates

As most of other works on segmentation, we
use a 4-tag tagset, that is S for character being
a single-character-word by itself, B for charac-
ter beginning a multi-character-word, E for
character ending a multi-character-word and M
for a character occurring in the middle of a
multi-character-word.

We use the following feature template, like
most of segmentation works widely used:

(@aCi(n=-2,-1,0,1,2)
b) CiCrs1 (n=-2,-1,0,1)
(c) C.Cy

Here C refers to character; n refers to the posi-
tion index relative to the current character. By
setting the above feature templates, we actually
set a S5-character window to extract features,
the current character, 2 characters to its left
and 2 characters to its right.

In addition, we also use the following fea-
ture templates to extract features representing
character type. The closed test track of CIPS-
SIGHAN-2010 bake-off allows participants to
use four character types, which are Chinese
Character, English Letter, digits and punctua-
tions:

(d) Tn (n = _27 _17 Oa 1’ 2)
() TaThy (nN=-2,-1,0,1)
O TaTy

Here T refers to character type, its value can be
digit, letter, punctuation or Chinese character.



4  The y’ statistic features

One of reasons of the performance degrada-
tion lies in the model’s ability to cope with
OOV words while working with the out-of-
domain texts. Aiming at preventing the OOV
recall from dropping sharply, we propose to
use y statistics as features to the segmentation
model.

x* test is one of hypothesis test methods,
which can be used to test if two events co-
occur just by chance or not. A lower y” score
normally means the two co-occurred events are
independent; otherwise they are dependent on
each other. Hence, y” statistics could also be
used to deal with the OOV issue in segmenta-
tion models. The idea is very straightforward.
If two adjacent characters in the test set have a
higher y” score, it is highly likely they form a
word or are part of a word even they are not
seen in the training set.

We only compute * score for character bi-
grams in the training texts and test texts. The
x* score of a bigram C,C, can be computed by
the following way.

nx(axd-bxc)’

7°(C1,C2) =
(a+b)x(a+c)x(b+d)x(c+d)
Here,

a refers to all counts of bigram C,C, in the
text;

b refers to all counts of bigrams that C; oc-
curs but C, does not;

¢ refers to all counts of bigrams that C; does
not occur but C, occurs;

d refers to all counts of bigrams that both C,
and C, do not occur.

n refers to total counts of all bigrams in the
text, apparently, n=a-+b-+c+d.

We do the y° statistics computation to the
training texts and the test texts respectively. To
make the y” statistics from the training texts
and test texts comparable, we normalize the y*
score by the following formula.

2 2
;{nzorm(C',C2) = \‘MXIOJ

2 2
max X min

Then we incorporate the normalized y* statis-
tics into the SVM-HMM model by adding two
more feature templates as follows:
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(g) Xan*‘ (n = -29 -17 09 1)
(h) X X4

The value of the feature X,X,:; is the normal-
ized XZ score of the bigram C,C,.;. Note we
also compute the normalized y* score to bi-
gram C_;C,.

Because the normalized y® score is one of
11 possible values 0, 1, 2, ..., 10, templates
(g)-(h) generate 55 features in total.

All features generated from the templates
(a)-(f) together with the 55 y* features form the
whole feature set. The training texts and test
texts are then converted into their feature rep-
resentations. The feature representation of the
training texts is then used to learn the model
and the feature representation of the test texts
is used for segmentation. By this way, we ex-
pect that an OOV word in the test texts might
be found by the segmentation model if the bi-
grams extracted from this word take higher y*
scores.

5 the bootstrapping strategy

The addition of the y* features can be also
harmful. Even though it could increase the
OOV recall, it also leads to drops in IV recall
as we found. To keep the IV recall from falling
down, we propose to use bootstrapping strat-
egy. Specifically, we choose to use both mod-
els with y2 features and without y2 features.
We train two models firstly, one is y2-based
and another not. Then we do the segmentation
to the test text with the two models simultane-
ously. Two segmentation results can be ob-
tained. One result is produced by the y2-based
model and has a high OOV recall. The other
result is produced by the non-y2-based model
and has higher IV recall. Then we do intersec-
tion operation to the two results. It is not diffi-
cult to understand that the intersection of the
two results has both high OOV recall and high
IV recall. We then put the intersection results
into the training texts to form a new training
set. By this new training set, we train again to
get two new models, one y2-based and another
not. Then the two new models are used to
segment the test texts. Then we do again inter-
section to the two results and the common
parts are again put into the training texts. We



Table-2. The bakeoff results

test set R P F Riv Roov
A 0.925 | 0.931 | 0.928 | 0944 | 0.667
B 0941 | 0916 | 0.928 | 0967 | 0.796
C 0928 | 0.918 | 0.923 | 0953 | 0.730
D 0.948 | 0.928 | 0.937 | 0965 | 0.761

repeat this process until a plausible result is
obtained.

The whole process can be informally de-
scribed as the following algorithm:

1. let training set T to be the original
training set;
2. forI=0toK
1) train a x*-based model and a non-
x*-base model separately using
training set T;
2) use both models to segment test
texts;
3) do intersection to the two segmen-
tation results
4) put the intersection results into the
training set and get the enlarged
training set T
3. train the non-x>-based model using
training set T, and take the output of
this model as the final output;
4. end.

6 The evaluation results

The labeled training texts released by the
bakeoff are mainly composed of texts from
newspaper. A peculiarity of the training data is
that all Arabic numbers, Latin letters and punc-
tuations in the data are double-byte codes. As
in Chinese texts, there are actually two ver-
sions of codes for Arabic numbers, Latin let-
ters and punctuations: one is single-byte codes
defined by the western character encoding
standard; another is double-byte codes defined
by the Chinese character encoding standards.
Chinese normally use both versions without
distinguishing them strictly.

The four final test sets released by the bake-
off cover four domains, the statistics of the test
sets are shown in table-1. (the size is measured
in characters)
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Table-1. Test sets statistics

test set | domain size | OOV rate
A Literature | 51K 0.069
B Computer | 64K 0.152
C Medicines | 52K 0.110
D Finance 56K 0.087

We train all models using SVM-HMMs', we
set € to 0.25. This is a parameter to control the
accuracy of the solution of the optimization
problem. We set C to half of the number of the
sentences in the training data. The C parameter
is set to trade off the margin size and training
error. We also set a cutoff frequency to feature
extraction. Only features are seen more than
three times in training data are actually used in
the models. We set K = 3 and run the algo-
rithm shown in section 5. This gives our final
bakeoff results shown in Table-2.

To illustrate whether the y* statistics and
bootstrapping strategy help or not, we also
show two intermediate results using the online
scoring system provided by the bakeoff*. Table-
3 shows the results of the initial non-y*-based
model using feature template (a)-(f), table-4
shows results of the initial y*-based model us-
ing feature template (a)-(h).

As we see from the table-1, table-3 and ta-
ble-4, the approach present in this paper does
improve both the overall performance and the
OOV recalls in all four domains.

Table-3 Results of initial non-y*-based model

test set R P F Roov
A 0.921 0.924 | 0.923 | 0.632
B 0930 | 0904 | 0917 | 0.758
C 0919 | 0906 | 0913 | 0.687
D 0946 | 0.924 | 0.935 | 0.750

lh'[tp://www.cs.cornell.edu/ People/tj/svm_light/svm_hm
m.html
2 http://nlp.ict.ac.cn/demo/CIPS-SIGHAN2010/#



Table-4 Results of initial *-based model

test set R P F Roov
A 0.898 | 0.921 0910 | 0.673
B 0925 | 0.914 | 0.920 | 0.801
C 0916 | 0.922 | 0919 | 0.764
D 0.931 0937 | 0.934 | 0.821

We also do a rapid manual check to the final
results; one of the main sources of errors lies in
the approach failing to recall numbers encoded
by one-byte codes digits. For the labeled train-
ing corpus provided by the bakeoff almost do
not use one-byte codes for digits, and the type
feature seems do not help too much. Actually,
such numbers can be recalled by simple heuris-
tics using regular expressions. We do a simple
number recognition to the test set of domain D.
this will increase the F score from 0.937 to
0.957.

7 Conclusions

This paper introduces the approach we used
in the CIPS-SIGHAN-2010 bake-off task of
Chinese word segmentation. We propose to
use ” statistics to increase OOV recall and use
bootstrapping strategy to increase the overall
performance. As our final results shows, the
approach works in increasing both of the OOV
recall and overall F-score.

We also show in this paper that hidden
Markov support vector machine can be used to
model the Chinese word segmentation problem,
by which high f-score results can be obtained
like CRF model.
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Abstract

This paper describes our experiments on
the cross-domain Chinese word segmen-
tation task at the first CIPS-SIGHAN
Joint Conference on Chinese Language
Processing. Our system is based on the
Conditional Random Fields (CRFs)
model. Considering the particular prop-
erties of the out-of-domain data, we pro-
pose some novel steps to get some im-
provements for the special task.

1 Introduction

Chinese word segmentation is one of the most
important tasks in the field of Chinese informa-
tion processing and it is meaningful to intelligent
information processing technologies. After a lot
of researches, Chinese word segmentation has
achieved a high accuracy. Many methods have
been presented, among which the CRFs model
has attracted more and more attention. Zhao’s
group used the CRFs model in the task of Chi-
nese word segmentation in Bakeoff-4 and they
ranked at the top in all closed tests of word seg-
mentation (Zhao and Kit, 2008). The CRFs
model has been widely used because of its excel-
lent performance. However, finding a better
segmentation algorithm for the out-of-domain
text is the focus of CIP-SIGHAN-2010 bakeoff.

We still consider word segmentation as a se-
quence labeling problem. What we concern is
how to use the unlabeled corpora to enrich the
supervised CRFs learning. So we take some
strategies to make use of the information of the
texts in the unlabeled corpora.
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2  System Description

In this section, we will describe our system in
details. The system is based on the CRFs model
and we propose some novel steps for some im-
provements. It mainly consists of three steps:
preprocessing, CRF-based labeling, and re-
labeling.

2.1 Preprocessing

This step mainly includes two operations. First,
we should cut the whole text into a series of sen-
tences. Weregard ‘. °,“? 7, ‘! >and ‘; ’as the
symbols of the boundary between sentences.
Then we do atomic segmentation to all the sen-
tences. Here Atomic segmentation represents
that we should regard the continuous non-
Chinese characters as a whole. Take the word
‘computer’ as an example, we should regard
‘computer’ as a whole, but not treat it as 8 sepa-
rate letters of ‘c’, ‘0’, ‘m’, ‘p’, ‘v’, ‘t’, ‘e’, and
r.

2.2 CRF-based Labeling

Conditional random field (CRF) is an extension
of both Maximum Entropy Model (MEMs) and
Hidden Markov Models (HMMs), which was
firstly introduced by Lafferty (Lafferty et al.,
2001). It is an undirected graphical model
trained to maximize the conditional probability
of the desired outputs given the corresponding
inputs. This model has achieved great successes
in word segmentation.

In the CRFs model, the conditional distribu-
tion P(y|x) of the labels Y givens observations X
directly is defined:
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P(y/x) =Ziexp{221kfk(yw Yo X, O}

y is the label sequence, x is observation sequence,
Z, is a normalization term that makes the proba-
bility of all state sequences sum to one; fu(Ye1, Vs
t) is often a binary-valued feature function and
A is the weight of fy.

In our system, we choose six types of tags ac-
cording to character position in a word. Accord-
ing to Zhao’s work (Zhao et al., 2006a), the 6-
tag set enables our system to generate a better
CRF model than the 4-tag set. In our experi-
ments, we test both the 6-tag set and the 4-tag
set, and the 6-tag set truly has a better result. The
6-tag set is defined as below:

T={B,B2,B3, ME, S}

Here B, B2, B3, M, E represent the first,
second, third, continuing and end character posi-
tions in a multi-character word, and S is the sin-
gle-character word tag.

We adopt 6 n-gram feature templates as fea-
tures. Some researches have proved that the
combination of 6-tag set and 6 n-gram feature
template can achieve a better performance (Zhao
et al., 2006a; Zhao et al., 2006b; Zhao and Kit,
2007).

The 6 n-gram feature templates used in our
system are C., Cq, Cy4, C;1Cy, CoCy, C4Cy. Here
C stands for a character and the subscripts -1, 0
and 1 stand for the previous, current and next
character, respectively.

Furthermore, we try to take advantage of the
types for the characters. For example, in our sys-
tem D stands for the date, N stands for the num-
ber, L stands for the letter, P stands for the punc-
tuation and C stands for the other characters.
Introducing these features is beneficial to the
CRFs learning.

2.3

Since the unlabeled corpora belong to different
domains, traditional methods have some limita-
tions. In this section, we propose an additional
step to make good use of the unlabelled data for
this special task. This step is based on the out-
puts of the CRFs model in the previous step.
After CRFs learning, we get a training mod-
el. With this model, we can label the literature,
computer, medicine and finance corpora. Ac-
cording to the outputs of the CRFs model, we

Re-labeling step
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choose some labeled sentences with high confi-
dence and add them to the training corpus. Here
the selection of high confidence must guarantee
that the probability of the sentences selected be-
ing correct segmentations is rather high and the
number of the sentences selected is not too little
or they will make no difference to the generation
of the new CRF model. Since the existing train-
ing model does not contain the information in
the out-of-domain data, we treat the labeled sen-
tences with high confidence as additional train-
ing corpus. Then we re-train the CRFs model
with the new training data. With the training da-
ta extracted from different domains, the training
model incorporates more cross-domain informa-
tion and it can work better in the corresponding
cross-domain prediction task.

3 Experiments
3.1

There are two sources for the corpora: the train-
ing corpora and the test corpus. And in the train-
ing corpora, there exist two types of corpus in
this task. The labeled corpus is Chinese text
which has been segmented into words while the
unlabelled corpus covers two domains: literature
and computer science. The test corpus contains 4
domains, which are literature, computer science,
medicine and finance.

There are four evaluation metrics used in
this bake-off task: Precision, Recall, F1 measure
(F1 = 2RP/(R+P)) and OOV measure, where R
and P are the recall and precision of the segmen-
tation and OOV (Out-Of-Vocabulary Word) is a
word which occurs in the reference corpus but
does not occur in the labeled training corpus.

Our system uses the CRF++ package Ver-
sion 0.49 implemented by Taku Kudo® from
sourceforge.

3.2

We test the techniques described in section 2
with the given data. Now we will show the re-
sults of each operation.

3.2.1

As we have mentioned in section 2.1, the first
step is to cut the text into a series of sentences.

Experiment Setup

Results and Discussions

Preprocessing

! http://crfpp.sourceforge.net/



Then we should give each character in one sen-
tence a label. Before this step, it is necessary to
do atomic segmentation. And we will regard the
continuous non-Chinese characters as a whole
and give the whole part a single label. This is
meaningful to those corpora containing a lot of
English words. Due to the diversity of the Eng-
lish words, segmenting the sentences with a lot
non-Chinese characters correctly is rather diffi-
cult only through CRF learning. We should do
atomic segmentation to all training and test cor-
pora. This may achieve a higher accuracy in a
certain degree.

The results of word segmentation are re-
ported in Table 1. ‘Clouse+/-’ indicates whether
text clause has been done.

Table 1: Results with clause and without clause

corpus | Precision | Recall F
Literature Clause+ | 0.922 | 0.916 | 0.919
Clause- | 0.921 | 0.915 | 0.918
Computer Clause+ | 0.934 | 0.939 | 0.937
Clause- | 0.934 | 0.939 | 0.936
Medicine Clause+ | 0.911 | 0.917 | 0.914
Clause- | 0.509 | 0.511 | 0.510
Finance Clause+ | 0.940 | 0.943 | 0.941
Clause- | 0.933 | 0.940 | 0.937

From Table 1, we can see there is some im-
provement in different degree and the effect in
the medicine corpus is the most obvious. So we
can conclude that our preprocessing is useful to
the word segmentation.

3.2.2 CRF-based labeling

After preprocessing, we can use CRF++ package
to learn and test.

The selection of feature template is also an
important factor. For the purpose of comparison,
we test two kinds of feature templates in our sys-
tem. The one is showed in Table 2 and the other
one is showed in Table 3.

Table 2: Template 1

# Unigram

U00:%x[-1,0]

U01:%x[0,0]

U02:%x[1,0]
U03:%x[-1,0]/%x]0,0]
U04:%x[0,0]/%x[1,0]
U05:%x[-1,0]/%x[1,0]
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# Bigram
B

Table 3: Template 2
# Unigram
U00:%x[-1,0]
U01:%x[0,0]
U02:%x[1,0]
U03:%x[-1,0]/%x[0,0]
U04:%x[0,0]/%x[1,0]
U05:%x[-1,0]/%x[1,0]
U10:%x[-1,1]
U11:%x[0,1]
U12:%x[1,1]
U13:%x[-1,1]/%x[0,1]
U14:%x[0,1]/%x[1,1]
U15:%x[-1,1]/%x[1,1]
# Bigram
B

Now we will explain the meanings of the
templates. Here is an example. In table 4, we
show the format of the input file. The first col-
umn represents the word itself and the second
represents the feature of the word, where there
are five kinds of features: date (D), number (N),
letter (L), punctuation (P) and others (C). The
meanings of the templates are showed in table 5.

Table 4: the format of the input file for CRF
¥r C

53

7

1=
A

i

B

T (O |2 O |0 0O |T O |0 |0




Table 5: the example of the templates

template Expanded feature
%x[0,0] [
%x[0,1] C
%x[1,0] H
%x[-1,0] 5
%x[-1,0]/ %x[0,0] it/ !
9%x[0,0]/ %x[0,1] [%I/C

With two different feature templates, we con-
tinue our experiments in the four different do-
mains. The segmentation performances of our
system on test corpora using different feature
templates are presented in Table 6.

Table 6: Results with different feature templates

dence value is very significant. In our experi-
ments, we set the parameter at 0.8.

Then we add the sentences whose confidence
is above 0.8 to the training corpus. We should
re-learn with new corpora, generate the new
model and re-test the corpora related with 4 do-
mains. The segmentation performances after re-
labeling are represented in Table 7.

Table 7: Results with re-labeling and without re-

labeling
corpus | Precision | Recall F

Literature Re + 0.922 | 0.916 | 0.919
Re - 0.921 | 0.916 | 0.918

Computer Re + 0.934 | 0.939 | 0.937
Re - 0.932 | 0.934 | 0.933

Medicine Re + 0.911 | 0.917 | 0.914
Re - 0.912 | 0.918 | 0.915

Finance Re + 0.940 | 0.943 | 0.941
Re - 0.937 | 0.941 | 0.939

corpus | Precision | Recall F
Literature T1 0.917 | 0.909 | 0.913
T2 0.922 | 0.916 | 0.919
Computer T1 0.914 | 0.902 | 0.908
T2 0.934 | 0.939 | 0.937
Medicine T1 0.906 | 0.905 | 0.905
T2 0.911 | 0.917 | 0.914
Finance Tl 0.937 | 0.925 | 0.931
T2 0.940 | 0.943 | 0.941

Here T1 stands for Template 1 while T2
stands for Template 2.

From the Table 4 we can see the second fea-
ture templates make the results of the segmenta-
tion improved more significantly.

At the same time we need get the outputs with
confidence measure by setting some parameters
in CRF test.

3.2.3

As for the outputs with confidence measure
generated by previous step, we should do some
special processes. Here we set a particular value
as our standard and choose the sentences with
confidence above the value. As we know, the
test corpora are limited, the higher confidence
may cause the corpora meeting our requirements
are less. The lower confidence may not guaran-
tee the reliability. So the setting of the confi-

Re-labeling
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Here Re+/- indicates whether the re-labeling
step is to be done.

From the results we know, even though the re-
labeling step makes the results in the medicine
corpus a little worse, it has much better effect in
the other corpora. Overall, the operation of re-
labeling is necessary.

3.3 Our results in this bakeoff
In this task, our results are showed in Table 8.

Table 8: our results in this bakeoff

Precision | Recall F
Literature 0.922 0.916 | 0.919
Computer | 0.934 0.939 | 0.937
Medicine 0.911 0.917 | 0.914
Finance 0.940 0.943 | 0.941

From Table 6, we can see our system can
achieve a high precision, especially in the do-
mains of computer and finance. This proves our
methods are fairly effective.

4 Discussion

4.1 Segmentation Features

In our system, we only take advantage of the
features of the words. We try to add other fea-



tures to our experiments such as AV feature
(Feng et al., 2004a; Feng et al., 2004b; Hai Zhao
et al., 2007) with the expectation of improving
the results. But the results are not satisfying. We
believe that the feature of words frequency may
be an important factor, but how to use it is worth
studying. So finding some meaningful and effec-
tive features is the crucial point.

42 OO0V

In our system, we do not process the words
out of vocabulary in the special way. The recog-
nition of OOV is still a problem. In a word, there
is still much to be done to improve our system.
In the present work, we make use of some sur-
face features, and further study should be con-
tinued to find more effective features.

5 Conclusion

In this paper, we have briefly described the
Chinese word segmentation for out-of-domain
texts. The CRFs model is implemented. In order
to make the best use of the test corpora, some
special strategies are introduced. Further im-
provement is made with these strategies. How-
ever, there is still much to do to achieve more
improvement. From the results, we got good ex-

perience and knew the weaknesses of our system.

These all help to improve the performance of our
system in the future.
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Abstract

This paper presents a Chinese word
segmentation system submitted to the
closed training evaluations of CIPS-
SIGHAN-2010 bakeoff. The system uses
a conditional random field model with
one simple feature called term contri-
buted boundaries (TCB) in addition to
the “BI” character-based tagging ap-
proach. TCB can be extracted from unla-
beled corpora automatically, and seg-
mentation variations of different do-
mains are expected to be reflected impli-
citly. The experiment result shows that
TCB does improve “BI” tagging domain-
independently about 1% of the F1 meas-
ure score.

1 Introduction

The CIPS-SIGHAN-2010 bakeoff task of Chi-
nese word segmentation is focused on cross-
domain texts. The design of data set is challeng-
ing particularly. The domain-specific training
corpora remain unlabeled, and two of the test
corpora keep domains unknown before releasing,
therefore it is not easy to apply ordinary machine
learning approaches, especially for the closed
training evaluations.

2 Methodology

2.1 The “BI” Character-Based Tagging of
Conditional Random Field as Baseline
The character-based “OBI” tagging of

Conditional Random Field (Lafferty et al., 2001)
has been widely used in Chinese word
segmentation recently (Xue and Shen, 2003;
Peng and McCallum, 2004; Tseng et al., 2005).
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Under the scheme, each character of a word is
labeled as ‘B’ if it is the first character of a
multiple-character word, or ‘I’ otherwise. If the
character is a single-character word itself, “O”
will be its label. As Table 1 shows, the lost of
performance is about 1% by replacing “O” with
“B” for character-based CRF tagging on the
dataset of CIPS-SIGHAN-2010 bakeoff task of
Chinese word segmentation, thus we choose
“BI” as our baseline for simplicity, with this 1%
lost bearing in mind. In tables of this paper, SC
stands for Simplified Chinese and TC represents
for Traditional Chinese. Test corpora of SC and
TC are divided into four domains, where suffix
A, B, C and D attached, for texts of literature,
computer, medicine and finance, respectively.

R P F ooV

SC-A OBI | 0906 0916 0911 0.539
BI 0.896 0.907 0.901 0.508

SC-B OBI |0.868 0.797 0.831 0.410
BI 0.850 0.763 0.805 0.327

SC-C OBI | 0.897 0.897 0.897 0.590
BI 0.888 0.886 0.887 0.551

SC-D OBI |0.900 0.903 0.901 0.472
BI 0.888 0.891 0.890 0.419
TC-A OBI | 0.873 0.898 0.886 0.727
BI 0.856 0.884 0.870 0.674

TC-B OBI | 0906 0.932 0919 0.578
BI 0.894 0.920 0.907 0.551
TC-C OBI | 0902 0923 0913 0.722
BI 0.891 0914 0.902 0.674
TC-D OBI |0.924 00934 0.929 0.765
BI 0.908 0.922 0.915 0.722

Table 1. OBI vs. BI; where the lost of F > 1%,
such as SC-B, is caused by incorrect English
segments that will be discussed in the section 4.
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2.2

The word boundary and the word frequency are
the standard notions of frequency in corpus-
based natural language processing, but they lack
the correct information about the actual boun-
dary and frequency of a phrase’s occurrence.
The distortion of phrase boundaries and frequen-
cies was first observed in the Vodis Corpus
when the bigram “RAIL ENQUIRIES” and tri-
gram “BRITISH RAIL ENQUIRIES” were ex-
amined and reported by O'Boyle (1993). Both of
them occur 73 times, which is a large number for
such a small corpus. “ENQUIRIES” follows
“RAIL” with a very high probability when it is
preceded by “BRITISH.” However, when
“RAIL” is preceded by words other than “BRIT-
ISH,” “ENQUIRIES” does not occur, but words
like “TICKET” or “JOURNEY” may. Thus, the
bigram “RAIL ENQUIRIES” gives a misleading
probability that “RAIL” is followed by “EN-
QUIRIES” irrespective of what precedes it. This
problem happens not only with word-token cor-
pora but also with corpora in which all the com-
pounds are tagged as units since overlapping N-
grams still appear, therefore corresponding solu-
tions such as those of Zhang et al. (2006) were
proposed.

We uses suffix array algorithm to calculate ex-
act boundaries of phrase and their frequencies
(Sung et al., 2008), called term contributed
boundaries (TCB) and term contributed fre-
quencies (TCF), respectively, to analogize simi-
larities and differences with the term frequencies
(TF). For example, in Vodis Corpus, the original
TF of the term “RAIL ENQUIRIES” is 73.
However, the actual TCF of “RAIL ENQUI-
RIES” is 0, since all of the frequency values are
contributed by the term “BRITISH RAIL EN
QUIRIES”. In this case, we can see that ‘BRIT-
ISH RAIL ENQUIRIES’ is really a more fre-
quent term in the corpus, where “RAIL EN-
QUIRIES” is not. Hence the TCB of “BRITISH
RAIL ENQUIRIES” is ready for CRF tagging as
“BRITISH/TB RAIL/TB ENQUIRIES/TL” for
example.

Term Contributed Boundary

3 Experiments

Besides submitted results, there are several
different experiments that we have done. The
configuration is about the trade-off between data

267

sparseness and domain fitness. For the sake of
OOV issue, TCBs from all the training and test
corpora are included in the configuration of
submitted results. For potentially better consis-
tency to different types of text, TCBs from the
training corpora and/or test corpora are grouped
by corresponding domains of test corpora. Table
2 and Table 3 provide the details, where the
baseline is the character-based “BI” tagging, and
others are “BI” with additional different TCB
configurations: TCB,; stands for the submitted
results; TCB,, TCB,, TCB, TCBy, TCB,
TCBy represents TCB extracted from the train-
ing corpus A, B, and the test corpus A, B, C, D,
respectively. Table 2 indicates that F1 measure
scores can be improved by TCB about 1%, do-
main-independently. Table 3 gives a hint of the
major contribution of performance is from TCB
of each test corpus.

R P F ooV

SC-A BI 0.896 0.907 0.901 0.508
TCB. | 0917 0921 0919 0.699

SC-B  BI 0.850 0.763 0.805 0.327
TCB.: | 0.876  0.799 0.836 0.456

SC-C BI 0.888 0.886 0.887 0.551
TCB. | 0.900 0.896 0.898 0.699

SC-D BI 0.888 0.891 0.890 0.419
TCB.: | 0.910 0.906 0.908 0.562
TC-A BI 0.856 0.884 0.870 0.674
TCB. | 0.871 0.891 0.881 0.670

TC-B BI 0.894 0.920 0.907 0.551
TCB.: | 0.913 0917 0915 0.663

TC-C BI 0.891 0.914 0.902 0.674
TCB. | 0.900 0915 0.908 0.668
TC-D BI 0.908 0.922 0915 0.722
TCB., | 0.929 0.922 0.925 0.732

Table 2. Baseline vs. Submitted Results



F ooV
SC-A TCB. 0918 0.690
TCB. 0.917 0.679
TCB.:TCB, 0.917 0.690
TCBu 0.919 0.699
SC-B TCB,, 0.832 0.465
TCB, 0.828 0.453
TCB, . TCB, 0.830 0.459
TCBu 0.836 0.456
SC-C  TCB. 0.897 0.618
TCBu 0.898 0.699
SC-D TCBu 0.905 0.557
TCBu 0.910 0.562
Table 3a. Simplified Chinese Domain-specific
TCB vs. TCBy,
F ooV
TC-A TCB, 0.889 0.706
TCB, 0.888 0.690
TCB.:TCB, 0.889 0.710
TCBu 0.881 0.670
TC-B TCB, 0911 0.636
TCB, 0.921 0.696
TCB, -+ TCB, 0912 0.641
TCBu 0.915 0.663
TC-C TCB. 0918 0.705
TCBu 0.908 0.668
TC-D TCBy 0.927 0.717
TCBu 0.925 0.732
Table 3b. Traditional Chinese Domain-specific
TCB vs. TCBy,

4 Error Analysis

The most significant type of error in our results
is unintentionally segmented English words. Ra-
ther than developing another set of tag for Eng-
lish alphabets, we applies post-processing to fix
this problem under the restriction of closed train-
ing by using only alphanumeric character infor-
mation. Table 4 compares F1 measure score of
the Simplified Chinese experiment results before
and after the post-processing.
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F1 measure score
before after
SC-A OBI 0.911 0.918
BI 0.901 0.908
TCB. 0.918 0.920
TCB.+TCB, 0.917 0.920
TCB. 0.919 0.921
SC-B OBI 0.831 0.920
BI 0.805 0.910
TCB, 0.832 0.917
TCB,+ TCB, 0.830 0.916
TCB. 0.836 0.916
SC-C OBI 0.897 0.904
BI 0.887 0.896
TCB. 0.897 0.901
TCB. 0.898 0.902
SC-D OBI 0.901 0.919
BI 0.890 0.908
TCBu 0.905 0.915
TCB. 0.908 0.918
Table 4. F1 measure scores before and after
English Problem Fixed

The major difference between gold standards
of the Simplified Chinese corpora and the Tradi-
tional Chinese corpora is about non-Chinese
characters. All of the alphanumeric and the
punctuation sequences are separated from Chi-
nese sequences in the Simplified Chinese corpo-
ra, but can be part of the Chinese word segments
in the Traditional Chinese corpora. For example,
a phrase “ggM / simvastatin / ( /statins /8 /—/
&/ )7 (‘°/ represents the word boundary) from
the domain C of the test data cannot be either
recognized by “BI” and/or TCB tagging ap-
proaches, or post-processed. This is the reason
why Table 4 does not come along with Tradi-
tional Chinese experiment results.

Some errors are due to inconsistencies in the
gold standard of non-Chinese character, For ex-
ample, in the Traditional Chinese corpora, some
percentage digits are separated from their per-
centage signs, meanwhile those percentage signs
are connected to parentheses right next to them.

5 Conclusion

This paper introduces a simple CRF feature
called term contributed boundaries (TCB) for



Chinese word segmentation. The experiment
result shows that it can improve the basic “BI”
tagging scheme about 1% of the F1 measure
score, domain-independently.

Further tagging scheme for non-Chinese cha-
racters are desired for recognizing some sophis-
ticated gold standard of Chinese word segmenta-
tion that concatenates alphanumeric characters
to Chinese characters.
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Abstract

This paper describes the Chinese Word
Segmenter for our participation in CIPS-
SIGHAN-2010 bake-off task of Chinese
word segmentation. We formalize the tasks
as sequence tagging problems, and
implemented them using conditional random
fields (CRFs) model. The system contains two
modules: multiple preprocessor and basic
segmenter. The basic segmenter is designed as
a problem of character-based tagging, and
using named entity recognition and chunk
recognition based on boundary to preprocess.
We participated in the open training on
Simplified Chinese Text and Traditional
Chinese Text, and our system achieved one
Rank#5 and four Rank#2 best in all four
domain corpus.

1 Introduction

Word is a logical semantic and syntactic unit
in natural language (Zhenxing Wang, 2008).
Chinese word segmentation is very important for
Chinese language processing, which aims to
recognize the implicit word boundaries in
Chinese text. It is the foundation of most
Chinese NLP tasks. In past decades, great
success has been achieved in Chinese word
segmentation (Nie, et al, 1995; Wang et al,
2000;Zhang, et al, 2002). But there still exist
many problems, such as cross-domain
performance of Chinese word segmentation
algorithms. As the development of the internet,
more and more new word has been appearing,
Improving the performance of Chinese word
segmentation algorithms on OOV (Out-Of-
Vocabulary Word, is a word which occurs in the
reference corpus but does not occur in the
labeled training corpus) is the important research
direction. Our system participated in the CIPS-
SIGHAN-2010 bake-off task of Chinese word
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segmentation. And we have done work in dealing
with two main sub-tasks: (1) Word Segmentation
for Simplified Chinese Text, (2) Word
Segmentation for Traditional Chinese Text. Our
system formalizes these tasks as consecutive
sequence tagging problems, and learns the
segmentation using conditional random fields
approach. Our system contains two modules, a
multiple preprocessor and a basic segmenter. The
multiple preprocessor first finds chunks based on
boundary dictionary and then uses named entity
recognition technology to extract the person,
location, organization and special time. The basic
segmenter using CRF model is trained to
segment the sentence to word which contains one
or more characters. The basic segmenter follows
the study of Zhenxing Wang, Changning Huang
and Jingbo Zhu (2008), but applies more refined
features and tags.

The reminder of the paper is organized as
follows. In section 2, we briefly describe the task
and the details of our system. The experimental
results are discussed in section 3. In section 4 we
put forward our conclusion.

2  System Description

In this section we describe our system in more
detail. The Figurel is the frame of our system. It
contains two modules: multiple preprocessor and
basic segmenter.

2.1  Multiple Preprocessor

The preprocessor contain two modules:
chunking based on boundary dictionary and NE
Reorganization.

2.1.1 Chunking

In one sentence, there are always some
characters or words, such as “J&”, """ 5"
3+, the character adjacent them can not
together with them. We define these characters
or words as boundary word. We built a boundary
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dictionary manual, which contains about 100
words. Once a

String
—_—
S——
Training data
Sentence

\ 4
Train system

. CRF model
Multiple preprocess
Chunking Y
System CRF
model
NE Recognition
\ A 4
Result Tagging
P segmenter

Figurel. Chinese Word Segmenter

sentence input, our system finds boundary words
in the sentence first. For example, such as, “Fx
DX D S RS 3 ) B A 2l T 15 LR 16
H e & 2R A I H 1437, In this sentence
we can find the boundary word”#1” f#)” »§ ”
E” ™ 43 5]”. Then chunking result is shown
below in Figure 2. Using “[ ]” to mark up the
chunks.

[WooX] A [RREE RG] 1 W BGERK]
el 3 [15 H] R [16 H] £E [i&JEK]
REBIDEN-Z/IES

Figure 2. a sentence with chunk in data set

Chunking is very useful to improve the precision
of segmentation. Especially when lacking
enough training corpus for training CRF model.
It can improve the out-of-vocabulary (OOV)
word Recall and Precision on cross-domain
Chinese word segmentation.

2.1.2 NE Recognition

We will recognize the named entities such as
persons, locations organizations. We perform a
process of the named entities recognition with
forward-backward maximum matching algorithm
based on entity dictionary. The dictionary
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contain location dictionary, person dictionary,
family name dictionary, organization dictionary,
country dictionary (Jianping Shen and Xuan
Wang, 2010). For example, a sentence, “Z<JEilE
FF T E T a0, g R Ut b [ v 4=
I 4T 3 Bk il 7. And  the processor
will find out the location” %< i3 ”,” 1 [H ”, the
family name “” and person “Jj4:”. The NE
recognition result is shown below in Figure 3.

[Z¥F)loc UEZ34r M [E)fam [ J7
Gllper Ton, ZERUW [PEY [
)lorg [IE CHE T I TN

Figure 3.sentence with NE recognition in data set

The location tag with “[ J/loc”, family name tag
with “[ ]/fam”, person tag with “[ ]/per”,
organization tag with “[ ]/org”.

2.2  Basic Segmenter

We model the segment task as the consecutive
sequence labeling problems, such as chunking,
and named entity recognition, and train the basic
segmenter using conditional random fields
approach (Lafferty et al., 2001).

2.2.1 Conditional Random Fields

CRF models are conditional probabilistic
sequence and undirected graphical models

CRF models hold two natures. First is the
conditional nature, second the exponential nature.
The conditional nature of the distribution over
label sequence allows CRF models to model
real-world data in which the conditional
probability of a label sequence can depend on
non-independent and interacting features of the
observation sequence. The exponential nature of
the distribution enables features of different
states to be traded off against each other,
weighting some states in a sequence as being
more important than other states. Following
Lafferty et al. and Hanna Wallach, the
exponential distribution chosen by John Lafferty
et al. is shown as follow:

P (YIx)cexp( Y A f (&Y. X)

eeE k

+ D 49 (V.Y X))

veV k

= exp(z zﬂ'k fi (Vi Vir X)



+ZZﬂkgk(yi,X))

(1)
Where
1ify,=y'andy,=y
f. VY., X) = )
”(y“ Yy X) {0 otherwise
And

1if y,=yandx, =x
0 otherwirse

gy,x(wa):{

o A,
In this situation, the parameters 7YY and

Hy.x corresponding to these features are
equivalent to the logarithms of the HMM
transition and emission probabilities
p(y ly) and p(xl y). The parameter of the

model can be estimated in many ways, such as
GIS, 1IS, L-BFGS etc.

2.2.2 Segment base on CRF model

When a sentence or chunk (which get from the
preprocessor) input, it will be split to the
sequences shown in Figure 4.

chunk sequence

DR 8

HaZES

Figure 4. Chunk and sequence

Every character in input sentences will be
given a label which indicates whether this
character is a word boundary. Our basic
segmenter is almost the same as the system
described in (Zhao et al., 2006) which is learned
from training corpus. The CRF model we use is
implemented with CRF++ 0.51. The parameters
of the CRF segmenter are set as defaults.

Under the CRF tagging scheme, each
character in one sentence will be given a label by
CRF model to indicate which position this
character occupies in a word. In our system, CRF
tag set is proposed to distinguish different
positions in the multi-character words when the
word length is less than 6, namely 6-tag set {B,
B2, B3, M, E, O}( Zhenxing Wang ,2008).We
defined that B stands for the first and E stands
for the last position in a multi-character word. S
stands up a single-character word. B2 and B3
stand for the second and the third position in a
multi-character word. M stands for the fourth or
more rear position in a multi-character word,
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whose length is larger than four-character. Then
we add the entity tag set {B-entity, l-entity, E-
entity}. B-entity stands for the first character in a
named entity, E-entity stands for the last
character in a named entity, and l-entity stands
for the other character in a named entity.

We use a greedy forward procedure to select a
better feature sets for the segementer according
to the evaluation results in the development set.
We first start from a basic feature set, and then
add each feature outside the basic set and remove
each feature inside the basic set one by one to
check the effectiveness of each feature by the
performance change in the development set. This
procedure is repeated until no feature is added or
removed or the performance is not improved.
The selected features are listed below:

e C,(n=2-1,0,1,2)

e C,Cpi(n=-10)

e CuiCiCri (1=-1,0,1)
e Cr2CriCiCr (n=0,1)

Where C refer to the tag of each character, and
Co denotes current character and Cn(C-n)
denotes the character n positions to the right (left)
of current character.

2.2.3 Post-processing

We can obtain the preliminary results through
the CRF model-based Segment, but there are
some missed or incorrect cases for the digit,
English word. For example “the sighan” maybe
segment to “th e sig han”, so we will re-segment
the “th e sig han” as “the sighan”.

3 Performance and Analysis

In this section we will present our
experimental results for these two subtasks. For
the Word Segmentation for Simplified Chinese
Text subtask, comparing the performance of
these four domains, we find that the performance
of computer and finance are better than literature
and medical. We can find that the OOV RR of
literature and medical are lower than the
computer and finance. In the test data set, there
are many Out-of-vocabulary(OOV), especially
the disease. In medical domain, there are many
diseases which do not appear in the corpus, and
there is the proper name. The segment often
can’t recognize disease well, so we add a post-
processing procedure, using domain dictionary
for medicine, is used to increase the recall



measure. The result for medical is shown in
Table 2.

domain R P F1 ooV | IV
RR RR
literature | 0.836 | 0.841 | 0.838 | 0.609 | 0.853
computer | 0.951 | 0.951 | 0.932 | 0.77 | 0.983
medical 0.839 | 0.832 | 0.836 | 0.796 | 0.866
finance 0.893 | 0.896 | 0.894 | 0.796 | 0.902

Table 1: Performance of the four domain
Simplified Chinese test data set

0oV
R P F1 RR | IV RR
0.894 | 0.882 | 0.888 | 0.683 | 0.901

Table 2: Performance of medical test data set
with post-processing using domain dictionary

Word Segmentation for Traditional Chinese
Text subtask. We wuse a Traditional and
Simplified Dictionary to translate the named
entity dictionary, boundary dictionary from
Simplified to Traditional. And then we use our
system to segment the traditional test data set.
The results are shown in Table 3.

domain R P F1 ooV | IV
RR RR
literature | 0.868 | 0.802 | 0.834 | 0.503 | 0.905
computer | 0.875 | 0.829 | 0.851 | 0.594 | 0.904
medical 0.879 | 0.814 | 0.846 | 0.480 | 0.912
finance 0.832 | 0.760 | 0.794 | 0.356 | 0.866

Table 3: Performance of four domain Traditional
Chinese test data set

4  Conclusion

Through the CIPS-SIGHAN bakeoff, we find
our system is effective. And at the same time, we
also find some problems of us. Our system still
can’t performance very good in cross-domain.
Especially the Out-of-vocabulary (OQV)
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recognition. From the experiment we can see that
using domain dictionary is a good idea. In the
future we will do more work in post-processing.
The bakeoff points out the direction for us to
improve our system.
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Abstract

We present a Chinese word segmentation
system which ran on the closed track of the
simplified Chinese Word Segmentation task
of CIPS-SIGHAN-CLP 2010 bakeoffs. Our
segmenter was built using a HMM. To fulfill
the cross-domain segmentation task, we use
semi-supervised machine learning method to
get the HMM model. Finally we get the
mean result of four domains: P=0.719,
R=0.72

1 Introduction

The 2010 Sighan Bakeoff included two types
of evaluations:

(1) Closed training: In the closed training
evaluation, participants can only use data
provided by organizers to train their systems
specifically, the following data resources and
software tools are not permitted to be used in
the training:

1) Unspecified corpus;

2) Unspecified dictionary, word list or
character list: include the dictionaries
of named entity, character lists for
specific type of Chinese named entities,
idiom dictionaries, semantic lexicons,
etc.

3) Human-encoded rule bases;

4) Unspecified software tools, include
word segmenters, part-of-speech
taggers, or parsers which are trained
using unspecified data resources.

The character type information to distinguish
the following four character types can be
used in training: Chinese characters, English
letters, digits and punctuations.

Su Wenjie
Institute of Intelligent
Information Processing,
Beijing Information Science &
Technology University,
Beijing, China, 100192
dev.sunflower@gmail.com

Yangsen Zhang

Institute of Intelligent
Information Processing,
Beijing Information Science &
Technology University,
Beijing, China, 100192
zhangyangsen@163.com

(2) Open training: In the open training
evaluation, participants can use any language
resource, including the training data provided
by organizers

We prefer character-based Tagging than
dictionary based word segmentation in closed
training, for we can only use the provide train
corpus and scale of the corpus is not large
enough. If we select dictionary based method
we will encounter the out-of-vocabulary
problem. But in character-based Tagging
method we can vyield a better performance
than the dictionary based method for such
problem.

2 Algorithm

Ever before 2002 almost all word segment
method is based on dictionary. In SIGHAN
2003 bakeoff, a character-based Tagging
method was proposed and since then the
character-based Tagging method became
more and more popular. HMM (Hidden
Markov Model) has been used extensively in
speech recognition, pos tagging and get good
grades. So we chose HMM as our machine
learning method to fulfill our task.
We formally define the elements of an HMM,
and explain how the model generates an
observation sequence.
An HMM is characterized by the following:
1) N, the number of states in the model. we
denote the individual states as
s={sy,s ,...,s },and the state at time t as
q
2) M, the number of distinct observation
symbols per state. we denote the
individual symbols as v={v,,v ,..,v }

This work was supported by the national natural science foundation of China (60873013). Beijing natural science foundation (KZ200811232019); The Open
Project Program of the Key Laboratory of Computational Linguistics (Peking University), Ministry of Education;Funding Project for Academic Human Resources
Devel-opment in Institutions of Higher Learning Under the Juris-diction of Beijing Municipality (PHR201007131)

274

Proceedings of CIPS-SIGHAN Joint Conference on Chinese Language Processing (CLP2010), pages 274-276,
Beijing, August 2010



3) The state transition  probability
distribution A= {aj; } where a; =P
[ 1 sjlg s I<ij<N.

4) The observation symbol probability
distribution in state j, B={b; k }, where

b; k Pv attlq s
5) The initial state distribution n m
where 1y P q; s
q, 4, Y dro dr
0 0, 0, Oy Yr
Graphl

For convenience, we use the compact
notation A, B, m) to indicate the complete
parameter set of the model.

There are three basic problems for HMM, for

problem 1 we use forward-backward

algorithm, for problem 2 we use Viterbi
algorithm, for problem 3 we use

Baum-Welch algorithm.

To application HMM to our task we define

the HMM five factors as blow:

1) We define the whole labels set as Q={B,
M, E, S}, B represents word’s begin, M
represents word’s middle, E represents
word’s end and S represents single word.

2) We define all Unicode characters as O

3) We define A={a;;}, where a;;=P[prior
token=s;|posterior label =s;]

4) We define B={ b; k }, where
b; k =P[current character= v |current
label =s;]

5) We define a sentence as a train sample.

So mn={sentences start withs,s  Q}.
Through the design we transform the
character-based tagging problem to HMM
problem 2. So we can solve this problem
with Viterbi algorithm.

3 Experiment
We use HMM to establish the Word

to the labeled corpus and get a larger corpus
with which we can retrain the HMM. All
these steps have been done according four
test corpuses: literature, computer, medicine,
finance. In the table, R indicates the recall
rate, P indicates the precision rate, F1
indicates the macro average, OOV R
indicates the out-of-vocabulary (OOV) rate,
OOV RR indicates the out-of-vocabulary
(O0OV) self repair rate, IV RR indicates the
out-of-vocabulary (OQV) self repair rate. In
order to more easily view data, we have
presented the Graph2.

From the table and graph, we can see that the
finance corpus has a better result, the
computer corpus don't show a good result for
the R, P, F1. Generally speaking, this result
is a reflection for the difference between the
dictionary based Tagging method and
character-based Tagging method. After
recheck our corpus, we can find that there
are more technical terms in the computer
corpus than finance corpus. The explanation
for the result is that if the system encounter a
technical terms, the character-based Tagging
method will have a bad performance. In such
situation, dictionary based Tagging method
may have a better performance. For the OOV
R and OOV RR, the system has a not bad
performance. Table | and Graph2 show the
detailed experimental data.

The results of four test corpus as follow:

Type R P F1 (o6} (e]6} v
VR \Y RR
RR
literatur | 0.69 | 0.74 | 0.71 | 0.06 | 0.38 | 0.71
e 5 4 9 9 1 9
Comput 0.71 | 0.64 | 0.67 | 0.15 | 0.25 | 0.79
er 3 1 5 2 7 5
medici 0.73 | 0.74 | 0.73 | 0.11 | 037 | 0.77
ne 5 8 8 9
finance | 0.73 | 0.75 | 0.74 | 0.08 | 0.23 | 0.78
6 2 4 7 4

Tablel

k]

M [iterature

Segment prototype system and make use of
the Labeled supplied by the Chinese
Academy of Sciences to train the HMM
and get the model parameters which will be
used for the next iterative scaling. After that,
we can get a system based on HMM model.
Then, with the help of the gotten system, we
process the unlabeled corpus. Once it is
finished, we should add the processed corpus
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B Computer
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m finance

R P F1

Graph2

O0OVR OOVRR IMRR



4  Conclusion

Our system wused a HMM and
semi-supervised learning for  domain
adapting. Our final system achieved a
P=0.719, R=0.72. There exist two ways to
improve our system performance one is
instead our model of CRF, the other is
change another way to use the unlabeled data.
Because the inherent shortage of HMM we
could not get a precise model, and the way
we use the unlabeled data can import err to
labeled data.
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Abstract

We have participated in the open tracks
and closed tracks on four corpora of Chi-
nese word segmentation tasks in CIPS-
SIGHAN-2010 Bake-offs. In our experi-
ments, we used the Chinese inner phonol-
ogy information in all tracks. For open
tracks, we proposed a double hidden lay-
ers’ HMM (DHHMM) in which Chinese
inner phonology information was used as
one hidden layer and the BIO tags as an-
other hidden layer. N-best results were
firstly generated by using DHHMM, then
the best one was selected by using a new
lexical statistic measure. For close tracks,
we used CRF model in which the Chinese
inner phonology information was used as
features.

1 Introduction

Chinese language has many characteristics not
possessed by other languages. One obvious is
that the written Chinese text does not have explicit
word boundaries like western languages. So word
segmentation became very significative for Chi-
nese information processing, and is usually con-
sidered as the first step of any further processing.
Identifying words has been a basic task for many
researchers who have devoted themselves on Chi-
nese text processing.

The biggest characteristic of Chinese language
is its trinity of sound, form and meaning (Pan,
2002). Hanyu Pinyin is the form of sound for
Chinese text and the Chinese phonology informa-
tion is explicit expressed by Pinyin which is the

Jimmybupt@gmail.com

inner features of Chinese Characters. And it nat-
urally contributes to the identification of Out-Of-
Vacabulary words (OOV).

In our work, Chinese phonology information is
used as basic features of Chinese characters in all
models. For open tracks, we propose a new dou-
ble hidden layers HMM in which a new phonol-
ogy information is built in as a hidden layer, a
new lexical association is proposed to deal with
the OOV questions and domains’ adaptation ques-
tions. And for closed tracks, CRF model has been
used , combined with Chinese inner phonology in-
formation. We used the CRF++ package Version
0.43 by Taku Kudo'.

In the rest sections of this paper, we firstly in-
troduce the Chinese phonology in Section 2. Then
in the Section 3, the models used in our tasks are
presented. And the experiments and results are
described in Section4. Finally, we give the con-
clusions and make prospect on future work.

2 Chinese Phonology

Hanyu Pinyin is the form of sound for Chi-
nese text and the Chinese phonology informa-
tion is explicit expressed by Pinyin. It is cur-
rently the most commonly used romanization sys-
tem for Standard Mandarin. Hanyu means the
Chinese language, and Pinyin means “phonetics”,
or more literally, “spelling sound” or “spelled
sound” (wikipedia, 2010). The system has been
employed to teach Mandarin as home language
or as second language by China, Malaysia, Sin-
gapore et.al. Pinyin has been the most Chinese
character’s input method for computers and other
devices.

Uhttp://crfpp.sourceforge.net/
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The romanization system was developed by a
government committee in the People’s Repub-
lic of China, and approved by the Chinese gov-
ernment on February 11, 1958. The Interna-
tional Organization for Standardization adopted
pinyin as the international standard in 1982, and
since then it has been adopted by many other
organizations(wikipedia, 2010). In this system,
pinyin is composed by initials(pinyin: shengmu),
finals(pinyin: yunmu) and tones(pinyin: sheng-
diao) instead of consonants and vowels used in
European language. For example, the Pinyin of
”¥” is “zhongl” composed by “zh”, “ong” and
”1”. In which ”zh” is initial, “ong” is final and
”1” is the tone.

Every language has its rthythm and rhyme, so
Chinese is no exception. The rhythm system are
the driving force from the unconscious habit of
language(Edward, 1921). And the Pinyin’s finals
contribute the Chinese rhythm system, Which is
the basic assumption our research based on.

3 Algorithms

Generally the task of segmentation can be viewed
as a sequence labeling problem. We first define a
tag set as 'S = {B, I, E, S}, shown in Table 1.

Table 1: The tag set used in this paper.

Label Explanation
B beginning character of a word
I inner character of a word
E end character of a word
S a single character as a word

For the piece "&£ % E a7 £ 42 #& & 4 of
the example described in the experiments section,
firstly, the T'S' tags are labeled to it. And its re-
sult is ”%/S 3&/B E/E A7/S £/B 4#/E #/B 4/1
R/E”. Then the tags are combined sequentially to
get the finally result " _3& B _A]_ EA42_3 4.

In this section, A novel HMM solution is pre-
sented firstly for open tracks. Then the CRF solu-
tion for closed tracks is introduced.

3.1 Double hidden layers’ HMM

For a given piece of Chinese sentence, X =
r1x2...x7, where x;,7 = 1,...,T is a Chinese
character. Suppose that we can give each Chinese
character z; a Pinyin’s final y;. And suppose the
label sequence of X is S = s1s2...s7, where
s; € T'S is the tag of x;. Then what we want to
find is an optimal tag sequence S* which is de-
fined in (1).

S* = arg mgXP(S,Y]X)
= argmax P(X|S,Y)P(S.Y) (1)

The model is described in Fig. 1. For a given
piece of Chinese character strings, One hidden
layer is label sequence S. Another hidden layer is
Pinyin’s finals sequence Y. The observation layer
is the given piece of Chinese characters X.

Figure 1: Double Hidden Markov Model

For transition probability, second-order Markov
model is used to estimate probability of the double
hidden sequences as described in (2).

P(S,Y) = Hp(stvyt‘st—layt—l) (2)
t
For emission probability, we keep the first-
order Markov assumption as shown in (5).

P(XI[S)Y) = Hp(xt|5t7yt) (3)
¢

3.1.1 Nbest results

Based on the work of (Jiang, 2010), a word lat-
tice is also built firstly, then in the second step, the
backward A* algorithm is used to find the top N
results instead of using the backward viterbi al-
gorithm to find the top one. The backward A*
search algorithm is described as follow (Wang,
2002; Och, 2001).
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3.1.2 Reranking with a new lexical statistic
measure
Given two random Chinese characters X and Y
and assume that they appears in an aligned region
of the corpus. The distribution of the two random
Chinese characters could be depicted by a 2 by 2
contingency table shown in Fig. 2(Chang, 2002).

Y _|Y

X a b
_|X

Figure 2: A 2 by 2 contingency table

In Fig. 2, a is the counts of X and Y co-occur; b
is the counts of the cases that X occurs but Y does
not; ¢ is the counts of the cases that X does not
occur but Y does; d is the counts of the cases that
both X and Y do not occur. The Log-likelihood
rate is calculated by (4).

a-N

LLR(x,y) = 2(a - log @1b) (@19
+b-log b- N
(a+0b)-(b+4d)
c-N
+c'10g(c+d)-(a+c)

tdlog— N

(c+d)-(b+d)

For the N-best result described in sec.3.1.1,
they can be re-ranked by (5).

S* = arg m;n(scoreh(S) + e kz::l LLR g, yx))
&)

where score; is the negative log value of
P(S,Y|X). K is the number of breaks in X and
xy, is the left Chinese character of the k break
and yi is the right Chinese character of the k
break. A is the regulatory factor(in our experi-
ments A\ = 0.45).

Bigger value of LLR(xy,y)) means stronger
ability in combining of the two characters xj and
Yk, then they should not be segmented.

3.2 CRF model for closed tracks

Conditional random field, as statistical sequence
labeling model, has been used widely in segmen-

tation(Lafferty, 2001; Zhao, 2006). In the closed
tracks of the paper, we also use it.

3.2.1 Feature templates

We adopted two main kinds of features: n-gram
features and Pinyin’s finals features. The n-gram
feature set is quite orthodox, they are, namely, C-
2,C-1, C0, C1, C2, C-2C-1, C-1C0, COC1, C1C2.
The Pinyin’s finals feature set is the same as n-
gram feature set. They are described in Table. 2.

Table 2: Feature templates

Templates Category

C-2,C-1,C0,C1,C2
C-2C-1, C-1C0, COC1, C1C2
P-2, P-1, PO, P1, P2

P-2P-1, P-1PO, POP1, P1P2

N-gram: Unigram
N-gram: Bigram
Phonetic: Unigram
Phonetic: Bigram

4 Experiments and Results

4.1 Dataset

We build a basic words dictionary for DHHMM
and a Pinyin’s finals dictionary for both DHHMM
and CRF from The Grammatical Knowledge-base
of Contemporary Chinese(Yu, 2001). For the fi-
nals dictionary, we give each Chinese character a
final extracted from its Pinyin. When it comes to
a polyphone, we just combine its all finals simply
to one. For example, ” ¥ {ong}”, ” £ {a&ai&i}”.

The training corpus (5,769 KB) we used is the
Labeled Corpus provided by the organizer. We
firstly add the Pinyin’s finals to each Chinese
character of it, then we train the parameters of
DHHMM and CRF model on it.

And the test corpus contains four domains: Lit-
erature (A), Computer (B), Medicine (C) and Fi-
nance(D).

The LLR function’s parameters{a, b, c, d} are
counted from the current test corpus A, B, C, or
D. It’s means that for segmenting A, the LLR pa-
rameters are counted from A, so the same for seg-
menting B, C and D.
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4.2 Preprocessing

The date, time, numbers and symbols information
are easily identified by rules. We propose four
regular expressions’ processes, in which the reg-
ular expressions’ processes are handled one after
another in order of date, time, numbers and sym-
bols. By now, a rough segmentation can be done.
For a character stream, the date, time, numbers
and symbols are firstly identified, then the whole
stream can be divided by these units to some
pieces of character strings which will be segment
by the models described in sec.3. For example,
a character stream “20095 898 131 H , &£ 3%
AT 2 125 F & B o 7 will be divided
to 20094 _#9 8 A 310 _, _&FEEA ERBEL
WE_12_JF 4 & H _. ”. Then the pieces 49", " &
X B AT LR EZW, " F & B will be seg-
mented sequentially by the models described in
Section 3.

4.3 Results on DHHMM

We evaluate our system by Precision Rate(6), Re-

call Rate(7), F1 measure(8) and OOV (Out-Of-
Vocabulary) Recall rate(9).

C(correct words in segmented result)

P—
C(words in segmented result)

(0)

R C'(correct words in segmented result)

N C(words in standard result)
(7
2xPx R

Fl=——— 8
P+R ®)

OR — C(correct OOV in segmented result)

C(OOV in standard result)
)
In (6-9), C(- - -) is the count of (- - -).
Table 3 are the results of the DHHMM on open
tracks.
In Table 3, OOV RR is the recall rate of OOV,
IV RR is the recall rate of IV(In Vocabulary).

4.4 Postprocessing for CRF and Results on It

Since the CRF segmenter will not always return
a valid tag sequence that can be translated into
segmentation result, some corrections should be
made if such error occurs. We devised a dynamic
programming routine to tackle this problem: first
we compute the valid tag sequence that closest to

Table 3: Results of open tracks using DHHMM:
Literature (A), Computer (B), Medicine (C) and
Finance(D)

A B C D
R 0.893 0918 0917 0.928
P 0918 0.896 0.907 0.934
F1 0.905 0907 0912 0.931
OOV RR 0.803 0.771 0.704 0.808
IVRR 0.899 0945 0.943 0.939

the output of CRF segmenter (by term closest, we
mean least hamming distance), if there is a tie, we
choose the one has the least ’S’ tags, if the tie still
exists, we choose the one that comes lexicograph-
ically earlier (B < I < E < S, described in
Table. 1). Table4 are the results of the CRF on
closed tracks.

Table 4: Results of closed tracks using CRF: Lit-
erature (A), Computer (B), Medicine (C) and Fi-
nance(D)

A B C D

R 0.945 0946 094 0.956
P 0946 00914 0928 0.952
F1 0946 093 0934 0954
OOVRR 0.816 0.808 0.761 0.849
IVRR 0954 0971 0.962 0.966

From the results of Table3 and Table4, we
can observe that the CRF model outperforms the
DHHMM by average 2.72% in F1 measure. In the
other hand, from Table 5, we can see that the com-
putation cost in DHHMM is less than half of the
time cost and lower one-fifth memory cost than
CRF model.

Table 5: The computation cost in DHHMM and
CRF

Time cost(ms) Memory cost(MB)
DHHMM 34398 16.3
CRF 43415 35
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5 Conclusions and Future works

This paper has presented a double hidden lawyers
HMM for Chinese word segmentation task in
SIGHAN bakeoff 2010. It firstly created N top
results and then select the best one from it by a
new lexical association.

Chinese phonology (specially by Pinyin’s final
in text) is very useful inner information of Chinese
language, which is the first time used in our mod-
els. We have used it in both DHHMM and CRF
model.

In future work, there are lots of improvements
can be done. Firstly, which polyphone’s finals
should be used in a given context is a visible ques-
tion. And the strategy to train the parameter \ de-
scribed in 3.1.2 can also be improved.

Acknowledgments

This research has been partially supported by
the National Science Foundation of China (NO.
NSFC90920006). We also thank Caixia Yuan for
leading our discuss, Li Sun, Peng Zhang, Yaojing
Chen, Zhixu Lin, Gan Lin, Guannan Fang for their
useful helps in this work.

References

Wenguo Pan. 2002. zibenwei yu hanyu yanjiu:120-
141. East China Normal University Press.

Sapir Edward 1921. Language: An introduction to the
study of speech:230. New York: Harcourt, Brace
and company.

wikipedia. 2010. Pinyin. http://en.wikipedia.org/wiki
/Pinyin#cite_note-6.

Baobao Chang, Pernilla Danielsson, and Wolfgang
Teubert. 2002. Extraction of translation unit from
chinese-english parallel corpora, Proceedings of
the first SIGHAN workshop on Chinese language
processing:1-5.

Huixing Jiang, Xiaojie Wang, Jilei Tian. 2010.
Second-order HMM for Event Extraction from Short
Message, 15th International Conference on Ap-
plications of Natural Language to Information Sys-
tems, Cardiff, Wales, UK.

Franz Josef Och, Nicola Ueffing, Hermann Ney. 2001.
An Efficient A* Search Algorithm for Statistical Ma-
chine Translation, Proceedings of the ACL Work-
shop on Data-Driven methods in Machine Transla-
tion 14(Toulouse, France): 1-8.

281

Ye-Yi Wang, Alex Waibel. 2002. Decoding Algo-
rithm in Statistical Machine Translation, Proceed-
ings of the 35th Annual Meeting of the Association
for Computational Linguistics and Eighth Confer-
ence of the European Chapter of the Association for
Computational Linguistics: 366-372.

Yu Shiwen, Zhu Xuefeng, Wang Hui. 2001. New
Progress of the Grammatical Knowledge-base of
Contemporary Chinese, ~ZHONGWEN XINXI
XUEBAO, 2001 Vol. 01.

John Lafferty, A.Mccallum, F.Pereira. 2001. Condi-
tional Random Field: Probabilitic Models for Seg-
menting and Labeling Sequence Data., Proceedings
of the Eighteenth International Conference on Ma-
chine Learning: 282-289.

Hai Zhao, Changning Huang, Mu Li. 2006. An
Improved Chinese Word Segmentation System with
Conditional Random Field, Proceedings of the Fifth
SIGHAN Workshop on Chinese Language Process-
ing (SIGHAN-5)(Sydney, Australia):162-165.



Combining Character-Based and Subsequence-Based
Tagging for Chinese Word Segmentation

Jiangde Yu, Chuan Gu, Wenying Ge
School of Computer and Information Engineering, Anyang Normal Univer-
sity, Anyang 455002, China

jJi1angde_yu@tom.com, {Jkx-20,ligepw}@163.com

Abstract

Chinese word segmentation is the initial
step for Chinese information processing.
The performance of Chinese word seg-
mentation has been greatly improved by
character-based approaches in recent
years. This approach treats Chinese
word segmentation as a character-word-
position-tagging problem. With the help
of powerful sequence tagging model,
character-based method quickly rose as
a mainstream technique in this field.
This paper presents our segmentation
system for evaluation of CIPS-SIGHAN
2010 in which method combining char-
acter-based and subsequence-based tag-
ging is applied and conditional random
fields (CRFs) is taken as sequence tag-
ging model. We evaluated our system in
closed and open tracks on four corpuses,
namely Literary, Computer science,
Medicine and Finance, and reported our
evaluation results.

1 Introduction

In Chinese information processing, word is the
minimum unit to be used independently and
meaningfully. But, Chinese sentences are writ-
ten as string of characters without clear delimit-
ers. Therefore, the first step in Chinese informa-
tion processing is to identify the sequence of
words in a sentence, namely Chinese word seg-
mentation. It’s the foundation of syntax analysis,
semantic analysis and discourse comprehension,
and also the important section of machine trans-
lation, question answering, information retrieval
and information extraction(Jiang Wei, et al.,
2007; Liu Qun, et al., 2004).
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The research of Chinese word segmentation
has been advancing rapidly and has gained
many exciting achievements in  recent
years(Huang Changning, Zhao Hai. 2007; Song
Yan, et al., 2009), especially after the First In-
ternational Chinese Word Segmentation Bake-
off held in 2003. In this field, character-based
tagging attracts more eyes and almost all excel-
lent systems in evaluations has adopted this
technology thought(Huang Changning, Zhao
Hai. 2007; Zhao Hai, Jie Chunyu. 2007). In
2002, Xue presented the first paper about char-
acter-based tagging on the 1% international
workshop of special interest group on Chinese
language processing, SIGHAN. He segmented
Chinese words with four character tags: LL, RR,
MM and LR, depending on its position within a
word using a maximum entropy tagger(Xue N
W, Converse S P. 2002). Huang et al. imple-
mented character-based segmentation system
with conditional random fields, six word-
position tags: B, B2, B3, M, E, S, and TMPT-6
and achieved very excellent results(Huang
Changning, Zhao Hai. 2006; Huang Changning,
Zhao Hai. 2007). On this base, Zhao hai pre-
sented an effective subsequence-based tagging
for Chinese word segmentation(Zhao Hai, Jie
Chunyu. 2007). All these references considered
Chinese segmentation as character or subse-
guence tagging problem and implemented with
statistical language models.

The evaluation for Chinese word segmenta-
tion in CIPS-SIGHAN 2010 has two subtasks:
word segmentation for simplified Chinese text
and for traditional Chinese text. The simplified
Chinese corpuses are offered by Institute of
Computing Technology(ICT) and Peking Uni-
versity(PKU), and the traditional Chinese cor-
puses are offered City University of Hong
Kong(CityU). The corpuses involved four do-
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mains: literary, computer science, medicine and
finance. Considering plenty of abbreviations,
numeric and other non-Chinese strings, our
segmentation system adopted a method combin-
ing character-based and subsequence-based tag-

ging, and took CRFs as sequence tagging model.

CREFs is a kind of conditional probability model
for sequence tagging presented by Lafferty et al.
in 2001(Lafferty J, et al., 2001). In our experi-
ment, the CRF++0.53 toolkit® is used. CRF++
is a simple, customizable, and open source im-
plementation of CRFs for segmenting sequential
data. This paper described our system partici-
pating CIPS-SIGHAN 2010 and presented our
word-position tag set and feature template set
and their change in open tracks. Finally, we re-
port the results of our evaluation.

2 Combining character-based and subse-
guence-based tagging for Chinese word
segmentation

In character-based tagging approach to Chinese
word segmentation, it tags the word-position of
non-Chinese characters, such as punctuation,
letter words and numeric, just like what to do
with Chinese characters. This method works
well when there is a small quantity of these
characters. But plenty of these characters will
cut down the segmentation performance,
especially some abbreviation and programming
statement in computer science domain.
Considering this, we used a method combining
character-based and subsequence-based tagging
that is to take an English word or programming
statement as a subsequence to tag its word-
position. The correct tag for one-character word
is S.

2.1  Word-position tag set

In the closed track of traditional Chinese and
simplified Chinese, four word-position tag set is
used: B (Beginning of word), M(Middle of
word), E(End of word) and S(one-character
word). The tag set is also used in open tracks of
traditional Chinese. And we used six word-
position tag set for open tracks of simplified
Chinese: B(Beginning of word), B2(2nd
character of word), B3(3rd character of word)

! Download from this website:
http://crfpp.sourceforge.net/
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M(Middle of word), E(End of word) and S(one-
character word).

2.2  Feature templates

To define the relationship of some specific
language components or information in context
and some being forecasted things is the main
function of feature template. It is generally
considered that feature template is abstracted
from a group of context features on same
attributes.

In CRF++0.53 toolkit, there are two kind of
templates: Unigram template and Bigram tem-
plate. In word-position tagging Chinese seg-
mentation, available features are rather limited.
The main feature needed to take into account is
character feature, which includes current char-
acter, previous and next character. Jiang, Wang
and Guan (2007) abstracted the character fea-
tures into six templates according different dis-
tances from current character. They are Uni-
gram templates. The type and meaning of these
templates are presented in table 1. When train-
ing with CRFs model, these templates will be
extended to thousands of features and every fea-
ture has a group of corresponding feature func-
tions. All these functions are very important to
CRFs model learning. Seen from table 1, Bi-
gram feature has only one template: T3 To which
describes the word-position transfer feature of
two adjacent characters or subsequences. This
feature extends limited features in training.
Take four-WORD-POSITION-tag for instance,
it can be extended into sixteen features. In our
tracks, open or closed one, the seven templates
in table 1: C.;, Cy, Cy, C.1Co, CoCyq, C1Cyq, T4To
are used.

Table 1 List of feature templates

Type of .
template Meaning of template
template
C previous character
G current character
G next character
o String of current character and
Unigram " previous one
String of current character and
CoCI
next one
String of previous and next
.G
character
. Word-position transfer feature
Bigram vy

of two adjacent character




3 Experiments and results

3.1 Dataset

Our training and test corpuses are gained from
evaluation conference. The training and test
corpuses of simplified Chinese are offered by
ICT and PKU, while traditional Chinese by

CityU. These corpuses involved in four domains:

literary(A), computer science(B), medicine(C),
finance(D). In addition, we also use the
CityU2005 training corpuses which gained from
the Bakeoff2005 for open track.

3.2 Evaluation metrics

Five evaluation metrics: precision(P), recall(R),
f-measue(F1), out-of-vocabulary words recall
rate (OOV RR) and In-vocabulary words recall
rate (IV RR) are used in our evaluation experi-
ments.

3.3 Experiments and results

We adopted combining character-based and
subsequence-based tagging for Chinese word
segmentation, and conducted closed track ex-
periments on these corpuses. Four word-
position tag set(B, M, E, S) and seven tem-
pIates(C_l, C()’ C]_’ C_]_CO’ CoCl, C_;LC]_] T_lTO) are
adopted in closed tracks of simplified and tradi-
tional Chinese. Our results of the closed tracks
are described in Table 2.

In our open tracks of simplified Chinese, we
used six word-position tag set: B, B2, B3, M, E,
S and seven templates same with closed tracks.
Tag set and templates used in open tracks of
traditional Chinese are same with closed tracks,
too. In open tracks of traditional Chinese, we
trained the combination of CityU2005 and cor-
pus from this conference with CRFs model. The
results of open tracks are shown in Table 3.

Talbe 2 Our results of closed tracks

corpuses domains R P F1 OOV RR IVRR

Literature(A) 0.908 0.918 0.913 0.556 0.935

simolified Computer science(B) 0.89 0.908 0.899 0.592 0.943

P Medicine(C) 0.902 0.907 0.904 0.633 0.935

Finance(D) 0.925 0.938 0.931 0.664 0.95

Literature(A) 0.888 0.905 0.896 0.728 0.904

. Computer(B) 0.908 0.931 0.919 0.684 0.931
traditional o

Medicine(C) 0.905 0.924 0.914 0.725 0.919

Finance(D) 0.891 0.912 0.901 0.676 0.907

Table 3 Our results of open tracks

corpuses domains R P F1 OOV RR IVRR

Literature(A) 0.908 0.916 0.912 0.535 0.936

L Computer science(B) 0.893 0.908 0.9 0.607 0.944
simplified o

Medicine(C) 0.904 0.906 0.905 0.635 0.937

Finance(D) 0.925 0.937 0.931 0.669 0.95

Literature(A) 0.905 0.9 0.902 0.775 0.918

- Computer(B) 0.911 0.924 0.918 0.698 0.933
traditional o

Medicine(C) 0.903 0.903 0.903 0.729 0.917

Finance(D) 0.903 0.916 0.91 0.721 0.916

4 Conclusion

As a fundamental task in Chinese information
processing, Chinese segmentation gained more
eyes in recent years and character-based tag-
ging becomes the main segmentation technol-
ogy. This paper describes our Chinese word
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segmentation system for CIPS-SIGHAN 2010.
Then we present our word-position tag set and
feature templates used in closed tracks and
change of these parameters in open tracks. Fi-
nally, we report the results of the evaluation.
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Abstract

The paper introduced the task designing
ideas, data preparation methods, evalua-
tion metrics and results of the second
Chinese syntactic parsing evaluation
(CIPS-Bakeoff-ParsEval-2010)  jointed
with SIGHAN Bakeoff tasks.

1 Introduction

Syntactic parsing is an important technique in
the research area of natural language processing.
The evaluation-driven methodology is a good
way to spur the its development. Two main parts
of the method are a benchmark database and
several well-designed evaluation metrics. Its fea-
sibility has been proven in the English language.

After the release of the Penn Treebank (PTB)
(Marcus et al., 1993) and the PARSEVAL me-
trics (Black et al., 1991), some new corpus-
based syntactic parsing techniques were ex-
plored in the English language. Based on them,
many state-of-art English parser were built, in-
cluding the well-known Collins parser (Collins,
2003), Charniak parser (Charniak and Johnson,
2005) and Berkeley parser (Petrov and Klein,
2007). By automatically transforming the consti-
tuent structure trees annotated in PTB to other
linguistic formalisms, such as dependency
grammar, and combinatory categorical grammar
(Hockenmaier and Steedman, 2007), many syn-
tactic parser other than the CFG formalism were
also developed. These include Malt Parser (Ni-
vre et al., 2007), MSTParser (McDonald et al.,
2005), Stanford Parser (Klein and Manning,

2003) and C&C Parser (Clark and Curran, 2007).

Based on the Penn Chinese Treebank (CTB)
(Xue et al., 2002) developed on the similar anno-
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tation scheme of PTB, these parsing techniques
were also transferred to the Chinese language.
(Levy and Manning, 2003) explored the feasibil-
ity of applying lexicalized PCFG in Chinese. (Li
et al., 2010) proposed a joint syntactic and se-
mantic model for parsing Chinese. But till now,
there is not a good Chinese parser whose per-
formance can approach the state-of-art English
parser. It is still an open challenge for parsing
Chinese sentences due to some special characte-
ristics of the Chinese language. We need to find
a suitable benchmark database and evaluation
metrics for the Chinese language.

Last year, we organized the first Chinese syn-
tactic parsing evaluation --- CIPS-ParsEval-2009
(Zhou and Zhu, 2009). Five Chinese parsing
tasks were designed as follows:

Task 1: Part-of-speech (POS) tagging;
Task 2: Base chunk (BC) parsing

Task 3: Functional chunk (FC) parsing
Task 4: Event description clause (EDC)
recognition

® Task 5: Constituent parsing in EDCs

They cover different levels of Chinese syntac-
tic parsing, including POS tagging (Task 1),
shallow parsing (Task 2 & 3), complex sentence
splitting (Task 4) and constituent tree parsing
(Task 5). The news and academic articles anno-
tated in the Tsinghua Chinese Treebank (TCT
verl.0) were used to build different gold-
standard da