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1 Introduction

The classic supervised machine learning paradigm
is based on learning in isolation, a single predic-
tive model for a task using a single dataset. This
approach requires a large number of training ex-
amples and performs best for well-defined and
narrow tasks. Transfer learning refers to a set of
methods that extend this approach by leveraging
data from additional domains or tasks to train a
model with better generalization properties.

Over the last two years, the field of Natural Lan-
guage Processing (NLP) has witnessed the emer-
gence of several transfer learning methods and ar-
chitectures which significantly improved upon the
state-of-the-art on a wide range of NLP tasks (Pe-
ters et al., 2018a; Howard and Ruder, 2018; Rad-
ford et al., 2018; Devlin et al., 2018).

These improvements together with the wide
availability and ease of integration of these meth-
ods are reminiscent of the factors that led to the
success of pretrained word embeddings (Mikolov
et al., 2013) and ImageNet pretraining in computer
vision, and indicate that these methods will likely
become a common tool in the NLP landscape as
well as an important research direction.

We will present an overview of modern trans-
fer learning methods in NLP, how models are pre-
trained, what information the representations they
learn capture, and review examples and case stud-
ies on how these models can be integrated and
adapted in downstream NLP tasks.

2 Description

The tutorial will start with a broad overview of
transfer learning methods following Pan and Yang
(2010). As part of this overview, we will also
highlight connections to other related and promis-
ing directions of research such as meta-learning
(Gu et al., 2018), multilingual transfer learning,

and continual learning (Lopez-Paz and Ranzato,
2017).

We will then focus on the current most promis-
ing area, sequential transfer learning where tasks
are learned in sequence. Sequential transfer learn-
ing consists of two stages: a pretraining phase
in which general representations are learned on a
source task or domain followed by an adaptation
phase during which the learned knowledge is ap-
plied to a target task or domain.

Our discussion of the pretraining stage will re-
view the main forms of pretraining methods com-
monly used today. We will try to provide atten-
dants with an overview of what type of informa-
tion these pretraining schemes are capturing and
how pretraining schemes are devised.

In particular, we will review unsupervised ap-
proaches which aim to model the dataset itself,
briefly presenting non-neural approaches (Deer-
wester et al., 1990; Brown et al., 1993; Blei et al.,
2003) before detailing deep neural network ap-
proaches like auto-encoding/skip-thoughts models
(Dai and Le, 2015; Kiros et al., 2015; Hill et al.,
2016; Logeswaran and Lee, 2018) and the cur-
rent trend of language model-based approaches
(Dai and Le, 2015; Peters et al., 2018a; Howard
and Ruder, 2018; Radford et al., 2018; Devlin
et al., 2018). We will then describe supervised
approaches which make use of large annotated
datasets (Zoph et al., 2016; Yang et al., 2017; Wi-
eting et al., 2016; Conneau et al., 2017; McCann
et al., 2017) before turning to distant supervision
approaches which use heuristics to automatically
label datasets (Mintz et al., 2009; Severyn and
Moschitti, 2015; Felbo et al., 2017; Yang et al.,
2017).

Our review of distant supervision approaches
will aim to provide attendants with a sense of how
they can design heuristics that can automatically
provide supervision in their own applications. Last
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but not least, we will highlight the use of multi-
task learning for pretraining (Subramanian et al.,
2018; Cer et al., 2018; Devlin et al., 2018).

This review of pretraining approaches will pro-
vide recommendations and discuss trade-offs of
pretraining tasks based on our own experiments
and recent studies (Zhang and Bowman, 2018;
Anonymous, 2019).

We will then shed some light on what the
learned representations can and cannot capture
based on recent studies (Conneau et al., 2018; Pe-
ters et al., 2018b). We will discuss trade-offs be-
tween different modelling architectures and high-
light the capabilities and deficiencies of individual
models.

In the second part of the tutorial, we will fo-
cus on the second phase of sequential training, the
adaptation phase as well as downstream applica-
tions. The adaptation phase involves a growing
panel of methods:

Architecture modifications can range from a
few additional embeddings to additional layers on
top of the pre-trained to the insertion of interven-
ing layers or modules inside the pre-trained model.

Optimization schedules for the adaptation
phase can involve fine-tuning a varying portion of
the pre-trained model (Long et al., 2015; Felbo
et al., 2017; Howard and Ruder, 2018) with
specifically designed regularization (Wiese et al.,
2017; Kirkpatrick et al., 2017) or even fine-tuning
in sequence a model on a series of datasets using
several training objectives. We will summarize
current trends in adapting pre-trained model to
target tasks while highlighting best practices when
they can be identified.

We will then focus on a selection of downstream
applications such as classification (Howard and
Ruder, 2018), natural language generation, struc-
tured prediction (Swayamdipta et al., 2018) or
other classification tasks (Peters et al., 2018a; De-
vlin et al., 2018). This part will comprise hands-
on examples designed around representative tasks
and typical transfer learning schemes as detailed
before. We will aim to demonstrate through prac-
tical examples how NLP researchers and practi-
tioners can adapt these models to their own appli-
cations and provide them with a set of guidelines
for practical usage.

Finally, we will present open problems, chal-
lenges, and directions in transfer learning for NLP.

3 Outline

This tutorial will be 3 hours long.

1. Introduction (15 minutes long): This sec-
tion will introduce the theme of the tutorial:
how transfer learning is used in current NLP.
It will position sequential transfer learning
among different transfer learning areas.

2. Pretraining (35 minutes): We will discuss
unsupervised, supervised, and distantly su-
pervised pretraining methods. As part of the
unsupervised methods, we will also highlight
seminal NLP approaches, such as LSA and
Brown clusters.

3. What do the representations capture (20
minutes): Before discussing how the pre-
trained representations can be used in down-
stream tasks, we will discuss ways to analyze
the representations and what properties they
have been observed to capture.

4. Break (20 minutes)

5. Adaptation (30 minutes): In this section, we
will present several ways to adapt these repre-
sentations, feature extraction and fine-tuning.
We will discuss practical considerations such
as learning rate schedules, architecture mod-
ifications, etc.

6. Down-stream applications (40 minutes): In
this section, we will highlight how pretrained
representations have been used in different
downstream tasks, such as text classifica-
tion, natural language generation, structured
prediction, among others. We will present
hands-on examples and discuss best practices
for each category of tasks.

7. Open problems and directions (20 min-
utes): In this final section, we will provide
an outlook into the future. We will highlight
both open problems and point to future re-
search directions.

4 Prerequisites

• Machine Learning: Basic knowledge of com-
mon recent neural network architectures like
RNN, CNN, and Transformers.
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• Computational linguistics: Familiarity with
standard NLP tasks such as text classifica-
tion, natural language generation, and struc-
tured prediction.

5 Tutorial instructor information

Sebastian Ruder Sebastian Ruder is a research
scientist at DeepMind. His research focuses on
transfer learning in NLP. He has published widely
read reviews of related areas, such as multi-task
learning and cross-lingual word embeddings and
co-organized the NLP Session at the Deep Learn-
ing Indaba 2018.

Matthew Peters Matthew Peters is a research
scientist at AI2 focusing on large scale represen-
tation learning for NLP.

Swabha Swayamdipta Swabha Swayamdipta
is a PhD student at the Language Technologies In-
stitute at Carnegie Mellon University (currently a
visiting student at University of Washington). Her
primary research interests are developing efficient
algorithms for structured prediction, with a focus
on incorporating inductive biases from syntactic
sources.

Thomas Wolf Thomas Wolf leads the Science
Team at Huggingface, a Brooklyn-based startup
working on open-domain dialog. He has open-
sourced several widely used libraries for co-
reference resolution and transfer learning models
in NLP and maintains a blog with practical tips
for training large-scale transfer-learning and meta-
learning models. His primary research interest is
Natural Language Generation.

6 Audience size estimate

Due to the broad appeal and relevancy of the con-
tent of our tutorial, we expect a large audience,
around 200 people.
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