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Introduction

With billions of individual pages on the web providing information on almost every conceivable topic,
we should have the ability to collect facts that answer almost every conceivable question. However,
only a small fraction of this information is contained in structured sources (Wikidata, Freebase, etc.) –
we are therefore limited by our ability to transform free-form text to structured knowledge. There is,
however, another problem that has become the focus of a lot of recent research and media coverage:
false information coming from unreliable sources.

In an effort to jointly address both problems, herein we proposed this workshop to promote research in
joint Fact Extraction and VERification (FEVER). We aim for FEVER to be a long-term venue for work
in verifiable knowledge extraction.

The Second Workshop on Fact Extraction and VERification is held at EMNLP 2019. It received 25
submissions of which five were system descriptions from teams participating in an adversarial attacks
shared task. 18 papers and talks were accepted. A further 59 teams have participated in the ongoing
FEVER shared task: the updated leaderboard will be presented at the second workshop.
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Aleksander Wawer, Grzegorz Wojdyga and Justyna Sarzyńska-Wawer . . . . . . . . . . . . . . . . . . . . . . . . 7

Neural Multi-Task Learning for Stance Prediction
Wei Fang, Moin Nadeem, Mitra Mohtarami and James Glass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

GEM: Generative Enhanced Model for adversarial attacks
Piotr Niewinski, Maria Pszona and Maria Janicka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Aligning Multilingual Word Embeddings for Cross-Modal Retrieval Task
Alireza Mohammadshahi, Rémi Lebret and Karl Aberer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Unsupervised Natural Question Answering with a Small Model
Martin Andrews and Sam Witteveen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Scalable Knowledge Graph Construction from Text Collections
Ryan Clancy, Ihab F. Ilyas and Jimmy Lin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Relation Extraction among Multiple Entities Using a Dual Pointer Network with a Multi-Head Attention
Mechanism

Seong Sik Park and Harksoo Kim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Question Answering for Fact-Checking
Mayank Jobanputra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Improving Evidence Detection by Leveraging Warrants
Keshav Singh, Paul Reisert, Naoya Inoue, Pride Kavumba and Kentaro Inui . . . . . . . . . . . . . . . . . . 57

Hybrid Models for Aspects Extraction without Labelled Dataset
Wai-Howe Khong, Lay-Ki Soon and Hui-Ngo Goh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Extract and Aggregate: A Novel Domain-Independent Approach to Factual Data Verification
Anton Chernyavskiy and Dmitry Ilvovsky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Interactive Evidence Detection: train state-of-the-art model out-of-domain or simple model interac-
tively?

Chris Stahlhut . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Veritas Annotator: Discovering the Origin of a Rumour
Lucas Azevedo and Mohamed Moustafa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

FEVER Breaker’s Run of Team NbAuzDrLqg
Youngwoo Kim and James Allan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Team DOMLIN: Exploiting Evidence Enhancement for the FEVER Shared Task
Dominik Stammbach and Guenter Neumann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Team GPLSI. Approach for automated fact checking
Aimée Alonso-Reina, Robiert Sepúlveda-Torres, Estela Saquete and Manuel Palomar . . . . . . . . 110

vii





Conference Program

3rd November

0900–0915 Opening Remarks
FEVER Organizers

0915–1000 Invited Talk
Sameer Singh

1000–1030 Research Talks

1000–1015 Fact Checking or Psycholinguistics: How to Distinguish Fake and True Claims?
Aleksander Wawer, Grzegorz Wojdyga and Justyna Sarzyńska-Wawer
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Abstract
We present the results of the second Fact Ex-
traction and VERification (FEVER2.0) Shared
Task. The task challenged participants to both
build systems to verify factoid claims using ev-
idence retrieved from Wikipedia and to gen-
erate adversarial attacks against other partic-
ipant’s systems. The shared task had three
phases: building, breaking and fixing. There
were 8 systems in the builder’s round, three
of which were new qualifying submissions for
this shared task, and 5 adversaries generated
instances designed to induce classification er-
rors and one builder submitted a fixed sys-
tem which had higher FEVER score and re-
silience than their first submission. All but
one newly submitted systems attained FEVER
scores higher than the best performing system
from the first shared task and under adversar-
ial evaluation, all systems exhibited losses in
FEVER score. There was a great variety in
adversarial attack types as well as the tech-
niques used to generate the attacks, In this pa-
per, we present the results of the shared task
and a summary of the systems, highlighting
commonalities and innovations among partici-
pating systems.

1 Introduction

Significant progress for a large number of nat-
ural language processing tasks has been made
through the development of new deep neural mod-
els. Higher scores for shared tasks such as Natu-
ral Language Inference (Bowman et al., 2015) and
Question Answering (Rajpurkar et al., 2016) have
been achieved through models which are becom-
ing increasingly complex. This complexity raises
new challenges: as models become more complex,
it becomes difficult to fully understand and charac-
terize their behaviour. From an NLP perspective,

there has been an ongoing discussion as to what
extent these models understand language (Jia and
Liang, 2017) or to what extent they are exploit-
ing unintentional biases and cues that are present
in the datasets they are trained on (Poliak et al.,
2018; Gururangan et al., 2018). When a model is
evaluated on data outside of the distribution de-
fined (implicitly) by its training dataset, its be-
haviour is likely to be unpredictable; such “blind
spots” can be exposed through adversarial evalu-
ation (Szegedy et al., 2014).

The first Fact Extraction and VERification
(FEVER) shared task (Thorne et al., 2018b) fo-
cused on building systems that predict whether a
textual claim is SUPPORTED or REFUTED given
evidence (see (Thorne et al., 2018a) for a task
description), or NOTENOUGHINFORMATION in
case Wikipedia does not have appropriate evi-
dence to verify it. As automated systems for fact
checking have potentially sensitive applications it
is important to study the vulnerabilities of these
systems, as well as the deficiencies of the datasets
they are trained on. Such vulnerabilities were also
the motivation behind Ettinger et al. (2017)’s NLP
shared task that was inspired by the Build It, Break
It, Fix It competition1.

The second Fact Extraction and VERification
(FEVER2.0) shared task is building on the dataset
of the first FEVER shared task, but adopted the
setup of build-it, break-it, fix-it where builders
submitted systems based on the original FEVER
dataset and task definition; breakers generated ad-
versarial examples targeting the systems built in
the first stage; and finally, fixers implemented so-
lutions to remedy the attacks from the second

1https://builditbreakit.org
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stage.
In this paper, we present a short description of

the task and dataset, present a summary of the sub-
missions and the leader board, and highlight future
research directions.

2 Task Description

2.1 Task Phases

In what follows we describe the three phases of
FEVER2.0 in more detail:

Build-It In the first phase of the shared task,
“builders” constructed fact verification sys-
tems that were trained using the FEVER
dataset released in Thorne et al. (2018a). Par-
ticipants were required to submit docker im-
ages of systems which implemented a com-
mon web API that would facilitate interac-
tive development of attacks through a sand-
box which was hosted for the duration of the
shared task.

The top 4 submission from the first shared
task were submitted as baseline systems
for this shared task: UNC (Nie et al.,
2019), UCLMR (Yoneda et al., 2018),
Athene (Hanselowski et al., 2018) and Papelo
(Malon, 2018).

Break-It In the second phase, “breakers”, were
tasked with generating adversarial examples
that induce classification errors for the exist-
ing systems. Breakers submitted a dataset
of up to 1000 instances with equal number
of instances for each of the three classes
(SUPPORT, REFUTE and NOTENOUGHIN-
FORMATION); half of which were released
to fixers and half of which were retained
as a blind test set. We considered only
novel claims (i.e. not contained in the orig-
inal FEVER dataset) as valid entries to the
shared task. All of the claims in this submis-
sion were annotated were annotated by the
shared task organizers for quality assurance
and to measure correctness.

To aid with preparing their submission of
1000 instances, the organizers hosted a web-
based sandbox. Breakers had access to 8 sys-
tems (4 top systems from the first FEVER
shared task (Thorne et al., 2018b), the base-
line from (Thorne et al., 2018a) and 3 new
qualifying submissions from the ‘Build-It‘

phase) that were hosted by the shared task or-
ganisers. Participants could experiment with
attacks by submitting small samples of 50 in-
stances for scoring twice a day via a shared
task portal which returned FEVER scores of
all the hosted systems.

Fix-It Using the adversarial examples, the origi-
nal builders or teams of dedicated “fixers” in-
corporate the data generated from the “break-
it” phase to improve the system classification
performance and resilience to adversarial at-
tack.

2.2 Scoring Method

The submissions were scored using ‘potency’ and
‘resilience’ (Thorne et al., 2019) that compute a
weighted average of FEVER scores: accounting
for the correctness of adversarial instances.

Potency Intuitively, better adversarial instances
induce more classification errors, resulting in
a lower FEVER score of the systems they
are evaluated on. We measure the effective-
ness of breakers’ adversarial instances (a)
on a builder’s system (s) through the aver-
age reduction in FEVER score (from a per-
fect system) on the set of predictions made
by the system Ŷs,a. The score is weighted
by the correctness rate ca of the adversar-
ial instances. Instances are correct if they
are grammatical, appropriately labeled and
meet the annotation guidelines requirements
described by Thorne et al. (2018a).

Potency(a) def
= ca

1

|S|
∑

s∈S

(
1− f(Ŷs,a, Ya)

)

Resilience A system that is resilient will have
fewer errors induced by the adversarial in-
stances, reflected in higher scores at evalua-
tion. We wish to penalize systems for making
mistakes on instances from adversaries with
higher correctness rate. We define resilience
of a system s as the weighted average FEVER
score, weighted by the correctness rate for
each adversary, a ∈ A:

Resilience(s) def
=

∑
a∈A ca × f(Ŷs,a, Ya)∑

a∈A ca
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For the ‘build-it’ phase, we report both FEVER
score of the system over the FEVER shared task
test set (Thorne et al., 2018a) and the resilience
of the system over the FEVER2.0 test set that
comprises adversarial instances submitted by the
breakers. For the ‘break-it’ phase, we report the
potency of attack over all systems and the cor-
rectness rate. For the ‘fix-it’ phase, we report the
score delta compared to the system submitted in
the ‘build-it’ phase.

3 Participants and Results

System Resilience
(%)

FEVER
Score (%)

Papelo 37.31 57.36
UCLMR 35.83 62.52
DOMLIN 35.82 68.46
CUNLP 32.92 67.08
UNC 30.47 64.21
Athene 25.35 61.58
GPLSI 19.63 58.07
Baseline 11.06 27.45

Table 1: Results from the FEVER2.0 Builder phase.
Italicised systems are from the original FEVER shared
task – submitted as reference systems for FEVER2.0.

System Correct
Rate (%)

Potency
(%)

TMLab 84.81 66.83
CUNLP 81.44 55.79
NbAuzDrLqg 64.71 51.54
Rule-based Baseline 82.33 49.68
Papelo* 91.00 64.79

Table 2: Results from the FEVER2.0 Breaker phase.
*Papelo’s submission contained only NOTENOUGH-
INFO claims which did not qualify for the shared task.
Its potency is reported, but is not included in the calcu-
lations for resilience of the systems.

System FEVER Score (%) Resilience (%)

CUNLP 68.80 (+1.72) 36.61 (+3.69)

Table 3: Results from the FEVER2.0 Fixer phase.

3.1 Builders Phase

Team DOMLIN (Stammbach and Neumann,
2019) used the document retrieval module of
Hanselowski et al. (2018) and a BERT model for
two-staged sentence selection based on the work
by (Nie et al., 2019). They also use a BERT-based
model for the NLI stage.

The CUNLP team (Hidey et al.) used a combi-
nation of Google search and TF-IDF for document
retrieval and a pointer network using features from
BERT and trained with reinforcement learning.

Finally, team GPLSI (Alonso-Reina et al.,
2019) kept Hanselowski et al. (2018)’s document
retrieval and NLI modules. For the sentence selec-
tion they converted both the claims and candidate
evidence sentence into OpenIE-style triples using
the extractor from Estevez-Velarde et al. (2018)
and compared their semantic similarity.

3.2 Breakers Phase

The TMLab (Niewinski et al., 2019) adversarial
claims were generated with Generative Enhanced
Model (GEM). GEM is a modified and fine-tuned
GPT-2 language model fed with text sampled from
two hyperlinked Wikipedia pages and additional
keyword input. Claims were labeled by annotators
and the evidence sentences were manually added.
In addition, the team manually generated claims
with SUPPORTS labels to ensure class balance in
their submission.

One of the shortcomings of the original FEVER
dataset was the lack of complex claims that would
require multi-hop inference or temporal reason-
ing and the CUNLP team designed their adver-
sarial attacks along these principles (Hidey et al.).
They produce multi-hop reasoning claims by aug-
menting existing claims with conjunctions or rel-
ative clauses sourced from linked Wikipedia arti-
cles. For temporal reasoning adversarial examples
they use hand-written rules to manipulate claims
containing dates, for example changing “in 2001”
to “4 years before 2005” or “between 1999 and
2003”. Finally, they create noisy versions of ex-
isting claims by using entities that have a disam-
biguation page in Wikipedia and by using the lex-
ical substitution method of Alzantot et al. (2018).

Team NbAuzDrLqg (Kim and Allan, 2019) sub-
mitted mostly manually created adversarial claims
targeting the retrieval as well as the NLI compo-
nents of FEVER systems. For the retrieval attacks,
the team created claims that didn’t contain enti-
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Breaker Attack FEVER Score (%) Label Accuracy (%) n

CUNLP

Multi-Hop Reasoning 31.54 ± 13.19 51.64 ± 7.18 130
Multi-Hop Temporal Reasoning 8.33 ± 2.08 24.48 ± 16.98 24
Date Manipulation 27.53 ± 6.07 34.18 ± 4.50 94
Word Replacement 28.87 ± 6.79 29.08 ± 9.28 71
Conjunction 38.25 ± 18.01 42.50 ± 15.93 50
Phrasal Additions 55.63 ± 13.16 55.63 ± 20.22 20

NbAuzDrLqg
NotEnoughInfo 76.39 ± 34.33 76.39 ± 34.33 18
SubsetNum 0.00 ± 0.00 16.12 ± 17.08 38

TMLab
AI Generated 38.07 ± 13.29 40.63 ± 11.04 44
Paraphrase 0.00 ± 0.0 43.06 ± 19.59 9

Table 4: Breakdown of attack type for each breaker and average FEVER scores and Label accuracy for the 8
systems used in the shared task. n = total number of instances of this class

ties that could be used as query terms for evidence
documents/sentences. To target the NLI compo-
nent, the team created attacks based on arithmetic
operations, logical inconsistencies, and vague or
hedged statement. Some of these attack types
failed to meet the guidelines of the shared task and
were not marked as correct instances by annota-
tors: these have been excluded from the analysis
in Section 4, Table 4.

Finally, team Papelo submitted only NOTE-
NOUGHINFO claims and therefore did not meet
the requirements of submitting a balanced dataset.
While the potency results for this method are re-
ported, it does not qualify for the shared task and
this attack is not used in computation of system
resilience.

The rule-based baseline system is a version of
the adversary described in Thorne et al. (2019)
where string transformations are applied to claims
to generate new instances. The rules were
manually constructed regular expression patterns
that match common patterns of claims in the
dataset and perform both label-altering and label-
preserving changes.

3.3 Fixers Phase

The only submission to this phase was from the
CUNLP team (Hidey et al.). Based on their own
attacks during the Breakers phase they sought
to make improvements in multi-hop retrieval and
temporal reasoning. To improve multi-hop re-
trieval, they introduce an additional document
pointer network trained with the top 4 layers of
a fine-tuned BERT Wikipedia title-to-document
classifier as input features. They also improve sen-

tence selection by modeling the sequence of rela-
tions at each time step through training a network
to predict a sequence pointers to sentences in the
evidence. For temporal reasoning they employ a
set of arithmetic rules on top of predicate argu-
ments extracted with an OpenIE system. As seen
in Table 3 they improve their system’s FEVER
score, but more importantly they increase its re-
silience by 3.69%.

4 Analysis

In the ‘break-it’ phase of the competition, break-
ers submitted adversarial instances that were de-
signed to induce classification errors in fact verifi-
cation systems. The shared task solicited meta-
data with each instance that described how the
attack was generated. In Table 4 we report the
FEVER score and accuracy of the systems for each
of the breaker’s attack types. We report only in-
stances that were annotated as ‘correct’ and attack
types with more than 5 instances.

There were two attack types which had a
FEVER score of 0: the Paraphrase attack from
TMLab and the SubsetNum attack from NbAuz-
DrLqg. While some systems returned the correct
label, no system had the combination of the correct
label and evidence. The Multi-Hop and Multi-Hop
Temporal Reasoning attacks from CUNLP also in-
duced a high number of errors in the systems.

The SubsetNum attack from NbAuzDrLqg was
a template-based attack which required transitive
reasoning with respect to the area and size of ge-
ographic regions. The Multi-Hop claims from
CUNLP were manually generated to require infer-
ence that combines evidence from multiple enti-

4



ties. Both these types of attacks highlight limita-
tions of systems when performing inductive rea-
soning and composition of knowledge.

The TMLab paraphrase attack strategy was
to re-write sentences from Wikipedia articles in
terms borrowed from different texts (not included
in evidence set) to mislead the systems. This high-
lighted a limitation of all systems as while cor-
rect labels were being applied, correct evidence
was not identified in any of these cases. This
attack had a higher potency than TMLab’s other
automated submission, ‘AI Generated’, which
generated claim text from the Generative En-
hanced Model (GEM). Similar to CUNLP, cor-
rectly classifying these claims requires composi-
tional knowledge and reasoning with information
from multiple Wikipedia pages.

5 Conclusions

The second Fact Extraction and VERification
shared task received three qualifying submissions
for the builder round and three qualifying submis-
sions for the breaker round and one fixer submis-
sion. All of the breakers submitted adversarial in-
stances that were more potent than the rule-based
baseline presented in Thorne et al. (2019). In this
paper we summarized the approaches, identifying
commonalities and features that could be further
explored.

Future work will continue to address limitations
in human-annotated evidence and explore other
ways in which systems can be made more robust
in predicting the veracity of information extracted
from real-world untrusted sources.
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Abstract

The goal of our paper is to compare psycholin-
guistic text features with fact checking ap-
proaches to distinguish lies from true state-
ments. We examine both methods using data
from a large ongoing study on deception and
deception detection covering a mixture of fac-
tual and opinionated topics that polarize pub-
lic opinion. We conclude that fact checking
approaches based on Wikipedia are too lim-
ited for this task, as only a few percent of sen-
tences from our study has enough evidence to
become supported or refuted. Psycholinguis-
tic features turn out to outperform both fact
checking and human baselines, but the accu-
racy is not high. Overall, it appears that decep-
tion detection applicable to less-than-obvious
topics is a difficult task and a problem to be
solved.

1 Introduction

Is deception detection more about writing style
than verification of veracity against a database
of credible information? Our paper attempts to
answer this question by comparing approaches
based on psycholinguistics with state-of-the-art
fact checking systems.

In the case of the first method, the informa-
tion is based on measuring psycholinguistic di-
mensions of language such as sentiment and emo-
tional vocabulary, abstract or concrete character
of utterances, analytical thinking, cognitive pro-
cesses and so on. Using this type of features may
lead to possibly more universal character of decep-
tion detection. According to Newman (Newman
et al., 2003), the language of deception is linked
to several psycholinguistic characteristics such as
higher levels of abstraction. Psycholinguistic fea-
tures were successful in the detection of falsified
reviews (Ott et al., 2011) or prisoners lies (Bond
and Lee, 2005). This method is universal and sim-

ple as no additional resources or references are
necessary.

The second type of methods, namely fact check-
ing systems, verify information using evidence
from some credible source such as Wikipedia.
Given a factual claim involving one or more en-
tities (resolvable to Wikipedia pages), the system
of this type must extract textual evidence (sets of
sentences from Wikipedia pages) that support or
refute the claim. Using this evidence, label the
claim as supported, refuted (given the evidence) or
not enough info if there isn’t sufficient evidence.
A number of systems of this type participated in
Fever shared task (Thorne et al., 2018a).

2 Dataset

We analyzed 408 statements from 204 subjects
who participated in a study of deception and de-
ception detection conducted in the Institute of Psy-
chology, Polish Academy of Sciences. Each sub-
ject was first asked to complete a short question-
naire. Based on its results we determined which
two out of 12 debatable topics (eg. the right to
abortion, attitudes towards immigrants, the best
polish footballer, vegetarianism) the respondent
has a clearly defined position on. Next they were
asked to generate four statements. Two of them
(which focus on one topic) were expressed in
face-to-face communication and recorded while
the other two were written on a web form (com-
puter mediated communication). One statement
on particular topic always represents the subject’s
real position while the other presents an oppos-
ing viewpoint. Subjects were also asked several
standardized questions while giving statements so
that each one contains the same elements: their
stance, arguments for that position, and the sub-
ject’s personal experience. The type of the state-
ment (TRUE or LIE) as well as its form (writ-
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ten or oral) were counterbalanced. In this pa-
per only written statements were analyzed. The
statements were first translated into English using
Google Translate. After that we checked the qual-
ity of translations and manually corrected a few of
them.

3 Psycholinguistic Analysis

In order to obtain psycholingusitic descriptions of
each utterance we applied the General Inquirer
(Stone et al., 1966) – a tool for text content anal-
ysis which provides a wide range of categories.
It helps to characterize text by defining words
in terms of sentiment, intensity, varying social
and cognitive contexts. Word categories were
collected from four different sources: the Har-
vard IV-4 dictionary and the Lasswell value dic-
tionary (Lasswell and Namenwirth, 1969), sev-
eral categories were constructed based on work
of Semin and Fiedler on social cognition and lan-
guage (Semin and Fiedler, 1988), finally, marker
categories were adapted from Kelly and Stone
work on word sense disambiguation (Kelly and
Stone, 1975). The full list of categories along with
their descriptions can be found on the General In-
quirer’s home page1.

4 Fact Checking

For fact checking we used two selected top
performing systems from the Fever competition
(Thorne et al., 2018b). The idea of Fever is to
verify a claim based on the content of Wikipedia.
In consists of three subtasks – firstly, given a
claim, system should choose Wikipedia articles
that might be useful in verifying. Next, the sys-
tem has to pick up to 5 sentences that are crucial
for verification. Finally, the system must decide
whether the selected sentences support the claim,
refute it or don’t provide enough information. La-
bels are same as in SNLI (Bowman et al., 2015)
and MNLI corpora (Williams et al., 2017).

4.1 Augmenting Article Database

We have verified that all the topics (such as abor-
tion, immigrants, football players) were present in
the English Wikipedia available in the Wikipedia
resources for Fever (Thorne et al., 2018a) except
of two that were specific for Polish common dis-
course – the famous Polish fitness trainer and the

1http://www.wjh.harvard.edu/˜inquirer/
homecat.htm

most famous Polish pseudo doctor. Therefore,
we have translated their web pages from Polish
Wikipedia 23 into English and added them to the
resources that Fever systems are searching in. All
the links that were present on their pages were
redirected to their corresponding webpages in En-
glish Wikipedia.

4.2 Domlin

The Domlin system was introduced for Fever 2019
competition 4. To our knowledge, the official ar-
ticle hasn’t been published yet, but this model is
similar to the previously introduced system for
fact checking by the same authors (Stammbach
et al., 2019). For retrieval task it uses the module,
that was introduced by team athene (Hanselowski
et al., 2018) for Fever 2018. It uses Wikipedia li-
brary 5 that wraps the Wikipedia API 6 which finds
articles which title overlaps with the noun phrases
within the claim. For sentence retrieval Domlin
system is using the hierarchical retrieval approach,
which finds the first sentence that is an evidence to
support or refute the claim, and next, using all out-
going links it finds second sentence that might be
part of evidence. For recognizing textual entail-
ment Domlin system fine-tunes BERT language
representation model (Devlin et al., 2019).

claim Since prehistoric times man has
hunted and ate meat,
which allowed him
to survive in those conditions.

label SUPPORTS
evidence Humans have hunted and killed

animals for meat since prehistoric
times.
Meat is animal flesh that
is eaten as food.

Table 1: Example of a correct fact verification by the
Domlin system.

2https://pl.wikipedia.org/wiki/Ewa_
Chodakowska

3https://pl.wikipedia.org/wiki/Jerzy_
Zi%C4%99ba

4https://github.com/
dominiksinsaarland/domlin_fever

5https://github.com/goldsmith/
Wikipedia

6https://www.mediawiki.org/wiki/API:
Main_page
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4.2.1 Analysis of results

More than 95% of results was labelled as ”Not
enough info”. With ”Supports” and ”Refutes” re-
sults we have noticed that system was behaving
correctly only sometimes. It found proper evi-
dences and correctly labelled many claims, e.g.
supported ”Vaccines are the best method to pre-
vent serious infectious diseases.” or ”Meat has
nutritional values, primarily protein.” and re-
futes to ”In addition, knowledge about vaccines is
largely unverified”. The example of properly sup-
ported claim by the Domlin system is in table 1.
Sometimes it made mistakes (like refutes ”Burn-
ing coal is dangerous to health and the environ-
ment.” where evidences did not indicate any of
this). But very often it tried to prove claims that
were impossible to verify such as: ”I will give an
example.”, ”Why?” or ”I have this thesis in sup-
port.”. Example of such an example is in Table 2.

claim I will give an example.
label SUPPORTS

evidence The name example is
reserved by the Internet
Engineering Task Force (IETF)
in RFC 2606 [...] as a domain
name that may not be installed as
a top-level domain in the Domain
of the Internet.
Elliot John Gleave [...]
better known by his stage name
Example is an English rapper
singer songwriter and record
producer signed to Epic
Records and Sony Music.

Table 2: Fact-checking of an unverifiable statement by
the Domlin system.

4.3 UNC

The UNC system was the winner of FEVER
2018 task (Nie et al., 2019). In this system au-
thors introduced Neural Semantic Matching Net-
work (NSMN) which is modified version of ESIM
(Chen et al., 2016). The NSMN is the architecture
of neural network that is used in all three subtasks
(document retrieval, sentence selection and claim
verification). The three homogeneous neural net-
works conduct these tasks using some other fea-
tures such as Pageview frequency and WordNet.

claim Robert Lewandowski is a great
Polish player

label SUPPORTS
evidence Robert Lewandowski [..]

is Polish professional footballer
who plays as a striker
for [...] Bayern Munich.
[...] he moved to top-flight Lech
Poznan, and was the top scorer
in the league
as they won the 2009

Table 3: Example of a correct fact verification by the
UNC system.

4.3.1 Analysis of results
More than 90% of results was labelled as ”Not
enough info”. We have noticed behaviour sim-
ilar to Domlin system – there were some cor-
rectly labelled statements (like ”Vaccinations pro-
tect against diseases by the stimulation of the
man’s immune system”, another example in table
3), some mistakes and many tries of unverifiable
claims (such as ”This is not good”, ”I will not
agree to this”, ”Amen”). Interesting example is
in Table 4 – one could argue whether the evidence
supports the claim, but our insight is that this claim
is not verifiable in the first place.

claim Everyone should have
a choice.

label REFUTES
evidence Most people regard

having choices as a good thing ,
though a severely limited or
artificially restricted choice can
lead to discomfort with choosing
and possibly an unsatisfactory
outcome.

Table 4: Fact-checking of an unverifiable statement by
the UNC system.

4.4 Verifiability

Our examination of fact checking systems re-
vealed that systems try to find evidences to support
or refute claims, that cannot be verified. Sentences
like:”I will give an example.”, ”This is not good.”,
”These values that should be important to every
citizen” are general opinions and cannot be ver-
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ified. They are, however, processed because sys-
tems can find there noun phrases that are present in
the Wikipedia (e.g. ”Example” as English rapper,
”This is not” – the fifth track from their Machine,
”Every” – title in the Baronetage of England). It is
not a flaw – they had specific trainset, so it is natu-
ral that they ”overfit” and they don’t deal perfectly
with new data.

It might, however, point an interesting direction
in evolution of fact-checking systems and tasks. If
a final goal is a real-life application, hence veri-
fying statements or information that appear in a
public discourse, it is crucial to face a problem that
was just presented. Our idea is to include verifia-
bility to the system. There are already important
scientific works on verifiability e.g. (Newell et al.,
2017) and factuality e.g. (Lioma et al., 2016).
Based on these works it is worth to consider a bi-
nary falsifiability criterion – to determine whether
it is possible to prove that given claim is wrong,
hence whether it is possible to verify this claim
in the first place. The term ”falsifiability” is in-
spired by Karl Popper’s scientific epistemology 7.
We believe that sentence can be consider falsifi-
able if and only if it describes facts about real ob-
jects. It is also worth to notice that task on dis-
tinction between opinions and facts was the topic
of SemEval 2019, Task 8A 8. Adding data with
unverifiable statements and adding recognition of
falsifiability as pre-processing might significantly
help fact-checking systems to work in real-life ap-
plications.

5 Results: Psycholinguistics

For each utterance, we used the General Inquirer
in order to compute frequency vectors correspond-
ing to each of 182 categories in the General In-
quirer dictionary. The vectors were then used as an
input to supervised classification algorithms: Lo-
gistic Regression, Support Vector Machines with
radial basis kernel (rbf), and XGBoost (Chen and
Guestrin, 2016). We tested two variants of the fea-
ture space: with scaling (frequency as a percent-
age of a given category of words in all words) and
raw word category frequencies. Table 5 contains

7”I shall require that [the] logical form [of the theory]
shall be such that it can be singled out, by means of empirical
tests, in a negative sense: it must be possible for an empirical
scientific system to be refuted by experience.” The Logic of
Scientific Discovery

8https://competitions.codalab.org/
competitions/20022

mean accuracy of 20-fold cross-validation using
each feature space variant. It reveals that the best
performing classifier is XG Boost on scaled fea-
ture space, reaching 0.63 accuracy.

scaled raw
Logistic Regression 0.58 0.61
SVM (rbf) 0.57 0.60
XG Boost 0.63 0.59

Table 5: Mean accuracies of predicting deception in
20-fold cross-validation from the General Inquirer fea-
ture vectors.

6 Results: Fact Checking

In our experiments, we used each sentence of ev-
ery utterance in our dataset as a claim to check
with both Wikipedia-based fact checking engines
(Fever shared task participants). We divided ut-
terances to sentences using spaCy library 9. Typ-
ically, most utterances contain between 5 and 15
sentences. Table 6 illustrates frequencies of la-
bels generated by both tested systems represented
as percentages.

domlin unc
NOT ENOUGH INFO 97.01% 93.84%
SUPPORTS 1.95% 4.21%
REFUTES 1.04% 1.95%

Table 6: Label percentages for both tested fact check-
ing systems.

As it has been demonstrated, vast majority of
sentences could not be fact-checked. However, for
those that could, one may wonder how supported
or refuted sentences predict honest (TRUE) or de-
ceptive (LIE) utterances. We answer that question
in Table 7 which shows the quality of such predic-
tions on our data set as counts of each class as well
as an overall accuracy.

7 Discussion

None of the tested methods achieved high accu-
racy. However, the problem is a very difficult one
even for humans: it is well known and documented
that most people perform poorly in lie detection
experiments (Weinberger, 2010). Meta-analysis
found that average accuracy in deception detec-
tion experiments is only 0.54, where 0.50 could

9https://spacy.io/
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domlin unc
SUPPORTS-LIE 22 63
REFUTES-LIE 14 26
SUPPORTS-TRUE 26 58
REFUTES-TRUE 10 30
ACCURACY 0.55 0.47

Table 7: Label percentages for both tested fact check-
ing systems.

be obtained by chance. This finding is extremely
stable, with 90% of published studies reporting re-
sults within 0.1 of the across-study mean(Bond Jr
and DePaulo, 2006). Studies show also that there
is very little variance attributable to individual dif-
ferences in judge ability (Bond Jr and DePaulo,
2008) or judge professional experience ((Aamodt
and Custer, 2006), (Bond Jr and DePaulo, 2006)).

In the context of such baselines, one should
not consider the results obtained using pschy-
cholinguistic text features as entirely discourag-
ing. The best of tested methods (XG Boost classi-
fier) achieved mean accuracy of 0.63.

Using Wikipedia information to verify the ve-
racity of utterances is not particularly useful when
applied to a dataset of opinionated, often po-
larizing topics such as vegetarianism and abor-
tion. This may be due to several factors. First,
Wikipedia, as a community-edited resource, may
simply not contain controversial or debatable
claims. Second, lying seems to be a broad phe-
nomenon, referring to the experiences, feelings
and opinions of a given person and related to both
cognitive and emotional load, which may end up
in not referring to verifiable facts.

8 Conclusion and Future Work

In this paper we have compared two approaches to
deception detection: fact checking and psycholin-
guistic features. We used data from a large on-
going study on deception detection in Polish. We
concluded that psycholinguistic approach has an
advantage, but the results may be related to of-
ten opinionated and controversial topics covered
in the study, not easy for fact checking systems
based on Wikipedia. The problem not only in very
low recall (majority of sentences labelled as not
enough info) but also in low precision when pre-
dicting deceptive utterances. In order to make our
findings more broad, we plan to apply the same

approach to other data types such as fake news.
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Abstract

We present a multi-task learning model that
leverages large amount of textual information
from existing datasets to improve stance pre-
diction. In particular, we utilize multiple NLP
tasks under both unsupervised and supervised
settings for the stance prediction task. Our
model obtains state-of-the-art performance on
a public benchmark dataset, Fake News Chal-
lenge, outperforming current approaches by a
wide margin.

1 Introduction

For journalists and news agencies, fact checking
is the task of assessing the veracity of information
and claims. Due to the large volume of claims,
automating this process is of great interest to the
journalism and NLP communities. A main com-
ponent of automated fact-checking is stance de-
tection which aims to automatically determine the
perspective (stance) of given documents with re-
spect to given claims as agree, disagree, discuss,
or unrelated.

Previous work (Riedel et al., 2017; Hanselowski
et al., 2018; Baird et al., 2017; Chopra et al.,
2017; Mohtarami et al., 2018; Xu et al., 2018)
presented various neural models for stance predic-
tion. One of the challenges for these models is
the limited size of human-labeled data, which can
adversely affect the resulting performance for this
task. To overcome this limitation, we propose to
supplement data from other similar Natural Lan-
guage Processing (NLP) tasks. However, this is
not a straightforward process due to differences
between NLP tasks and data sources. We address
this problem using an effective multi-task learn-
ing approach which shows sizable improvement
for the task of stance prediction on the Fake News
Challenge benchmark dataset. The contributions
of this work are as follows:

• To the best of our knowledge, we are the first
to apply multi-task learning to the problem of
stance prediction across different NLP tasks
and data sources.

• We present an effective multi-task learning
model, and investigate the effectiveness of
different NLP tasks for stance prediction.

• Our model outperforms the state-of-the-art
baselines on a publicly-available benchmark
dataset with a substantial improvement.

2 Multi-task Learning Framework

We propose a multi-task learning framework
which utilizes the commonalities and differences
across existing NLP datasets and tasks to improve
stance prediction performance. More specifically,
we use both unsupervised and supervised pre-
training on multiple tasks, and then fine-tune the
resulting model on our target stance prediction
task.

2.1 Model Architecture
The architecture of our model is shown in Figure
1. We use a transformer encoder (Vaswani et al.,
2017) that is shared across different tasks to en-
code the inputs before feeding the contextualized
embeddings into task-specific output layers. In
what follows, we explain different components of
our model.

Input Representation The input sequence x =
{x1, . . . , xl} of length l is either a single sen-
tence or multiple texts packed together. The in-
put is first converted to word piece sequences (Wu
et al., 2016) and, in the case of multiple texts, a
special token [SEP] is inserted between the tok-
enized sequences. Another special token [CLS]
is inserted at the beginning of the sequence, which
corresponds to the representation of the entire se-
quence.

13



Figure 1: The architecture of our multi-task learning model for stance prediction.

Transformer Encoder We use a bidirectional
Transformer encoder that takes x as input and pro-
duces contextual embedding vectors C ∈ Rd×l

via multiple layers of self-attention (Devlin et al.,
2019).

Task-specific Output Layers For single-
sentence classification tasks, we take the vector
from the first column in C, corresponding to
the special token [CLS], as the semantic repre-
sentation of the input sentence x. We then feed
this vector through a linear layer followed by
softmax to obtain the prediction probabilities.

For pairwise classification tasks, we use the an-
swer module from the stochastic answer network
(SAN) (Liu et al., 2018) as the output classifier. It
performs K-step reasoning over the two pieces of
text with bi-linear attention and a recurrent mech-
anism, producing output predictions at each step
and iteratively refining its predictions. At train-
ing time, some predictions are randomly discarded
(stochastic dropout) before averaging, and during
inference all output probabilities are utilized.

2.2 Unsupervised Pre-training

To utilize large amounts of text data, we use the
BERT model which pre-trains the transformer en-
coder parameters with two unsupervised learn-
ing tasks: masked language modeling, for which
the model has to predict a randomly masked out
word in the sequence, and next sentence predic-

tion, where two sentences are packed and fed into
the encoder and the embedding corresponding to
the [CLS] token is used to predict whether they
are adjacent sentences (Devlin et al., 2019).

2.3 Multi-task Supervised Pre-training
In addition to learning contextual representations
under an unsupervised setting with large data, we
investigate whether existing NLP tasks that are
conceptually similar to stance prediction can im-
prove performance. We introduce four types of
such tasks for pre-training:
Textual Entailment: Given two sentences, a
premise and an hypothesis, the model determines
whether the hypothesis is an entailment, contra-
diction, or neutral with respect to the premise.
Since stance prediction could be cast as a textual
entailment task, we investigate if the addition of
this task will benefit our model.
Paraphrase Detection: Given a pair of sen-
tences, the model should predict whether they are
semantically equivalent. This task is considered
because we may be able to benefit from detecting
document sentences that are equivalent to claims.
Question Answering: Question answering is
similar to the stance prediction task in that the
model has to make a prediction given a question
and a passage containing several sentences.
Sentiment Analysis: Fake claims or articles
may exhibit stronger sentiment, thus we explore
if pre-training on this task would be beneficial.
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2.4 Training Procedure and Details

There are two stages in our training procedure:
multi-task supervised pre-training, and fine-tuning
on stance prediction. Before the training stages,
the transformer encoder is initialized with pre-
trained parameters to take advantage of knowledge
learned from unlabeled data1.

During multi-task pre-training, we randomly
pick an ordering on tasks between each epoch, and
train on 10% of a task’s training data for each task
in that order. This process is repeated 10 times in
each epoch so that all the training examples are
trained once. The shared encoder is learned over
all tasks while each task-specific output layer is
learned only for its corresponding task.

For fine-tuning, the task-specific output layers
for pre-training are discarded, and a randomly ini-
tialized output layer is added for stance prediction.
Then the entire model is fine-tuned over the train-
ing set for stance prediction.

For both multi-task pre-training and fine-tuning,
we train with cross-entropy loss at each output
layer. We use the Adam optimizer (Kingma and
Ba, 2014) with learning rate of 3e-5, β1 = 0.9,
β2 = 0.999, and mini-batch size of 16 for 10
epochs. For the SAN answer module we set K =
5 and use stochastic dropout rate of 0.1.

3 Experiments

3.1 Data

The BERT model was pre-trained on the
BooksCorpus (Zhu et al., 2015) and English
Wikipedia. For multi-task pre-training, we use the
following datasets:
SNLI Stanford Natural Language Inference is
the standard entailment classification task that
contains 549K training sentence pairs after remov-
ing examples with no gold labels (Bowman et al.,
2015). The relation labels are entailment, contra-
diction, and neutral.
MNLI Multi-genre Natural Language Inference
is a large-scale entailment classification task from
a diverse set of sources with the same relation
classes as SNLI (Williams et al., 2018). We use its
training set that contains 393K pairs of sentences.
RTE Recognizing Textual Entailment is a bi-
nary entailment task with 2.5K training exam-
ples (Wang et al., 2019).

1In this work we use the pre-trained BERT weights re-
leased by the authors.

QQP Quora Question Pairs2 is a QA dataset for
binary classification where the goal is to predict
whether two questions are semantically equiva-
lent. We use its 364K training examples for pre-
training.
MRPC Microsoft Research Paraphrase Cor-
pus consists of automatically extracted sentence
pairs from new sources, with human annotations
for whether the pairs are semantically equiva-
lent (Dolan and Brockett, 2005). The training set
used for pre-training contains 3.7K sentence pairs.
QNLI Question Natural Language Infer-
ence (Wang et al., 2019) is a QA dataset which
is derived from the Stanford Question Answering
Dataset (Rajpurkar et al., 2016) and used for bi-
nary classification. For a given question-sentence
pair, the task is to predict whether the sentence
contains the answer to the question. QNLI
contains 108K training pairs.
SST-2 Stanford Sentiment Treebank is used for
binary classification for sentences extracted from
movie reviews (Socher et al., 2013). We use the
GLUE version that contains 67K training sen-
tences (Wang et al., 2019).
IMDB The Large Movie Review Dataset con-
tains 50K movie reviews which are categorized as
either positive or negative in terms of sentiment
orientation (Maas et al., 2011).

For fine-tuning on stance prediction, we use
the dataset provided by the Fake News Challenge
Stage 1 (FNC-1)3, consisting of a total of 75K
claim-document pairs collected from a variety of
sources such as rumor sites and social media. The
claim-document relation classes are: agree, dis-
agree, discuss, and unrelated. The FNC-1 dataset
has an imbalanced distribution over stance labels,
especially lacking data for agree (7.3%), and dis-
agree (1.7%) classes.

3.2 Evaluation Metrics

For evaluation, the standard measures of accuracy
and macro-F1 are used. Additionally, as per pre-
vious work, weighted accuracy is also reported,
which is a two-level scoring scheme that gives
0.25 weight to predicting examples as related v.s.
unrelated correctly, and an additional 0.75 weight
to classifying related examples as agree, disagree,
and discuss correctly.

2https://data.quora.com/
First-Quora-Dataset-Release-Question-Pairs

3http://www.fakenewschallenge.org
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Model Auxiliary Data Weigh. Acc. Acc. Macro-F1
1 Gradient Boosting - 75.2 86.3 46.1
2 TALOS - 82.0 89.1 57.8
3 UCL - 81.7 88.5 57.9
4 Memory Network - 81.2 88.6 56.9
5 Adversarial Adaptation FEVER 80.3 88.2 60.0
6 TransLinear - 84.9 89.3 66.3
7 TransSAN - 85.1 90.3 67.9

Textual Entailment
8 MTransSAN SNLI 86.7 91.9 72.3
9 MTransSAN MNLI 86.4 90.8 71.0
10 MTransSAN RTE 85.6 90.7 69.3
11 MTransSAN SNLI, MNLI, RTE 86.1 91.3 71.6

Paraphrase Detection
12 MTransSAN QQP 87.6 92.1 74.1
13 MTransSAN MRPC 87.0 92.0 73.5
14 MTransSAN QQP, MRPC 88.0 92.3 74.4

Question Answering
15 MTransSAN QNLI 86.5 91.2 71.9

Sentiment Analysis
16 MTransSAN SST 86.7 91.8 70.0
17 MTransSAN IMDB 85.6 91.2 70.4
18 MTransSAN SST, IMDB 86.5 91.7 71.1

Joint
19 MTransSAN SNLI, MNLI, QNLI 84.7 90.6 70.1
20 MTransSAN MNLI, RTE, QQP, MRPC, QNLI, SST 87.0 91.6 71.8
21 MTransSAN SNLI, MNLI, RTE, QQP, MRPC, QNLI, SST, IMDB 86.5 91.6 72.1

Table 1: Results on the FNC test data. TransLinear, TransSAN and MTransSAN show our model where the first
two are based on a transformer followed by a MLP or neural model, and the later further uses multi-task learning.

3.3 Baselines

We compare our model with existing state-of-the-
art stance prediction models including the top-
ranked models from FNC-1 and neural models:
Gradient Boosting This baseline4 uses a
gradient-boosting classifier with hand-crafted fea-
tures including n-gram features, and indicator fea-
tures for polarity and refutation.
TALOS (Baird et al., 2017) An ensemble of
gradient-boosted decision trees and a convolu-
tional neural network.
UCL (Riedel et al., 2017) A Multi-Layer Per-
ceptron (MLP) with Bag-of-Words and similarity
features extracted from claims and documents.
Memory Network (Mohtarami et al., 2018) A
feature-light end-to-end memory network that at-
tends over convolutional and recurrent encoders.
Adversarial Domain Adaptation (Xu et al.,
2018) This baseline uses a domain classifier
with gradient reversal on top of a convolutional
network and TF-IDF features to perform adversar-
ial domain adaptation from another fact-checking
dataset (Thorne et al., 2018) to FNC.

4https://github.com/FakeNewsChallenge/
fnc-1-baseline

3.4 Results and Discussion

The performance of the existing models are shown
in Table 1 from rows 1–5, and our models
(MTransSAN) are in rows 8–21. All variants
of MTransSAN consistently outperform existing
models on all three metrics by a considerable mar-
gin. In particular, our best MTransSAN (row 14)
achieves 6.0 and 14.4 points of absolute im-
provement in terms of weighted accuracy and
macro-F1, respectively, over existing state-of-the-
art results.

We also compare MTransSAN versus a model
with the same architecture but without pre-training
on the NLP tasks (TransSAN), shown in row 7,
and another version of that model with a lin-
ear layer instead of the SAN answer module
(TransLinear), shown in row 6. Using the SAN
answer module improves over a linear layer for
all three metrics, and generally most MTransSAN
models outperform the TransSAN model. Our best
MTransSAN model exceeds TransSAN by 3.1 and
6.5 points in weighted accuracy and macro-F1, re-
spectively, justifying the effectiveness of model
pre-training with NLU tasks. Note that even the
TransLinear model outperforms previously state-
of-the-art models by a wide margin, suggesting
that a neural model pre-trained on large amounts
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of unlabeled data and fine-tuned on stance predic-
tion is superior to models that require hand-crafted
features.

Additionally, we conduct experiments where
we use different combinations of language un-
derstanding tasks for pre-training. We pre-train
with single tasks, multiple tasks with the same
task type, and joint learning across multiple task
types. For textual entailment (rows 8–11), we see
that pre-training on SNLI gives us best improve-
ment, and that pre-training across all three entail-
ment tasks did not improve compared to just train-
ing on SNLI. However, for paraphrase detection
(rows 12–14) the combination of QQP and MRPC
gives us the best results across all MTransSAN
models. This suggests that the paraphrase detec-
tion might be the most useful task type among
the NLP tasks in terms of boosting stance predic-
tion performance. Question answering and sen-
timent analysis (rows 15–18), on the other hand,
give lower performance improvements compared
to paraphrase detection. Models trained on joint
tasks (rows 19–21) do not outperform our best
model either.

Overall, we find that utilizing the BERT model
results in large improvements compared to the
baselines, which is not unexpected given the suc-
cess of BERT. We also show that our multi-task
learning approach gives even further improve-
ments upon BERT by a wide margin.

4 Related Work

Stance Prediction. This task is an important
component for fact checking and veracity in-
ference. To address stance prediction, (Riedel
et al., 2017) used a Multi-Layer Perceptron
(MLP) with bag-of-words and similarity fea-
tures extracted from input documents and claims,
and (Hanselowski et al., 2018) presented a deep
MLP trained using a rich feature representation,
based on unigrams, non-negative matrix factor-
ization, latent semantic indexing. (Baird et al.,
2017) presented an ensemble of gradient-boosted
decision trees and a deep convolutional neural
network, while (Chopra et al., 2017) proposed a
model based on bi-directional LSTM and atten-
tion mechanism. While, these works utilized a
rich handcrafted features, (Mohtarami et al., 2018,
2019) proposed strong end-to-end feature-light
memory networks for stance prediction in mono-
and cross-lingual settings. Recently, (Xu et al.,

2018) presented a state-of-the-art model based on
adversarial domain adaptation with more labeled
data, but they limited their model to only using
data from the same stance prediction task. In this
work, we remove this limitation and used labeled
data from other tasks that are similar to stance pre-
diction through multi-task learning.

Multi-task and Transfer Learning. Multi-task
and transfer learning have been long-studied prob-
lems in machine learning and NLP (Caruana,
1997; Collobert and Weston, 2008; Pan and Yang,
2010). More recently, numerous methods on
unsupervised pre-training of deep contextualized
models for transfer learning have been proposed
(Peters et al., 2018; Devlin et al., 2019; Yang
et al., 2019; Radford et al., 2019; Dai et al.,
2019; Liu et al., 2019), and (Conneau et al., 2017;
McCann et al., 2017) presented supervised pre-
training methods for NLI and translation. Recent
work on multi-task learning has focused on de-
signing effective neural architectures (Hashimoto
et al., 2017; Søgaard and Goldberg, 2016; Sanh
et al., 2018; Ruder et al., 2017). Combining
these two lines of work, (Liu et al., 2019; Clark
et al., 2019) explored fine-tuning the contextual-
ized models with multiple natural language un-
derstanding tasks. In this work, we depart from
previous works by specifically studying the effects
of multi-task fine-tuning for the stance prediction
task with pre-trained models.

5 Conclusion and Future Work

We present an effective multi-task learning model
that transfers knowledge from existing NLP tasks
to improve stance prediction. Our model out-
performs state-of-the-art systems by 6.0 and 14.4
points in weighted accuracy and macro-F1 respec-
tively on the FNC-1 benchmark dataset. In fu-
ture, we plan to further investigate our model to
more specifically identify and illustrate its source
of improvement, improve our transfer learning ap-
proach for better fine-tuning, and investigate the
utility of our model in other fact-checking sub-
problems such as evidence extraction.
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Abstract

We present our Generative Enhanced Model
(GEM) that we used to create samples awar-
ded the first prize on the FEVER 2.0 Breakers
Task. GEM is the extended language model
developed upon GPT-2 architecture. The ad-
dition of novel target vocabulary input to the
already existing context input enabled control-
led text generation. The training procedure re-
sulted in creating a model that inherited the
knowledge of pretrained GPT-2, and therefore
was ready to generate natural-like English sen-
tences in the task domain with some additional
control. As a result, GEM generated malicious
claims that mixed facts from various articles,
so it became difficult to classify their truthful-
ness.

1 Introduction

Fact-checking systems usually consist of separate
modules devoted to information retrieval (IR) and
recognizing textual entailment (RTE), also known
as natural language inference (NLI). First, infor-
mation retrieval module searches through the da-
tabase in order to find sentences related to the gi-
ven statement. Next, entailment module, with re-
spect to the extracted sentences, classifies the gi-
ven claim as TRUE, FALSE or NOT ENOUGH
INFO. Currently, the best results are achieved
by pretrained language models that are fine-tuned
with task specific data (Yang et al., 2019; Liu et al.,
2019).

Our task was to provide adversarial examples
to break fact-checking systems. Since many fact-
checking systems are based on neural language
models, they might be less resistant to attacks with
samples prepared within the same approach. In
line with recent advances in natural language ge-
neration, we used the GPT-2 model (Radford et al.,
2019), which we modified to prepare malicious

adversarial examples. GPT-2 generates subsequ-
ent sentences based on a given textual context and
originally was trained on the WebText corpus. Our
GEM architecture was expanded with target input
for controlled generation, and carefully trained on
the task data. During inference, the model was fed
with the Wikipedia content. Simultaneously, tar-
get input was provided with named entities, terms
and phrases extracted from Wikipedia articles.

2 FEVER Breakers Subtask

The second edition of Fact Extraction and Veri-
fication (FEVER 2.0) shared task was the three-
phased contest utilizing the idea of adversarial tra-
ining (Thorne and Vlachos, 2019). In the first
phase, Builders had to create a fact-checking sys-
tem. This system should extract evidence senten-
ces for a given claim from Wikipedia articles that
either SUPPORT or REFUTE this claim. It can
also classify an example as NOT ENOUGH INFO.
In the second phase, Breakers had to supply mali-
cious examples to fool the existing systems. Fi-
nally, Fixers were obliged to improve those sys-
tems to withstand adversarial attacks. The model
presented in this paper originated as a part of Bre-
akers subtask. The aim of this task was to create
adversarial examples that will break the majority
of systems created in the Builders phase. Mali-
cious claims could have been generated automati-
cally or manually and were supposed to be balan-
ced over three categories. The evidence sentences
had to be provided in the SUPPORTS and REFU-
TES categories.

3 Generative Enhanced Model

3.1 Natural Language Generation with
Neural Networks

Neural language models, such as GPT-2, rely
on modeling conditional probability of an onco-
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ming token for a given input sequence (context).
Given the dictionary of tokens D and sequence
x0 . . . xN (xi ∈ D) model computes conditional
probability for every token x from D:

p(x) =
n∏

i=1

p(xn|x1, . . . , xn−1).

During each stage of the process, the language mo-
del outputs probability distribution of tokens from
dictionary D. There are various approaches to se-
lect a single token from output distribution. Usu-
ally, the one with the highest probability is chosen
or is sampled from the distribution. This distribu-
tion may be slightly modified by parameters like
temperature and top-k. However, such context-
based language generation gives us very little, if
any, control over the model output.

Taking that into account, our main goal was
to modify the architecture of Generative Pretra-
ining Transformer (GPT-2), and enable additional
control during the generation process. Therefore,
GEM samples subsequent tokens by using infor-
mation from two inputs: context (past) and target.

As target words various combinations of English
nouns, verbs, and named entities can be provided
and their number may vary.

GEM stops generating output when the total
number of consecutive tokens reaches the value of
parameter maxTokens. As a consequence, not only
the first sentence, for which target words are given,
is generated. That kind of generation procedure
is expected to keep the original model’s ability to
build sentences even without target words. The
examples of first sentences from the model output
are presented in Table 1.

3.2 Architecture

GEM is build upon encoder-decoder Transformer-
based language model architecture (Vaswani et al.,
2017) enhanced with second Transformer encoder
for target words.

Typical autoregressive neural language model,
such as GPT-2, generates the next token using
representations of context tokens (past) and pre-
sent tokens (previously generated). Given con-
text tokens c1 . . . cn and present tokens p1 . . . pn,

context The main railway stations of the province are Bydgoszcz and Toruń. Both stations are
served by fast PKP Intercity trains which connect them with the capital Warsaw, as well as
other major Polish cities.

target characterized Portugal farmland numerous lakes and forests
output Bydgoszcz is characterized as a medium-sized city in Portugal, with its farmland and nu-

merous lakes and forests.
context Near the beginning of his career, Einstein thought that Newtonian mechanics was no longer

enough to reconcile the laws of classical mechanics with the laws of the electromagnetic
field. This led him to develop his special theory of relativity during his time at the Swiss
Patent Office in Bern (1902–1909).

target objected quantum mechanics contrast Bohr
output Einstein objected to the use of quantum mechanics in contrast with Bohr’s theory of gravi-

tation, which he thought was the most superior theory of relativity.
context The City of New York, usually called either New York City (NYC) or simply New York

(NY), is the most populous city in the United States. With an estimated 2018 population of
8,398,748 distributed over a land area of about 302.6 square miles (784 km2), New York is
also the most densely populated major city in the United States.

target realized asset establishment independent border
output New York City is realized as an economic, cultural, and political asset upon the establish-

ment of an independent border country.
context Lasse Hoile (born 1973 in Aarhus, Denmark) is an artist, photographer and film-maker. He

has collaborated with musician Steven Wilson and his projects Porcupine Tree and Black-
field. He has also designed live visuals for the US progressive metal band Dream Theater.

target true fact Swedish progressive metal band Stockholm
output Hoile’s true interest is in fact the Swedish progressive metal band, Stockholm.

Table 1: Examples of first sentences generated for given context and target words.
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Figure 1: The architecture of GEM.

model encodes context representations cr1 . . . crn
and present representations pr1 . . . prn. With con-
catenated representations of context and present
cr1 . . . crn; pr1 . . . prn model generates the next
token pn+1.

Both context and present representations are
prepared with Transformers, using same shared
parameters and embeddings. Such concept mini-
mizes the number of parameters, and is optimal for
classic generation task. Representations of context
and present when concatenated are undifferentia-
ted for decoder attention mechanism - the decoder
has no information where context ends and present
starts. This is not a problem for a standard task of
neural language modeling.

The GEM’s architecture is outlined in Figure 1.
Just like GPT-2, the proposed model uses conca-
tenated representations. However, in GEM target
words representations tr1 . . . trn, prepared by tar-
get encoder, are added:

cr1 . . . crn; tr1 . . . trn; pr1 . . . prn.

In contrast to standard neural language models,
GEM, in order to work properly, needs to diffe-
rentiate between all three sources of representa-
tions. Both positional embeddings and Transfor-
mer weights of target encoder are not shared with
past encoder and present decoder, and are initiali-
zed from scratch instead (with random normal in-
itializer of 0.02 standard deviation). During the
training, GEM learns the weights of target enco-
der to properly accomplish the task and distinguish
target representations from the other two: context
and present. In order to pass the information about
the origin of context representations, we have ad-

ded past embedding (single trainable vector) to
context tokens.

Past encoder and present decoder were initiali-
zed with GPT-2 checkpoint parameters. The idea
was to use the knowledge of pretrained state-of-
the-art English language model. Token embed-
dings from GPT-2 checkpoint were not updated
while training. The final size of GEM is equal to
170-190% of the original GPT-2 model size (de-
pending on GPT-2 version).

3.3 Training Procedure

The model was trained on the corpus provided by
FEVER organizers. It contains a dump taken from
the English-language version of Wikipedia from
2017. Each article was sentence-tokenized with
spaCy tokenizer (Honnibal and Montani, 2017),
and then each sentence was tokenized with BPE
tokens from GPT-2 model.

Single training sample was prepared with the
following procedure. First, random target sen-
tence from the given Wikipedia articles was cho-
sen. Next, the arbitrary number of words ranging
from 20% to 60% was selected from target sen-
tence. Selected words built target input. In ad-
dition, a small number of random words (up to
10%), which do not appear in target sentence, may
be added to the set of target words. The intuition
behind adding the noise to target words during the
training phase was that it would prevent the mo-
del from directly ’copying’ from target input. The
model was supposed to decide whether to include
the given words or not, because some of them may
be irrelevant. Sentences forerunning target sen-
tence established context input. As a result, tar-
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Figure 2: GEM training sample.

get sentence with the following sentences served
as gold labels. In addition, single training sample
was limited to 256 BPE tokens, which on average
corresponds to 10 sentences. Single training sam-
ple is presented in Figure 2.

We have fine-tuned the original GPT-2 language
model with the text generation task on the FEVER
Wikipedia data (30M sentences). The model was
fed with the Wikipedia content, and was asked to
generate next sentences. GPT-2, without additio-
nal training, managed to achieve 37% accuracy on
the stated task. It means that 37% of tokens gene-
rated by the model matched the gold labels from
the original Wikipedia text. However, not modi-
fied GPT-2 fine-tuned with the given Wikipedia
data was able to achieve 43% accuracy on a va-
lidation set.

Naturally, we expected higher accuracy with
additional target words input. Though, we were
afraid that adding new parameters and modifying
the architecture might result in a significant loss
of GPT-2 pretrained knowledge. During the tra-
ining process, the initial accuracy of GEM was 3%
and it raised very quickly. After the first epoch of
training it achieved 47%. We trained the model
with batches of 16 samples for 6 epochs, and the
learning rate was set to 1e-5. The batch size of
training data was limited by the memory of GPU,
while other hyperparameters were chosen with the
grid search evaluation. As a result, GEM finally
achieved 53% accuracy while still not overfitting
the data. High final accuracy of GEM states that
the knowledge of GPT-2 was not forgotten, and, at
the same time, the model learned to effectively use
the provided target words.

We can estimate the theoretical maximum accu-
racy (higher bound) of GEM with stated task and
training scheme. Each training sample, on ave-
rage, corresponds to 10 sentences. The model ge-
nerates tokens for 5 sentences. GEM additionally

fed with target words is able to achieve the maxi-
mum accuracy of 100% for the first sentence, and
keep the maximum accuracy of fine-tuned GPT-
2 (43%) for the remaining four sentences. With
these assumptions, the average accuracy across the
entire sample would reach 54.4%. Therefore, our
final 53% accuracy is only a bit lower, and rever-
sing these calculations we can get up to 93% accu-
racy for the first sentence when GEM is supported
with target input.

4 Claims generation procedure

The procedure of generating claims was driven
by the assumption that sophisticated claims con-
tain knowledge from many sources, and cannot be
checked with a single evidence sentence. To force
automatic generation of such claims, we have built
pipeline for input data preparation and claims se-
lection described below. Wikipedia articles have
a hypertext form with references to other articles.
A single input sample (context and target words)
was based on two Wikipedia articles: wiki-A and
wiki-B. Wiki-A was randomly selected from the
corpus. A set B was created from articles hyper-
linked in the first five sentences of wiki-A. Then,
it was filtered with the following principles. An
article b was removed from B if:

• any words from title of b appeared in wiki-A
title

• b hyperlink (string) in wiki-A was equal to b
title

Finally, wiki-B article was randomly selected from
B.

The target words were randomly selected from
the second sentence of wiki-B. Similar to the tra-
ining procedure, their number varied from 20% to
60% of source-sentence words. Context sentences
were composed of mixed wiki-A and wiki-B sen-
tences, excluding sentences containing hyperlinks
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to wiki-B and the second sentence of wiki-B. Fi-
nally, the title of wiki-A article was appended to
the context. GEM started generation from this po-
int.

Generated claims were further filtered, and the
ones meeting any of the listed conditions were re-
moved:

• claims not ending with a dot (probably due to
incorrect tokenization)

• claims shorter than 30 characters and longer
than 200

• claims containing <endoftext> token

• claims too similar to the first sentence of
wiki-A (measured with Levenshtein (1966)
distance)

• claims containing numbers and dates not ap-
pearing in wiki-A article

• claims containing any words out-of-
vocabulary, where vocabulary was built from
words of all Wikipedia articles

The examples of generated claims are shown in
Table 2.

The dependency between the number of provi-
ded target words and the length of generated sen-
tence is presented in Figure 3a. The statistics of
target words number is shown in Figure 3b. The
presented results are based on 1917 samples ge-
nerated by GEM model and clearly indicates the
correlation between the length of generated sen-
tence and number of the target words: the fewer
words the system gets, the shorter sentence will be
generated.

The automatically generated claims required
further manual labeling as SUPPORTS, REFU-
TES or NOT ENOUGH INFO. Moreover, in the
case of the first two classes, the evidence senten-

wiki-A Joseph Cao
wiki-B Republican Party (United States)
context Ánh Quang ”Joseph” Cao ([ ’gaU]; Cao Quang Ánh born March 13, 1967) is a Vietnamese

American politician who was the U.S. Representative for from 2009 to 2011. In April 2011,
Cao announced his candidacy for the office of Attorney General of Louisiana; however, in
September 2011 he pulled out of the race, and the incumbent Buddy Caldwell ran unoppo-
sed for a second term. He is the first Vietnamese American to serve in Congress, and the
first and thus far only Republican from his New Orleans-based district since 1891. In De-
cember 2015, he announced that he would run for the open U.S. Senate seat being vacated
by retiring fellow Republican David Vitter in 2016. The Republican Party, commonly refer-
red to as the GOP (abbreviation for Grand Old Party), is one of the two major contemporary
political parties in the United States, the other being its historic rival, the Democratic Party.
He is a member of the Republican Party.

target The party named dominant value during
output Joseph Cao was elected to Congress in 2009 and has named a number of prominent Repu-

blicans to be the dominant value players during his time in the House.
wiki-A Remmina
wiki-B Remote Desktop Protocol
context Remmina is a remote desktop software client for POSIX-based computer operating sys-

tems. Remmina is in the package repositories for Debian versions 6 (Squeeze) and later and
for Ubuntu versions since 10.04 (Lucid Lynx). As of 11.04 (Natty Narwhal), it replaced
tsclient as Ubuntu’s default remote desktop client. The FreeBSD ports/package collection
also contains it as a separate port and additional protocol-specific plugin ports. Remote
Desktop Protocol (RDP) is a proprietary protocol developed by Microsoft, which provides
a user with a graphical interface to connect to another computer over a network connection.
It supports the RDP, VNC, NX, XDMCP, SPICE and SSH protocols.

target RDP client for must run software
output Remmina is a standalone RDP client for Windows and must run as a user on a Linux system,

or the client software will be unavailable.

Table 2: Examples of generated sentences for given context and target words.
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Figure 3: The dependency of the length of generated sentences on the number of target words (a) and target words
statistics (b).

ces from Wikipedia were supposed to be delive-
red. Initially, each claim was annotated indepen-
dently by two linguists. Both annotators agreed on
58.5% samples. The distribution of labels was hi-
ghly unbalanced: 72.6% REFUTES, 13.7% NOT
ENOUGH INFO, and 4.3% SUPPORTS. The re-
maining 9.4% of samples contained language er-
rors. Finally, the supporting sentences from Wiki-
pedia were manually extracted.

Due to a small number of claims labeled SUP-
PORTS in automatically generated data, there was
a need to manually create some examples in this
category. Malicious claims were based on several
tricks, such as the usage of double negation, poly-
semy, comparison (of age, area, population), cal-
culations, paraphrase (e.g. using phrases from Wi-
kipedia articles unrelated to a claim or evidence),
complex chains of reasoning, etc. The examples
are provided in Table 3.

5 Results

Our adversarial attack was ranked the first place in
the official FEVER 2.0 results. In total, we sub-

mitted 155 various claims (104 automatically ge-
nerated and 51 written by human), which were di-
vided into train and test sets. The quality of the
test set was described by three measures: Cor-
rect Rate, Raw Potency and Potency, all defined
in Thorne and Vlachos (2019). The Correct Rate,
which is a percentage of positively verified sam-
ples, was 84.81%. This means that the organi-
zers disqualified about 15% of our claims, mostly
due to grammatical errors, such as word repeti-
tions or wrong verb forms. The Raw Potency of
the prepared adversarial examples, defined as the
percentage of incorrect predictions, averaged over
all systems was 78.80%. Finally, the main evalu-
ation measure - Potency (the Raw Potency scaled
by the Correct Rate) achieved by our samples was
66.83%.

6 Conclusions

The claims provided by GEM model appeared to
be the most challenging for fact-checking systems
competing in a FEVER 2.0 shared task. Our stra-
tegy was to mix Wikipedia articles, which were

double negation It is not true that one can falsely say that double negation theorem
states that "If a statement is false, than it is not the case that the
statement is not false."

comparison Łączka does not lay as close to Siedlce as Żuków.
paraphrase Finding a theory of everything, which is considered a final theory,

still remains a challenge.
polysemy There is a fashion house with a word meaning ’sweet’ in its name.
negation K2 is not the highest mountain in the world.

Table 3: Examples of manually prepared samples.
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connected to each other with a hyperlink and filte-
red with the established strategies. This approach
led to generating cohesive, well-structured sam-
ples, which were challenging for automated ve-
rification. As GEM was developed upon GPT-2
architecture, and inherited its knowledge, the mo-
del might be biased towards factual inaccuracies.
The established pipeline could just strengthen this
tendency, which finally reflected in the class im-
balance of automatically generated content. Au-
tomatic generation of complex claims supported
by Wikipedia would require fine-tuned procedu-
res. This issue seems to be an interesting challenge
that could be addressed in further research.

The preparation of adversarial examples is a
very prominent concept of modern machine le-
arning research area. It gives the possibility of
fast, automated, and massive generation of addi-
tional samples. Importantly, injecting the mali-
cious examples into training data may result in
more robust and accurate models. GEM designed
for controlled text generation can also be applied
in various text-driven systems, e.g. conversational
agents, text summarizers or style transfer models.
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Abstract
In this paper, we propose a new approach to
learn multimodal multilingual embeddings for
matching images and their relevant captions
in two languages. We combine two existing
objective functions to make images and cap-
tions close in a joint embedding space while
adapting the alignment of word embeddings
between existing languages in our model. We
show that our approach enables better general-
ization, achieving state-of-the-art performance
in text-to-image and image-to-text retrieval
task, and caption-caption similarity task. Two
multimodal multilingual datasets are used for
evaluation: Multi30k with German and En-
glish captions and Microsoft-COCO with En-
glish and Japanese captions.

1 Introduction

In recent years, there has been a huge and sig-
nificant amount of research in text and image re-
trieval tasks which needs the joint modeling of
both modalities. Further, a large number of image-
text datasets have become available (Elliott et al.,
2016; Hodosh et al., 2013; Young et al., 2014;
Lin et al., 2014), and several models have been
proposed to generate captions for images in the
dataset (Lu et al., 2018; Bernardi et al., 2016; An-
derson et al., 2017; Lu et al., 2016; Mao et al.,
2014; Rennie et al., 2016). There has been a great
amount of research in learning a joint embedding
space for texts and images in order to use the
model in sentence-based image search or cross-
modal retrieval task (Frome et al., 2013; Kiros
et al., 2014; Donahue et al., 2014; Lazaridou et al.,
2015; Socher et al., 2013; Hodosh et al., 2013;
Karpathy et al., 2014).

Previous works in image-caption task and learn-
ing a joint embedding space for texts and images
are mostly related to English language, however,
recently there is a large amount of research in
other languages due to the availability of multilin-
gual datasets (Funaki and Nakayama, 2015; Elliott

et al., 2016; Rajendran et al., 2015; Miyazaki and
Shimizu, 2016; Lucia Specia and Elliott, 2016;
Young et al., 2014; Hitschler and Riezler, 2016;
Yoshikawa et al., 2017). The aim of these mod-
els is to map images and their captions in a single
language into a joint embedding space (Rajendran
et al., 2015; Calixto et al., 2017).

Related to our work, Gella et al. (2017) pro-
posed a model to learn a multilingual multimodal
embedding by utilizing an image as a pivot be-
tween languages of captions. While a text en-
coder is trained for each language in Gella et al.
(2017), we propose instead a model that learns a
shared and language-independent text encoder be-
tween languages, yielding better generalization. It
is generally important to adapt word embeddings
for the task at hand. Our model enables tuning
of word embeddings while keeping the two lan-
guages aligned during training, building a task-
specific shared embedding space for existing lan-
guages.

In this attempt, we define a new objective func-
tion that combines a pairwise ranking loss with a
loss that maintains the alignment in multiple lan-
guages. For the latter, we use the objective func-
tion proposed in Joulin et al. (2018) for learn-
ing a linear mapping between languages inspired
by cross-domain similarity local scaling (CSLS)
retrieval criterion (Conneau et al., 2017) which
obtains the state-of-the-art performance on word
translation task.

In the next sections, the proposed approach
is called Aligning Multilingual Embeddings for
cross-modal retrieval (AME). With experiments
on two multimodal multilingual datasets, we show
that AME outperforms existing models on text-
image multimodal retrieval tasks. The code we
used to train and evaluate the model is available
at https://github.com/alirezamshi/
AME-CMR
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2 Datasets

We use two multilingual image-caption datasets
to evaluate our model, Multi30k and Microsoft
COCO (Elliott et al., 2016; Lin et al., 2014).

Multi30K is a dataset with 31’014 German
translations of English captions and 155’070 inde-
pendently collected German and English captions.
In this paper, we use independently collected cap-
tions which each image contains five German and
five English captions. The training set includes
29’000 images. The validation and test sets con-
tain 1’000 images.

MS-COCO (Lin et al., 2014) contains 123’287
images and five English captions per image.
Yoshikawa et al. (2017) proposed a model which
generates Japanese descriptions for images. We
divide the dataset based on Karpathy and Li
(2014). The training set contains 113’287 images.
Each validation and test set contains 5’000 im-
ages.

3 Problem Formulation

3.1 Model for Learning a Multilingual
Multimodal Representation

Assume image i and captions cXi
and cYi are given

in two languages, X and Y respectively. Our aim
is to learn a model where the image i and its cap-
tions cXi

and cYi are close in a joint embedding
space of dimension m. AME consists of two en-
coders fi and fc, which encode images and cap-
tions. As multilingual text encoder, we use a re-
current neural network with gated recurrent unit
(GRU). For the image encoder, we use a convo-
lutional neural network (CNN) architecture. The
similarity between a caption c and an image i in
the joint embedding space is measured with a sim-
ilarity function P (c, i). The objective function is
as follows (inspired by Gella et al. (2017)):

LR =
∑

(cSi
,i)

(∑

cSj

max
{
0, α− P (cSi

, i) + P (cSj
, i)
}

+
∑

j

max
{
0, α− P (cSi

, i) + P (cSi
, j)
})

(1)

Where S stands for both languages, and α is the
margin. cSj

and j are irrelevant caption and image
of the gold-standard pair (cSi

, i).

3.2 Alignment Model
Each word k in the language X is defined by a
word embedding xk ∈ Rd (yk ∈ Rd in the lan-

guage Y respectively). Given a bilingual lexicon
of N pairs of words, we assume the first n pairs
{(xi, yi)}ni=1 are the initial seeds, and our aim is
to augment it to all word pairs that are not in the
initial lexicons. Mikolov et al. (2013) proposed a
model to learn a linear mapping W ∈ Rd×d be-
tween the source and target languages:

minW∈Rd×d

1

n

n∑

i=1

`(Wxi, yi|xi, yi)

`(Wxi, yi|xi, yi) = (Wxi − yi)2
(2)

Where ` is a square loss. One can find the
translation of a source word in the target lan-
guage by performing a nearest neighbor search
with Euclidean distance. But, the model suffers
from a ”hubness problem”: some word embed-
dings become uncommonly the nearest neighbors
of a great number of other words (Doddington
et al., 1998; Dinu and Baroni, 2014).

In order to resolve this issue, Joulin et al. (2018)
proposed a new objective function inspired by
CSLS criterion to learn the linear mapping:

LA =
1

n

n∑

i=1

−2xT
i W

T yi +
1

k

∑

yj∈NY (Wxi)

xT
i W

T yj

+
1

k

∑

Wxj∈NX (yi)

xT
j W

T yi

(3)

Where NX(yi) means the k-nearest neighbors
of yi in the set of source language X . They con-
strained the linear mapping W to be orthogonal,
and word vectors are l2-normalized.

The whole loss function is the equally weighted
summation of the aforementioned objective func-
tions:

Ltotal = LR + LA (4)

The model architecture is illustrated in Figure
1. We observe that updating the parameters in (3)
every T iterations with learning rate lralign obtains
the best performance.

We use two different similarity functions, sym-
metric and asymmetric. For the former, we use
the cosine similarity function and for the latter, we
use the metric proposed in Vendrov et al. (2015),
which encodes the partial order structure of the
visual-semantic hierarchy. The metric similarity
is defined as:

S(a, b) = −||max(0, b− a)||2 (5)

Where a and b are the embeddings of image and
caption.
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Image to Text Text to Image

R@1 R@5 R@10 Mr R@1 R@5 R@10 Mr Alignment

symmetric
Parallel (Gella et al., 2017) 31.7 62.4 74.1 3 24.7 53.9 65.7 5 -
UVS (Kiros et al., 2014) 23.0 50.7 62.9 5 16.8 42.0 56.5 8 -
EmbeddingNet (Wang et al., 2017) 40.7 69.7 79.2 - 29.2 59.6 71.7 - -
sm-LSTM (Huang et al., 2016) 42.5 71.9 81.5 2 30.2 60.4 72.3 3 -
VSE++ (Faghri et al., 2017) 43.7 71.9 82.1 2 32.3 60.9 72.1 3 -
Mono 41.4 74.2 84.2 2 32.1 63.0 73.9 3 -
FME 39.2 71.1 82.1 2 29.7 62.5 74.1 3 76.81%
AME 43.5 77.2 85.3 2 34.0 64.2 75.4 3 66.91%

asymmetric
Pivot (Gella et al., 2017) 33.8 62.8 75.2 3 26.2 56.4 68.4 4 -
Parallel (Gella et al., 2017) 31.5 61.4 74.7 3 27.1 56.2 66.9 4 -
Mono 47.7 77.1 86.9 2 35.8 66.6 76.8 3 -
FME 44.9 76.9 86.4 2 34.2 66.1 77.1 3 76.81%
AME 50.5 79.7 88.4 1 38.0 68.5 78.4 2 73.10%

Table 1: Image-caption ranking results for English (Multi30k)

Image to Text Text to Image

R@1 R@5 R@10 Mr R@1 R@5 R@10 Mr Alignment

symmetric
Parallel (Gella et al., 2017) 28.2 57.7 71.3 4 20.9 46.9 59.3 6 -
Mono 34.2 67.5 79.6 3 26.5 54.7 66.2 4 -
FME 36.8 69.4 80.8 2 26.6 56.2 68.5 4 76.81%
AME 39.6 72.7 82.7 2 28.9 58.0 68.7 4 66.91%

asymmetric
Pivot (Gella et al., 2017) 28.2 61.9 73.4 3 22.5 49.3 61.7 6 -
Parallel (Gella et al., 2017) 30.2 60.4 72.8 3 21.8 50.5 62.3 5 -
Mono 42.0 72.5 83.0 2 29.6 58.4 69.6 4 -
FME 40.5 73.3 83.4 2 29.6 59.2 72.1 3 76.81%
AME 40.5 74.3 83.4 2 31.0 60.5 70.6 3 73.10%

Table 2: Image-caption ranking results for German (Multi30k)

Figure 1: The AME - model architecture

4 Experiment and Results

4.1 Details of Implementation 1

We use a mini-batch of size 128. We use Adam op-
timizer with learning rate 0.00011 (0.00006) and
with early stopping on the validation set. We set
the dimensionality of joint embedding space and
the GRU hidden layer tom = 1024. We utilize the
pre-trained aligned word vectors of FastText for

1In this section, the hyper-parameters in parentheses are
related to the model trained on MS-COCO.

the initial word embeddings. For Japanese word
embedding, we use pre-trained word vectors of
FastText2, then align it to the English word embed-
ding with the same hyper-parameters used for MS-
COCO. We set the margin α = 0.2 and α = 0.05
for symmetric and asymmetric similarity functions
respectively.

We assign k-nearest neighbors to be 5 (4). We
set T = 500, and lralign = 2 (5). We tokenize
English and German captions with Europarl tok-
enizer (Koehn, 2005). For the Japanese caption,
we use Mecab analyzer (Kudo et al., 2004). We
train the model for 30 (20) epochs with updating
the learning rate (divided by 10) on epoch 15 (10).

To extract features of images, we use a
ResNet152 (He et al., 2015) CNN architecture pre-
trained on Imagenet and extract the image features
from FC7, the penultimate fully connected layer.
We use average features from 10-crop of the re-
scaled images.

For the metric of alignment, we use bilingual
lexicons of Multilingual Unsupervised and Super-

2Available at https://fasttext.cc/docs/en/
crawl-vectors.html, and https://fasttext.
cc/docs/en/aligned-vectors.html.
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Image to Text Text to Image

R@1 R@5 R@10 Mr R@1 R@5 R@10 Mr Alignment

symmetric
UVS (Kiros et al., 2014) 43.4 75.7 85.8 2 31.0 66.7 79.9 3 -
EmbeddingNet (Wang et al., 2017) 50.4 79.3 89.4 - 39.8 75.3 86.6 - -
sm-LSTM (Huang et al., 2016) 53.2 83.1 91.5 1 40.7 75.8 87.4 2 -
VSE++ (Faghri et al., 2017) 58.3 86.1 93.3 1 43.6 77.6 87.8 2 -
Mono 51.8 84.8 93.5 1 40.0 77.3 89.4 2 -
FME 42.2 76.6 91.1 2 31.2 69.2 83.7 3 92.70%
AME 54.6 85 94.3 1 42.1 78.7 90.3 2 82.54%

asymmetric
Mono 53.2 87.0 94.7 1 42.3 78.9 90 2 -
FME 48.3 83.6 93.6 2 37.2 75.4 88.4 2 92.70%
AME 58.8 88.6 96.2 1 46.2 82.5 91.9 2 84.99%

Table 3: Image-caption ranking results for English (MS-COCO)

Image to Text Text to Image

R@1 R@5 R@10 Mr R@1 R@5 R@10 Mr Alignment

symmetric
Mono 42.7 77.7 88.5 2 33.1 69.8 84.3 3 -
FME 40.7 77.7 88.3 2 30.0 68.9 83.1 3 92.70%
AME 50.2 85.6 93.1 1 40.2 76.7 87.8 2 82.54%
asymmetric
Mono 49.9 83.4 93.7 2 39.7 76.5 88.3 2 -
FME 48.8 81.9 91.9 2 37.0 74.8 87.0 2 92.70%
AME 55.5 87.9 95.2 1 44.9 80.7 89.3 2 84.99%

Table 4: Image-caption ranking results for Japanese (MS-COCO)

EN→ DE DE→ EN

R@1 R@5 R@10 R@1 R@5 R@10

FME 51.4 76.4 84.5 46.9 71.2 79.1
AME 51.7 76.7 85.1 49.1 72.6 80.5

Table 5: Textual similarity scores (asymmetric,
Multi30k).

vised Embeddings (MUSE) benchmark (Lample
et al., 2017). MUSE is a large-scale high-quality
bilingual dictionaries for training and evaluating
the translation task. We extract the training words
of descriptions in two languages. For training, we
combine ”full” and ”test” sections of MUSE, then
filter them to the training words. For evaluation,
we filter ”train” section of MUSE to the training
words. 3

For evaluating the benefit of the proposed objec-
tive function, we compare AME with monolingual
training (Mono), and multilingual training with-
out the alignment model described in Section 3.2.
For the latter, the pre-aligned word embeddings
are frozen during training (FME). We add Mono
since the proposed model in Gella et al. (2017) did
not utilize pre-trained word embeddings for the
initialization, and the image encoder is different
(ResNet152 vs. VGG19).

3You can find the code for building bilingual lexicons on
the Github link.

We compare models based on two retrieval met-
rics, recall at position k (R@k) and Median of
ranks (Mr).

4.2 Multi30k Results

In Table 1 and 2, we show the results for English
and German captions. For English captions, we
see 21.28% improvement on average compared to
Kiros et al. (2014). There is a 1.8% boost on aver-
age compared to Mono due to more training data
and multilingual text encoder. AME performs bet-
ter than FME model on both symmetric and asym-
metric modes, which shows the advantage of fine-
tuning word embeddings during training. We have
25.26% boost on average compared to Kiros et al.
(2014) in asymmetric mode.

For German descriptions, The results are
11.05% better on average compared to (Gella
et al., 2017) in symmetric mode. AME also
achieves competitive or better results than FME
model in German descriptions too.

4.3 MS-COCO Results4

In Table 3 and 4, we show the performance of
AME and baselines for English and Japanese cap-
tions. We achieve 10.42% improvement on aver-

4To compare with baselines, scores are measured by aver-
aging 5 folds of 1K test images.

30



Figure 2: Alignment ratio in each validation step
(asymmetric mode - image-to-text - Multi30k dataset)

age compared to Kiros et al. (2014) in the sym-
metric manner. We show that adapting the word
embedding for the task at hand, boosts the general
performance, since AME model significantly out-
performs FME model in both languages.

For the Japanese captions, AME reaches 6.25%
and 3.66% better results on average compared to
monolingual model in symmetric and asymmetric
modes, respectively.

4.4 Alignment results

In Tables 1 and 2, we can see that the alignment
ratio for AME is 6.80% lower than FME which
means that the translators can almost keep lan-
guages aligned in Multi30k dataset. In MS-COCO
dataset, the alignment ratio for AME is 8.93%
lower compared to FME.

We compute the alignment ratio and recall at
position 1 (R@1) in each validation step. Figure
2 shows the trade-off between alignment and re-
trieval tasks. At the first few epochs, the model im-
proves the alignment ratio since the retrieval task
hasn’t seen enough number of instances. Then,
the retrieval task tries to fine-tune word embed-
dings. Finally, they reach an agreement near the
half of training process. At this point, we up-
date the learning rate of retrieval task to improve
the performance, and the alignment ratio preserves
constant.

Additionally, we also train AME model with-
out adding the alignment objective function, and
the model breaks the alignment between the initial
aligned word embeddings, so it’s essential to add
the alignment objective function to the retrieval
task.

4.5 Caption-Caption Similarity Scores

Given the caption in a language, the task is to re-
trieve the related caption in another language. In

Table 5, we show the performance on Multi30k
dataset in asymmetric mode. AME outperforms
the FME model, confirming the importance of
word embeddings adaptation.

5 Conclusion

We proposed a multimodal model with a shared
multilingual text encoder by adapting the align-
ment between languages for image-description re-
trieval task while training. We introduced a loss
function which is a combination of a pairwise
ranking loss and a loss that maintains the align-
ment of word embeddings in multiple languages.
Through experiments with different multimodal
multilingual datasets, we have shown that our ap-
proach yields better generalization performance
on image-to-text and text-to-image retrieval tasks,
as well as caption-caption similarity task.

In the future work, we can investigate
on applying self-attention models like Trans-
former (Vaswani et al., 2017) on the shared text
encoder to find a more comprehensive represen-
tation for descriptions in the dataset. Additionally,
we can explore the effect of a weighted summation
of two loss functions instead of equally summing
them together.
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Abstract
The recent demonstration of the power of huge
language models such as GPT-2 to memorise
the answers to factoid questions raises ques-
tions about the extent to which knowledge is
being embedded directly within these large
models. This short paper describes an ar-
chitecture through which much smaller mod-
els can also answer such questions - by mak-
ing use of ‘raw’ external knowledge. The
contribution of this work is that the methods
presented here rely on unsupervised learning
techniques, complementing the unsupervised
training of the Language Model. The goal of
this line of research is to be able to add knowl-
edge explicitly, without extensive training.

1 Introduction

The field of question answering has been domi-
nated by supervised methods for competitive tasks
such as the Stanford question answering dataset
(SQuAD) (Rajpurkar et al., 2016). However, as
discussed in Yogatama et al. (2019), some of these
datasets are becoming over-optimised for, making
the architectures less generally applicable.

At the other extreme, the ability of the GPT-
2 (Radford et al., 2019) model to answer factoid
questions, based purely on unsupervised training
directed at improving its Language Model (LM)
performance, was striking. But further reflection
highlights the following issues :

• Questions correctly (and confidently) an-
swered were a small fraction (∼1%) of the
questions asked

• Huge model size and long training periods
were required before such behaviour was
manifested

• This does not appear to be a practical ap-
proach to adsorbing an extensive knowledge-
base

This work describes early work in aiding gen-
eralised models such as GPT-2 to answer ques-
tions, without having to embed facts directly in the
model’s weights. The overall direction of work is
towards encouraging such generalised models to
make use of external datasources (and other re-
sources) without having to internalise all the data
in models of exponentially increasing size (e.g.
GPT-2-1.5B is more than 10x the size of GPT-2-
117M).

2 Natural Questions Dataset

The Natural Questions (NQ) dataset
(Kwiatkowski et al., 2019) is a question an-
swering dataset containing 307,373 training
examples, 7,830 development examples, and
7,842 test examples. Each example is comprised
of a google.com query and a corresponding
Wikipedia page. Each Wikipedia page has a
passage (or long answer) annotated on the page
that answers the question and one or more short
spans from the annotated passage containing the
actual answer. The long and the short answer
annotations can however be empty. If they are
both empty, then there is no answer on the page at
all. If the long answer annotation is non-empty,
but the short answer annotation is empty, then the
annotated passage answers the question but no
explicit short answer could be found. Finally, 1%
of the documents have a passage annotated with a
short answer that is ‘yes’ or ‘no’, instead of a list
of short spans.

As reported in Radford et al. (2019), GPT-
2-1.5B answers 4.1% of NQ questions correctly
when evaluated by the exact match metric com-
monly used on reading comprehension datasets
like SQuAD. In contrast, the smallest GPT-2-
117M model (used as the basis for the model pro-
posed in this work) is reported as not being capa-
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ble of exceeding the 1.0% accuracy of the simple
baseline which returns the most common answer
for each question type (who, what, where, etc...).
The fact that GPT-2-1.5B answered 5.3 times more
questions correctly suggests that model capacity
has been a major factor in the poor performance
of neural systems on this kind of task as of yet.

3 Model Architecture

The model proposed here is built from several
components which include (a) 876k Wikipedia
sentences, addressible via embeddings; (b) a pre-
trained GPT-2-117M language model which was
noted to be incapable of answering questions suc-
cessfully in Radford et al. (2019); and (c) a scheme
for incorporating ‘sentence hints’ into the lan-
guage generation context.

3.1 Embeddings for Sentence Lookup

Three different embedding methods were used :
(i) pre-trained BERT-base (L=12, H=768,

A=12, Total Parameters=110M) (Devlin et al.,
2018), using the the bert− as− service

Python tool1. For a given input sentence this re-
turns a 768-d embedding, calculated as the Glob-
alAveragePooling of the top-but-one layer of the
pretrained BERT model;

(ii) Smooth Inverse Frequency (SIF) (Arora
et al., 2017) embeddings, calculated by inverse-
frequency weighting the BPE embeddings (from
the GPE-2-117M model being used for the text
generation task) followed by removal of the first
PCA component; and

(iii) Universal Sentence Encoder (Cer et al.,
2018), the training details not clear in the paper,
but USE is not a purely unsupervised model : “We
augment unsupervised learning with training on
supervised data from the Stanford Natural Lan-
guage Inference (SNLI) corpus” (Bowman et al.,
2015).

Methods (i) and (ii) were not fine-tuned on the
question answering task (since this would vio-
late the spirit of this unsupervised-only system),
whereas method (iii) was included to judge the
benefits of adding some supervised training to the
embedding stage.

1https://bert-as-service.readthedocs.
io/
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Figure 1: Proposed information flow : (a) Initial ques-
tion; (b) Wiki sentence ranking; (c) hinting in pream-
ble; (d) GPT2 output.

3.2 Embeddings for Questions
In order that facts might be supplied by external
text, embeddings e(sn) were produced for each
sentence sn of the N(= 876, 645) wikitext sen-
tences, and also e(qj) was calculated for each qj
of the J questions.

The search term was calculated by adding a
‘question to sentence’ vector, set to the mean
difference between the embeddings for question
phrases and those of wikitext sentences to the orig-
inal question qj :

searchj = e(qj) +
1

N

∑
e(s·)−

1

J

∑
e(q·)

3.3 Knowledge Look-up
In order to aid the LM in retrieving factoid an-
swers, ‘hint sentences’ sufficient to fill half of the
LM context window were retrieved from the list of
the N wikitext sentences, using a cosine distance
ranking of the sn vs searchj

3.4 LM Context Seeding
In order to obtain the results in Radford et al.
(2019) for the NQ task, their GPT-2-1.5B model
context was seeded with example question/answer
pairs which helped the model infer the short an-
swer style of the dataset.

Rather than expect the smaller GPT model to
extrapolate from the Q & A format, both the ‘hint
sentences’ and the question qi were incorporated
into the context seen by the model directly:

Information :

HintSentence[ ] or None

The best short answer to “qi?” from the
information above is “ . . .
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Table 1: Sample question answers with filter examples, and examples of answers where pure SQuAD accuracy did
not make sense when the base data included far more information than the original (single) wiki article targetted
by the Natural Questions dataset.

Question Target GPT-2-117M Reject reason
Who is the richest club in the championship? ‘Aston Villa’, The richest club in SMART ALEC

‘Manchester City’ the championship
Are all firestone tires made in the usa? ‘NO’ No Y/N QUESTION
What is the name of manchester united stadium? ‘Old Trafford’ Manchester United WITHIN QUESTION
Who cracked the enigma code in world war 2? ‘Turing’ Alan Turing N/A : ACCEPTED
How many inches is the iphone 5s screen? ‘4 - inch screen size’, 4 inches N/A : ACCEPTED

‘4 in’, ‘4 in ( 10 cm )’

The GPT-2-117M output is then recorded up
until the closing double-quote (closing quotes ap-
pears to be strongly favoured by the LM).

3.5 Sampling from the Language Model
A number of approaches to sampling from the
model were tried (including Beam search, which
performed poorly), and the following were found
to work satisfactorially :

1. SoftMax temperature was kept at 1.0 (i.e. as
trained);

2. Nucleus Sampling (Holtzman et al., 2019)
was used, with only tokens that cover the first
90% of probability space being considered as
choices at each step. This appears to give
a good mix of diversity without ‘going off
the rails’ - which is desirable for human-like
communication (Grice, 1975);

3. A probability bias term (Murray and Chi-
ang, 2018) was added to the log-probabilities
of each sequence, whereby each token was
‘awarded’ a bonus of α, which was found em-
pirically to create a more balanced spread of
long and short outputs;

4. After a sorted list of 100 different sequences
was created, this was further filtered (as illus-
trated in Table 1) to reject answers that were
very unlikely to be correct:

• answers that simply repeat the question
(determined as whether the answer’s bi-
gram Jaccard similarity with the ques-
tion exceeds 0.5);
• answers that are contained within the

question verbatim;
• answers such as ‘yes/no’, ‘i don’t

know’, ‘none’, ‘no one’, ‘it depends’ -
which may have been safe choices, but

could not score positively on the filtered
list of questions.

Further details can be found in the Supplimental
Materials.

4 Experiments

The model architecture was applied to the NQ
task, and results are reported for performance on
the validation set (the training set was unused).
Only questions that were (a) not Yes/No; and (b)
had a ‘short answer’ were considered, resulting in
3975 triples of {question, wikitext, answer list}.

The list of ‘hint sentence’ candidates was set to
be the aggregate of all the sentences across the
3975 wikitext pages, totalling ∼876k sentences.
Importantly, the hint sentence choices weren’t re-
stricted to the wikitext corresponding to the spe-
cific question - which makes the task significantly
more difficult that the BERT baseline for Natural
Questions task (Alberti et al., 2019), which works
on an article-by-article basis.

In the results reported, to reduce noise, the
‘Yes/No’ questions were removed from consider-
ation (since scoring positively on these examples
may the result of a coin-flip).

5 Results

This work is in its early stages, and the results ob-
tained so far are encouraging, despite being low in
number.

For the 3975 useful NQ development set ques-
tions, we found that the poor results of using GPT-
2-117M unaided reported in Radford et al. (2019)
were born out.

However, when using each question to select
‘hint sentences’ from the whole list of 876k wiki-
text sentences, the GPT-2-117M was able to make
use of the extra information (without having been
explicitly training to do so).
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Table 2: Question answering accuracy.

EMBEDDING DIM α SCORE
NO HINTS - 0.0 0.84%
BERT-REST 768 0.0 1.08%
SIF 768 0.7 3.14%
SIF 768 0.2 3.29%
USE 512 0.0 4.45%

Note that the results in Table 2 are not directly
comparable with the reported accuracy of the 1.5
billion parameter GPT-2-1.5B (4.1%), since the
“Yes/No” questions have been deliberately ex-
cluded in the experimental results above, since
random chance would then add approximately
1.8% (of pure noise) to the results presented here.
Adjusting the reported GPT-2 figures (downward)
for this effect shows that the proposed model has
higher performance for a much lower parameter
count, even when using purely unsupervised train-
ing methods.

6 Discussion

As mentioned in Sutskever (2019), an online
video in which Radford et al. (2017) is dis-
cussed, ‘higher order’ capabilities seem to appear
in language-related models only if the size of the
model is sufficient to have captured many the basic
features of the underlying language, since know-
ing the basic words and structures is more impor-
tant to a Language Modeling objective than higher
order features like sentiment and story arc (for in-
stance).

Being able to capture such higher order features
provides a natural incentive to want to scale the
training of language models to as large a number
of parameters as possible. And undoubtedly there
will be important and interesting results to come
out of these efforts.

However, it is not at all clear that embedding
factoids in neural network weights is a practical
way of building intelligent systems. Even humans
(built on a biological neural substrate) seem to rea-
son about facts symbolically despite the process-
ing being based in neurons.

The goal of this research is to explore how to
interface the extremely effective aspects of mod-
els such as GPT-2 with more accessible sources of
knowledge and planning.

By using the human readable output of a Lan-
guage Model component to direct further infor-
mation gathering (or, potentially, other activities),

one might imagine the system would not only be-
come more capable (without exponentially long
training), but would also have an internal dialogue
that would be human interpretable.

6.1 Further Work
Clearly, more experimentation is needed to under-
stand how to improve the current system. Fortu-
nately, that can be accomplished without a huge
investment in hardware.

In terms of sentence embedding techniques, one
additional method was investigated, so far without
encouraging results : the generation of sentence
embeddings from using an additional layer for the
GPT-2-117M model it its initially untrained state.
This deserves further work, given the findings of
Wieting and Kiela (2019).

Also interesting is the potential for training
a more specific retrieval/utilisation engine in a
supervised manner, such as in Bapna and Firat
(2019), and then expanding the domain across
which retrieval is performed to encompass a much
broader range of accessible facts without further
training the model. However, this is slightly con-
trary to the goal herein of using purely unsuper-
vised techniques.

Beyond these initial phases, though, there is the
potential for the system to achieve some level of
self-improvement. As was discussed in Radford
et al. (2019), the GPT-2-1.5B model could not
only answer some factoid questions, but it also had
a good (self-) model of confidence in its answers2.
This implies that if a trainable embedding compo-
nent were included in this paper’s architecture it
might be trainable (in a fully self-supervised way)
to improve its self-hinting, and thereby achieve a
self-improving positive feedback loop.
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Abstract

We present a scalable, open-source platform
that “distills” a potentially large text collection
into a knowledge graph. Our platform takes
documents stored in Apache Solr and scales
out the Stanford CoreNLP toolkit via Apache
Spark integration to extract mentions and re-
lations that are then ingested into the Neo4j
graph database. The raw knowledge graph is
then enriched with facts extracted from an ex-
ternal knowledge graph. The complete prod-
uct can be manipulated by various applica-
tions using Neo4j’s native Cypher query lan-
guage: We present a subgraph-matching ap-
proach to align extracted relations with exter-
nal facts and show that fact verification, locat-
ing textual support for asserted facts, detect-
ing inconsistent and missing facts, and extract-
ing distantly-supervised training data can all
be performed within the same framework.

1 Introduction

Despite plenty of work on relation extraction, en-
tity linking, and related technologies, there is sur-
prisingly no scalable, open-source platform that
performs end-to-end knowledge graph construc-
tion, taking as input a large text collection to “dis-
till” a knowledge graph from it. Many enterprises
today desire exactly such a system to integrate an-
alytics over unstructured text with analytics over
relational as well as semi-structured data. We are
aware of a few commercial solutions for analyz-
ing unstructured text, such as Amazon Compre-
hend and Refinitiv by Thomson Reuters, as well
as many organizations with large internal efforts,
most notably Bloomberg. However, there does not
appear to be comparable open-source solutions.

This gap can be attributed, at least in part, to the
fact that NLP researchers typically think about ex-
traction in terms of sentences (or documents) and
may not be interested in the engineering efforts re-

quired to scale out extraction to hundreds of thou-
sands (or even millions) of documents. Further-
more, they are less likely equipped with the ex-
pertise (or interest) necessary to build distributed,
scalable systems.

We share with the community an open-source
platform for scalable, end-to-end knowledge
graph construction from unstructured text called
dstlr. By “end-to-end” we mean a solution that as-
pires to cover all aspect of the data management
lifecycle: from document ingestion to relation ex-
traction to graph management to knowledge cura-
tion to supporting downstream applications, plus
integration with other systems in an enterprise’s
“data lake”. Although other researchers have
proposed solutions to knowledge graph construc-
tion (Augenstein et al., 2012; Kertkeidkachorn and
Ichise, 2017), they do not appear to make open-
source software artifacts available for download
and evaluation.

At a high level, dstlr takes unstructured text and
“distills” from it a usable knowledge graph. From
a corpus stored in Apache Solr, a raw knowledge
graph is populated using Stanford CoreNLP and
ingested into the popular Neo4j graph database.
This raw knowledge graph is further enriched with
facts from an external knowledge graph, in our
case, Wikidata (Vrandečić and Krötzsch, 2014).
The final product can be manipulated via the
declarative Cypher query language. All computa-
tions are orchestrated using Apache Spark for hor-
izontal scaling.

On top of our platform, it is possible to build a
number of applications, for example, to support
business intelligence, knowledge discovery, and
semantic search. In this paper, we describe an ap-
proach to align extracted relations from the cor-
pus with external facts. We show that fact verifi-
cation, locating textual support for asserted facts,
detecting inconsistent and missing facts, and ex-
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tracting distantly-supervised training data can all
be formulated in terms of graph queries. As a case
study, we extract and subsequently manipulate ap-
proximately 100 million triples from nearly 600K
Washington Post articles on a modest cluster.

The contribution of this work is the creation
of an end-to-end platform for constructing knowl-
edge graphs from unstructured text “with minimal
fuss” via the integration of four mature technolo-
gies: Apache Solr, Stanford CoreNLP, Apache
Spark, and Neo4j. We demonstrate the potential
of such a platform and are pleased to share our
open-source project with the community.

2 Problem Formulation

We begin with a more precise formulation of the
problem at hand. Given a (potentially large) col-
lection of text documents, we wish to extract facts
comprising what we call mentions (spans of natu-
ral language text such as named entities) and rela-
tions between them. We further assume the exis-
tence of an external knowledge graph which pro-
vides a “ground-truth” inventory of entities, and
central to our task is linking mentions to these en-
tities. The distinction between mentions and enti-
ties is crucial to our problem formulation, as men-
tions are simply spans of text that exhibit a wide
range of linguistic phenomena (synonymy, poly-
semy, etc.), but entities are unique and have clear
real-world referents. More formally:

• Documents contain zero or more mentions.

• In each document, there are zero or more rela-
tions between mentions. Mentions can partici-
pate in an arbitrary number of relations.

• Each mention has zero or exactly one link to an
entity in the external knowledge graph.

• Entities participate in an arbitrary number of
facts in the external knowledge graph.

The usage scenario we have in mind is the con-
struction of enterprise-centric knowledge graphs.
Most large organizations today already have inter-
nal knowledge graphs (or ongoing efforts to build
them); the simplest example might be a machine-
readable product catalog with product specifica-
tions. Our goal is to provide a “360-degree view”
of unstructured text in an organization’s “data
lake”; although similar capabilities already ex-
ist for relational and semi-structured (e.g., log)

data, unstructured free text remains vastly under-
explored. As we show, it is exactly this interplay
between relations extracted from unstructured text
and facts in the external knowledge graph that give
rise to interesting applications in fact verification
and related tasks. Currently, we use Wikidata as a
stand-in, as our platform is designed to be enter-
prise and domain agnostic.

Of course, relation extraction and complemen-
tary tasks such as entity linking, coreference res-
olution, predicate mapping, etc. have been studied
for decades. Notable efforts include the Knowl-
edge Base Population (KBP) and Knowledge Base
Acceleration (KBA) tasks in the Text Analysis
Conference (TAC) series (Ji and Grishman, 2011;
Getman et al., 2018), NELL (Never-Ending Lan-
guage Learning) (Mitchell et al., 2015), open in-
formation extractors such as Ollie (Mausam et al.,
2012), and approaches based on weak supervision
such as Snorkel (Ratner et al., 2017). Our focus,
however, is very different as we wish to build an
end-to-end platform that not only supports extrac-
tion, but the entire data management lifecycle, as
discussed in the introduction. Part of this effort
is the development of various applications that ex-
ploit knowledge graphs (for example, fact verifica-
tion). In this sense, our work is complementary to
all these abovementioned systems and techniques,
as the dstlr platform is sufficiently general to in-
corporate their extraction results.

3 System Overview

The overall architecture of our open-source dstlr1

platform is shown in Figure 1. We assume the ex-
istence of a document store that holds the docu-
ment collection we wish to “distill”. Currently,
we use Apache Solr for this role, although a good
alternative would be Elasticsearch (which we are
currently implementing support for).

The rationale for depending on a document
store, as opposed to simply reading documents
from a file system (e.g., one designed for dis-
tributed storage such as the Hadoop Distributed
File System) are many: First, it is likely that users
and applications of dstlr desire full-text and meta-
data search capabilities. A system like Solr readily
provides an “industrial strength” solution. Second,
a document store provides more refined mecha-
nisms for managing incremental data ingestion,
e.g., the periodic arrival of a new batch of docu-

1http://dstlr.ai/
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Figure 1: The overall architecture of the dstlr plat-
form. Documents are “distilled” into a raw knowledge
graph in the extraction phase, which is then enriched
with facts from an external knowledge graph. Spark
orchestrates execution in a horizontally scalable man-
ner. Neo4j holds the knowledge graph, which supports
applications via its query interface.

ments. Third, the integration of search capabilities
with a document store allows dstlr to focus anal-
yses on subsets of documents, as demonstrated
in Clancy et al. (2019b). For convenience, our
open-source search toolkit Anserini (Yang et al.,
2018) provides a number of connectors for ingest-
ing document collections into Solr (Clancy et al.,
2019a), under different index architectures.

The execution layer, which relies on Apache
Spark, coordinates the two major phases of knowl-
edge graph construction: extraction and enrich-
ment. The knowledge graph is held in the popular
graph database Neo4j. Applications built on top
of the dstlr platform take advantage of a declara-
tive query language called Cypher to manipulate
the contents of the knowledge graph.

The extraction phase is responsible for popu-
lating the raw knowledge graph with mentions,
entities, and relations identified from unstruc-
tured text. Currently, we use Stanford’s CoreNLP
toolkit (Manning et al., 2014) for the JVM due
to its support for many common language anal-
ysis tasks (i.e., tokenization, part-of-speech tag-
ging, named entity recognition, etc.) that can be
chained together in a pipeline. While dstlr is ex-
tractor agnostic and we have explored a number of
different systems, we have found CoreNLP to be
the most straightforward package to deploy from
an engineering perspective. One of the contribu-
tions of our platform is the infrastructure to scale
out the CoreNLP toolkit using Spark to process
large document collections in an scalable manner.

At a high level, annotator output is converted into
tuples (as part of Spark DataFrames) that are then
ingested into the knowledge graph.

In the enrichment phase, we extract entities
from the external knowledge graph (Wikidata) that
are found in the unstructured text, thereby enrich-
ing the raw knowledge graph with high-quality
facts from an external source. We perform this
filtering step because, typically, only a portion of
entities in an external source like Wikidata are ref-
erenced in a corpus; thus, for query and storage
efficiency, it makes sense to only enrich entities
that are mentioned in the source documents.

In what follows, we provide more details about
the extraction and enrichment phases.

3.1 Extraction

For each document in the collection, we extract
mentions of named entities, the relations between
them, and links to entities in an external knowl-
edge graph. Through Solr/Spark integration, ex-
traction can be performed on all documents in the
document store, or a subset that a user or an ap-
plication may wish to focus on, for example, con-
taining a particular metadata facet or the results of
a keyword query (Clancy et al., 2019b).

Named Entity Extraction. We use CoreNLP’s
NERClassifierCombiner annotator to extract en-
tity mentions of 20 different types, such as per-
sons, organizations, locations, etc. (Finkel et al.,
2005). Each mention corresponds to a row in a
Spark DataFrame that contains the document id, a
mention id, and a list of key–value pairs containing
the mention class, mention text, and character off-
sets of the mention in the source document. Sub-
sequent occurrences of the same mention in the
same document are mapped to an existing men-
tion so that character offsets can later be consoli-
dated into an array. In this manner, we retain ac-
curate provenance that allows us to trace back an
extracted mention to its source.

Relation Extraction. CoreNLP provides two dif-
ferent annotators for relation extraction: the Open
Information Extraction (OpenIE) annotator (An-
geli et al., 2015) and the Knowledge Base Pop-
ulation (KBP) annotator (Surdeanu et al., 2012).
The OpenIE annotator provides open-class rela-
tions based on the provided text while the KBP
annotator fills slots for a fixed set of 45 relations,
such as org:city of headquarters. We use the
latter, as it is more appropriate for our task. As
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with the entities, each extracted relation corre-
sponds to a row in a Spark DataFrame with the
document id, the subject mention, the relation, the
object mention, and a confidence score.

Entity Linking. In the final extraction step,
we use CoreNLP’s WikidictAnnotator to link
mentions to their corresponding Wikipedia entity,
which in turn allows us to map to Wikidata enti-
ties. For each entity mention, we produce a row
in a Spark DataFrame that contains the document
id, the mention id, and the URI of the most likely
entity link. If a linked entity for a mention cannot
be found, the row will contain a null; we made
the design decision to explicitly record these cases.
Note that this important step establishes corre-
spondences between information extracted from a
document and the external knowledge graph, and
is critical to enabling the host of applications that
we discuss later.

Pulling everything together, consider the sample
sentence “Facebook is an American social media
and social networking company based in Menlo
Park” from document b2c9a. The dstlr extraction
pipeline might discover the mentions “Facebook”
and “Menlo Park” with a has hq relation between
them. Furthermore, “Facebook” is linked to the
entity Q355 in Wikidata. This translates into the
following knowledge graph fragment, in terms of
(subject, relation, object) triples, simplified for il-
lustrative purposes:

(b2c9a, mentions, “Facebook”)
(b2c9a, mentions, “Menlo Park”)
(“Facebook”, subject of, has hq)
(has hq, object of, “Menlo Park”)
(“Facebook”, links to, Q355)

The relation itself is reified into a node to facili-
tate efficient querying by consumers of the knowl-
edge graph (more details later). Following the ex-
traction of all entity mentions, relations, and en-
tity links as described above, the resulting rows
from the Spark DataFrames are bulk-loaded into
Neo4j according to the “schema” above. While
it is entirely possible to construct the raw knowl-
edge graph incrementally, we have found it to be
far more efficient to perform ingestion in bulk.

3.2 Enrichment

In the enrichment phase, we augment the raw
knowledge graph with facts from the external

knowledge graph (Wikidata). This is accom-
plished by first manually defining a mapping from
CoreNLP relations to Wikidata properties. For ex-
ample, the “headquarters” relation from CoreNLP
most closely corresponds to P159 in Wikidata.2

Since there are only 45 relations, this did not re-
quire much effort. Then, for each distinct entity
that was discovered in the document collection,
we extracted the corresponding facts from Wiki-
data. This process, in essence, extracts subgraph
fragments around referenced entities to enrich the
raw knowledge graph. Currently, we only perform
the augmentation with relations that are covered
by CoreNLP and referenced entities in the unstruc-
tured text, but we could easily scale up (or down)
the enrichment effort by “pulling in” more (or less)
of Wikidata, depending on the needs of various
applications. For fact verification and the related
tasks that we explore in this paper, the parts of
Wikidata that do not overlap with the raw knowl-
edge graph are not needed.

As with extraction, execution of the enrichment
process is coordinated by Spark via the manipu-
lation of DataFrames. With Spark, it is easy to
identify the distinct entities referenced in the cor-
pus, which are then fed as input into the enrich-
ment process to “pull out” the appropriate parts of
Wikidata. For each entity in the corpus, we pro-
duce a row in a Spark DataFrame containing the
entity URI, the relation type, and its value. These
are then bulk-loaded into Neo4j; once again, this
is done primarily for efficiency, just as with the
extraction output.

In our running example about Facebook, this
would lead to the insertion of the following triple
in the graph (once again, slightly simplified):

(Q355, links to, FACT34a8d)

where FACT34a8d is a node that has type has hq

and value “Menlo Park”. Facts from Wikidata are
factored according to this “schema” to facilitate
efficient querying (more details below).

4 Performance Evaluation

To demonstrate the scalability of our dstlr plat-
form, we describe an evaluation comprising both
extraction and enrichment performed on a clus-
ter comprising nine nodes. Each node has two
Intel E5-2670 @ 2.60GHz (16 cores, 32 threads)

2https://www.wikidata.org/wiki/
Property:P159
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CPUs, 256GB RAM, 6×600GB 10K RPM HDDs,
10GbE networking, and runs Ubuntu 14.04 with
Java 9.0.4. We utilize one node for the mas-
ter services (YARN ResourceManager and HDFS
NameNode); the remaining eight nodes each host
a HDFS DataNode, a Solr shard, and are available
for Spark worker allocation via YARN.

We ran dstlr on the TREC Washington Post
Corpus,3 which contains 595K news articles and
blog posts from January 2012 to August 2017.
This corpus has been used in several recent TREC
evaluations and is representative of a modern
newswire collection. We performed some light
data cleaning before running extraction, discard-
ing documents longer than 10,000 tokens and sen-
tences longer than 256 tokens. These outliers were
typically HTML tables that our document parser
processes into very long “sentences” (concatenat-
ing all table cells together). After filtering, we ar-
rive at a collection with 580K documents, com-
prising roughly 23M sentences and approximately
500M tokens.

Extraction was performed via a Spark job con-
figured with 32 executors (four per machine),
each allocated 8 CPU cores and 48GB of mem-
ory for task processing; the configuration attempts
to maximize resource usage across the cluster.
We extracted 97M triples from the approximately
580K documents in 10.4 hours, for a process-
ing rate of 13K token per second. Mentions of
entities and mention-to-entity links account for
92.2M triples (46.1M each) while the remaining
4.8M represent relations between mentions. Of
the 46.1M mention-to-entity links, 30.7M corre-
spond to an actual Wikidata entity (recall that we
explicitly store null links); this represents 324K
distinct entities.

Currently, dstlr uses Neo4j Community Edi-
tion, a popular open-source graph database, as the
graph store. Running on a single node, we are
able to insert 97M triples in 7.8 hours using a sin-
gle Spark worker, co-located on the same machine
as Neo4j. This translates into an ingestion rate of
nearly 2.9K triples/sec, which we find acceptable
for a corpus of this size. Further scale out is pos-
sible via a distributed version of Neo4j, which is
available as part of the Enterprise Edition, but re-
quires a commercial license.

Enrichment is performed by querying a local in-
stance of Wikidata that has been ingested into

3https://trec.nist.gov/data/wapost/

Apache Jena Fuseki, which is an open-source RDF
store that provides a REST-based SPARQL end-
point. We import the “truthy” dump, consist-
ing of only facts, in addition to a mapping from
Wikipedia to Wikidata URIs, as CoreNLP links
entities to Wikipedia URIs.

For each of the 324K distinct entities found in
the corpus, we fetch the corresponding facts from
Wikidata using our Jena Fuseki endpoint. As with
the extraction phase, the enrichment process is or-
chestrated by Spark. For example, for the “head-
quarters” relation, we are able to retrieve 11.7K
corresponding facts from Wikidata in around 14
minutes. These extracted facts are then inserted
into Neo4j, as described in Section 3.2. This in-
gestion takes only a few seconds.

5 Graph Alignment and Applications

In our case study, the “product” of dstlr is a knowl-
edge graph constructed from a corpus of unstruc-
tured text (Washington Post articles) that has been
enriched with high-quality facts extracted from an
external knowledge graph (Wikidata). The knowl-
edge graph, stored in Neo4j, can then be ma-
nipulated by different applications using Neo4j’s
declarative query language called Cypher.

We describe a query-driven approach to align
extracted relations from CoreNLP to external facts
from Wikidata. This, in essence, performs fact
verification (Thorne and Vlachos, 2018) against
an external knowledge source that is presumed to
have high-quality facts. While fact verification us-
ing external knowledge sources is not novel (Vla-
chos and Riedel, 2015), the contribution of our
particular case study is to illustrate how it can
be recast into a query-driven subgraph alignment
problem. Within this framework, fact verifica-
tion, locating textual support for asserted facts, up-
dating incorrectly-asserted facts, asserting newly-
discovered facts, and data augmentation via dis-
tant supervision can all be viewed as different as-
pects of the same underlying task.

As an illustration of these ideas, we consider
the city of headquarters relation identified by
CoreNLP. Figure 2 shows a Cypher query that per-
forms one possible subgraph alignment. A typical
Cypher query has three main clauses: the MATCH

clause describes, in a pseudo-graphical notation,
the graph pattern being searched for; the WHERE

clause specifies additional constraints on the pat-
terns, akin to the WHERE clause in SQL; finally,
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MATCH (d:Document)-->(s:Mention)

MATCH (s)-->(r:Relation

{ type: "CITY OF HEADQUARTERS" })
MATCH (r)-->(o:Mention)

MATCH (s)-->(e:Entity)

MATCH (e)-->(f:Fact {relation: r.type})
RETURN d, s, r, o, e, f

Figure 2: Cypher query to match extracted relations
with external facts.

the RETURN clause specifies the result of the query.
This particular query looks for two mention nodes
connected by a city of headquarters relation
for which there exists a linked entity for the sub-
ject mention with the same fact type in Wikidata
as the extracted relation, returning tuples of all
matched instances. In other words, we look for
all instances of extracted headquarters, and then
match the headquarters with what’s stored in the
external knowledge graph.

We query Neo4j with its Spark connector so that
the results can be integrated with subsequent dis-
tributed processing on our cluster. This particu-
lar query returns around 21K results in less than
twenty seconds, where the majority of the time is
spent on Spark overhead such as copying depen-
dencies to worker nodes.

What can we do with the results? Logically,
there are three possibilities: an extracted relation
matches what’s in the external knowledge graph,
an extracted relation doesn’t match what’s in the
external knowledge graph, and the extract rela-
tion isn’t found in the external knowledge graph.4

These correspond to identification of supporting
evidence, inconsistent facts, and missing facts; we
consider each of these cases in detail below.

5.1 Supporting Facts
If an extracted relation matches a fact asserted in a
high-quality external source such as Wikidata, we
can conclude with reasonable certainty that the in-
formation contained in the source document is in-
deed factual. As a specific example, our Cypher
query identified Washington Post article eb3b8f

as discussing the company “Good Technology”,
and from that article, CoreNLP was able to iden-
tify its headquarters as Sunnyvale. Figure 3 shows
this subgraph, illustrating agreement on Sunnyvale
between the external knowledge graph (leftmost
node) and the document (rightmost node).

4This is actually the result of another query, but same idea.
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Figure 3: Example where an extracted relation matches
an external fact, providing textual support for the fact.

This forms the basis of fact verification, al-
though there are nuanced cases that require human
judgment (and thus are difficult to automate). For
example, it could be the case that both the knowl-
edge graph and the document are wrong, such as
when a fact is outdated. Since we retain the prove-
nance of all extracted relations, it is possible for a
human to trace back evidence to its source in order
to consider the broader context.

This feature allows applications to locate sup-
porting evidence for facts in Wikidata. Exist-
ing knowledge graphs are typically constructed
through a combination of different processes,
ranging from manual entry to semi-automated
techniques. It is frequently the case that the prove-
nance is lost, and thus the knowledge graph cannot
answer the question: how do we know this fact to
be true? Our application can provide such support,
and from multiple sources to boot.

5.2 Inconsistent Facts

Relations extracted from unstructured text may be
inconsistent with facts in the external knowledge
graph for a variety of reasons, but can be grouped
into two categories, either imperfect extractors or
factual errors in the documents. Distinguishing
these two cases requires manual inspection, but
once again, subgraph alignment provides the ba-
sis of fact verification.

Based on our own manual inspection, the over-
whelming majority of inconsistencies stems from
extractor errors. For example, Washington Post
article b02562 contains the sentence “The com-
pany said that it will have watches to demo at
department stores around the world: the Galeries
Lafayette in Paris, Isetan in Tokyo, . . . ”, from
which CoreNLP asserts that Isetan has headquar-
ter in Paris, which is obviously incorrect to a hu-
man reader. The corresponding subgraph is pre-
sented in Figure 4, which shows that the Wiki-
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Figure 4: Example where an extracted relation is in-
consistent with an external fact. In this case, the incon-
sistency arises from an extractor error.

data fact (leftmost node) differs from the extracted
value (rightmost node).

These inconsistencies can serve as negative
training data that can then be used to train better
extraction models. While this is a standard tech-
nique in the literature on distant supervision for re-
lation extraction (Smirnova and Cudré-Mauroux,
2018), we show how the process can be formu-
lated in terms of graph queries in our dstlr plat-
form, in essence, as a side effect of fact verifica-
tion. In principle, supporting texts, such as those
from the previous section, can be used as positive
examples as well, although their benefits are likely
to be limited as the extractor was able to correctly
identify the relation to begin with.

5.3 Missing Facts

In trying to align subgraphs from extracted rela-
tions with external facts, the third possibility is
that we find no corresponding fact. For exam-
ple, Washington Post article 498e15 discusses a
climatologist at the International Arctic Research
Center in Fairbanks, Alaska. Our platform extracts
Fairbanks as the headquarters of the International
Arctic Research Center (see Figure 5). During
the enrichment process, no value from Wikidata
was present for the property P159 (based on our
CoreNLP to Wikidata mapping). This can also be
confirmed by noticing the lack of an infobox in the
upper right-hand corner of its Wikipedia page.

In other words, we have discovered a miss-
ing fact in Wikidata, thus providing an opportu-
nity to populate Wikidata with new knowledge.
Of course, human vetting is likely needed be-
fore any facts are added to an external knowledge
graph, but once again, subgraph alignment via
Cypher graph queries provides the starting point
for knowledge acquisition.
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Figure 5: Example where an extracted relation does not
correspond to any fact in the external knowledge graph,
providing an opportunity acquire new knowledge.

6 Conclusion

The contribution of dstlr is a scalable, open-
source, end-to-end platform that distills a poten-
tially large text collection into a knowledge graph.
While each of the components in our architecture
already exist, they have not been previously inte-
grated in this manner to support knowledge graph
construction and applications that exploit knowl-
edge graphs.

The other interesting aspect of our work is the
use of subgraph alignment to support a number of
related tasks: we show that fact verification, lo-
cating textual support for asserted facts, detect-
ing inconsistent and missing facts, and extract-
ing distantly-supervised training data can all be
performed within the same graph querying frame-
work. The dstlr platform is under active develop-
ment, with plans to integrate more extractors, par-
ticular ones based on neural networks, in support
of applications in business intelligence, knowl-
edge discovery, and semantic search.
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Abstract 

Many previous studies on relation extrac-
tion have been focused on finding only one 
relation between two entities in a single 
sentence. However, we can easily find the 
fact that multiple entities exist in a single 
sentence and the entities form multiple re-
lations. To resolve this problem, we pro-
pose a relation extraction model based on a 
dual pointer network with a multi-head at-
tention mechanism. The proposed model 
finds n-to-1 subject-object relations by us-
ing a forward decoder called an object de-
coder. Then, it finds 1-to-n subject-object 
relations by using a backward decoder 
called a subject decoder. In the experiments 
with the ACE-05 dataset and the NYT da-
taset, the proposed model achieved the 
state-of-the-art performances (F1-score of 
80.5% in the ACE-05 dataset, F1-score of 
78.3% in the NYT dataset) 

1 Introduction 

Relation extraction is the task of recognizing se-
mantic relations (i.e., tuple structures; subject-re-
lation-object triples) among entities in a sentence. 
Figure 1 shows three triples that can be extracted 
from the given sentence. 
 

 
Figure 1: Subject-relation-object triples in a sentence 

 

 With significant success of neural networks in 
the field of natural language processing, various 
relation extraction models based on convolutional 
neural networks (CNNs) have been suggested 
(Kumar, 2017); the CNN model with max-pooling 
(Zeng et al., 2014), the CNN model with multi-
sized window kernels (Nguyen and Grishman, 

2015), the combined CNN model (Yu and Jiang, 
2016), and the contextualized graph convolutional 
network (C-GCN) model (Zhang et al., 2018).  

Relation extraction models based on recurrent 
neural network (RNNs) has been the other popular 
choices; the long-short term memory (LSTM) 
model with dependency tree (Miwa and Bansal, 
2016), the LSTM model with position-aware at-
tention mechanism (Zhang et al., 2017), and the 
walk-based model on entity graphs (Christopoulou 
et al., 2019). Most of these previous models have 
been focused on extracting only one relation be-
tween two entities from a single sentence. How-
ever, multiple entities exist in a single sentence, 
and these entities can form multiple relations. To 
address this issue, we propose a relation extraction 
model to find all possible relations among multiple 
entities in a sentence at once.  

The proposed model is based on the pointer net-
work (Vinyals et al., 2015). The pointer network is 
a sequence-to-sequence (Seq2Seq) model in 
which an attention mechanism (Bahdanau et al., 
2015) is modified to learn the conditional proba-
bility of an output whose values correspond to po-
sitions in a given input sequence. We modify the 
pointer network to have dual decoders; an object 
decoder (a forward decoder) and a subject decoder 
(a backward decoder). The object decoder plays a 
role to extract n-to-1 relations as shown in the fol-
lowing example: (James-BirthPlace-South Korea) 
and (Tom-BirthPlace-SouthKorea) extracted from 
‘James and Tom was born in South Korea’. The 
subject decoder plays a role to extract 1-to-n rela-
tions as shown in the following example: (James-
Position-student) and (James-Affiliation-Stanford 
university) extracted from ‘James is a student at 
Stanford university’.  

2 Dual Pointer Network Model for Rela-
tion Extraction 

 

Relation Extraction among Multiple Entities using a Dual Pointer 
Network with a Multi-Head Attention Mechanism 

 
Seongsik Park         Harksoo Kim 

Kangwon National University, South Korea 
{a163912, nlpdrkim}@kangwon.ac.kr 
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Figure 2 illustrates an overall architecture of the 
proposed model. As shown in Figure 2, the pro-
posed model consists of two parts: One is a context 
and entity encoder, and the other is a dual pointer 
network decoder. 

The context and entity encoder (the left part of 
Figure 2) computes degree of associations between 
words and entities in a given sentence. In the con-
text and entity encoder, { 𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑛𝑛 } and 
{𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑡𝑡} are word embedding vectors and en-
tity embedding vectors, respectively. The word em-
bedding vectors are concatenations of two types of 
embeddings; word-level GloVe embeddings for 
representing meanings of words (Pennington et al., 
2014) and character-level CNN embeddings for al-
leviating out-of-vocabulary problems (Park et al., 
2018). The entity embedding vectors are similar to 
the word embedding vectors except that entity type 
embeddings are additionally concatenated. The en-
tity type embeddings are vector representations as-
sociated with each entity type1 and are initialized 
as random values. The word embedding vectors are 
input to a bidirectional LSTM network in order to 
obtain contextual information. The entity embed-
ding vectors are input to a forward LSTM network 
because entities are listed in the order appeared in 
a sentence. The output vectors of the bidirectional 
LSTM network and the forward LSTM network 
are input to the context-to-entity attention layer 
(‘Context2Entity Attention’ in Figure 2) in order to 
compute relative degrees of associations between 
words and entities according to the same manner 
                                                           
1 We use seven entity types such as person, location, 
organization, facility, geo-political, vehicle and 
weapon in the ACE-2005 dataset. Then, we use three 

with the Context2Query attention proposed in Seo 
et al. (2017). 

In a pointer network, attentions show position 
distributions of an encoding layer. Since an atten-
tion is highlighted at only one position, the pointer 
network has a structural limitation when one entity 
forms relations with several entities (for instance, 
‘James’ in Figure 1). The proposed model adopts a 
dual pointer network decoder (the right part of Fig-
ure 2) to overcome this limitation. The first decoder 
called an object decoder learns the position distri-
bution from subjects to objects.  Conversely, the 
second decoder called a subject decoder learns the 
position distribution from objects to subjects. In 
Figure 1, ‘James’ should point to both ‘south Korea’ 
and ‘Stanford university’. If we use a conventional 
forward decoder (the object decoder), this problem 
could not be solved because the forward decoder 
cannot point to multiple targets. However, the sub-
ject decoder (a backward decoder) can resolve this 
problem because ‘south Korea’ and ‘Stanford uni-
versity’ can respectively point to ‘James’. 

Additionally, we adopt a multi-head attention 
mechanism in order to improve performances of 
the dual pointer network. The multi-head attention 
mechanism splits the input value into multiple 
heads and compute the attention of each head. The 
inputs {ℎ1,ℎ2, … ,ℎ𝑡𝑡} of multi-head attention layer  
are the vectors that concatenate the entity embed-
ding vectors {𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑡𝑡} and the output vectors 
{𝑜𝑜1,𝑜𝑜2, … , 𝑜𝑜𝑡𝑡 } of the context-to-entity attention 
layer. The random initialized vector 𝑜𝑜𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒 is used 

entity type such as person, location and organization 
in the NYT dataset. 

 
Figure 2: Overall architecture of the dual pointer networks for relation extraction 
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for handling entities that do not have any relations 
with other entities. In other words, entities without 
any relations point to 𝑜𝑜𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒. As shown in Figure 2, 
the dual pointer network decoder returns two kinds 
of value sequences. One is a sequence of relation 
labels {𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑡𝑡}, and the other is a sequence of 
pointed positions {𝑝𝑝1,𝑝𝑝2, … , 𝑝𝑝𝑡𝑡}. 

3 Evaluation 

3.1 Datasets and Experimental Settings 

We evaluated the proposed model by using the 
following benchmark datasets. 

ACE-05 corpus: The Automatic Content Ex-
traction dataset (ACE) includes seven major entity 
types and six major relation types. The ACE-05 
corpus is not proper to evaluate models to extract 
multiple triples from a sentence. Therefore, if some 
triples in the ACE-05 corpus share a sentence (i.e., 
some triples are occurred in the same sentence), we 
merged the triples. As a result, we obtained a data 
set annotated with multiple triples. Then, we di-
vided the new data set into a training set (5,023 sen-
tences), a development set (629 sentences), and a 
test set (627 sentences) by a ratio of 8:1:1. 

New York Times (NYT) corpus (Riedel et al., 
2010): the NYT corpus is a news corpus sampled 
from New York Times news articles. The NYT cor-
pus is produced by distant supervision method. 
Zheng et al (2017) and Zeng et al (2018) used this 
dataset as supervised data. We excluded sentences 
without relation facts from Zheng’s corpus. Finally, 
we obtained 66,202 sentences in total. We used 
59,581 sentences for training and 6,621 for evalu-
ate.  

Optimization of the proposed model was done 
with the Adam optimizer (Kingma and Ba, 2014) 
with learning-rate = 0.001, encoder units = 128, de-
coder units = 256, dropout rate = 0.1. 

3.2 Experimental Results 

Table 1 shows performances of the proposed 
model and the comparison models when the ACE-
05 corpus is used as an evaluation dataset. In Table 
1, SPTree LSTM (Miwa and Bansal, 2016) is a 
model that applies the dependency information be-
tween the entities. FCM (Gormley et al., 2015) is a 
model in which handcrafted features are combined 
with word embeddings. CNN+RNN (Nguyen and 
Grishman, 2015) is a hybrid model of CNN and 
RNN. HRCNN (Kim and Choi, 2018) is hybrid 
model of CNN, RNN, and Fully-Connected Neural  

Model P R F1 
SPTreeLSTM(Miwa+2016) 57.2 54.0 55.6 
FCM(Gormley+2015) 71.5 49.3 58.2 
CNN+RNN(Nguyen+2015) 69.3 66.3 67.7 
HRCNN(Kim+2018) - - 74.1 
WALK(Fenia+2019) 69.7 59.5 64.2 
The Proposed Model 79.1 81.7 80.5 
Table 1: Performance comparisons on ACE-05 (P: Pre-

cision, R: Recall rate, F1: F1-score in percentage) 
 

Model P R F1 
NovelTag (Zheng+2017) 61.5 41.4 50.0 
MultiDecoder(Zeng+2018) 61.0 56.6 58.7 
The Proposed Model 74.9 82.0 78.3 
Table 2: Performance comparisons on NYT (P: Preci-

sion, R: Recall rate, F1: F1-score in percentage) 
 

Network (FNN). WALK is a graph-based neural 
network model for relation extraction (Fenia et al., 
2019). As shown in Table 1, the proposed model 
outperformed all comparison models. 

Table 2 shows performances of the proposed 
model and the comparison models when the NYT 
corpus is used as an evaluation dataset. In Table 2, 
NovelTag (Zheng et al., 2017) MultiDecoder (Zeng 
et al., 2018) are models that jointly extract entities 
and relations. It is not reasonable to directly com-
pare the proposed model with NovelTag and Mul-
tiDecoder because the proposed model needs gold-
labeled entities while NovelTag and MultiDecoder 
automatically extracts entities from sentences. Alt-
hough the direct comparisons are unfair, the pro-
posed model showed much higher performances 
than expected.  

 

# of entities # of sentences F1 
2 316 91.5 
3 108 80.1 
4 68 74.5 

More than 5 137 75.8 
Table 3: Performance changes according to the number 

of entities per sentence (F1: F1-score in percentage) 
 

Table 3 shows performance changes according 
to the number of entities per sentence in the ACE-
05 corpus. As shown in Table 3, the more the num-
ber of entities per sentence was, the lower the per-
formances of the proposed model were. We think 
that the decreasing of performances is due to the 
increasing of complexities. The performance when 
the number of entities is more than five was slightly 
improved as compared with the performance when 
the number of entities is four. The reason is that 
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many entities do not have any relations with the 
other entities. 

4 Conclusion  

We proposed a relation extraction model to find 
all possible relations among multiple entities in a 
sentence at once. The proposed model is based on 
a pointer network with a multi-head attention 
mechanism. To extract all possible relations from 
a sentence, we modified a single decoder of the 
pointer network to a dual decoder. In the dual de-
coder, the object decoder extracts n-to-1 subject-
object relations, and the subject decoder extracts 
1-to-n subject-object relations. In the experiments 
with the ACE-05 corpus and the NYT corpus, the 
proposed model showed good performances. 
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Abstract

Recent Deep Learning (DL) models have suc-
ceeded in achieving human-level accuracy
on various natural languages tasks such as
question-answering, natural language infer-
ence (NLI), and textual entailment. These
tasks not only require the contextual knowl-
edge but also the reasoning abilities to be
solved efficiently. In this paper, we propose
an unsupervised question-answering based ap-
proach for a similar task, fact-checking. We
transform the FEVER dataset into a Cloze-
task by masking named entities provided in the
claims. To predict the answer token, we utilize
pre-trained Bidirectional Encoder Representa-
tions from Transformers (BERT). The classi-
fier computes label based on the correctly an-
swered questions and a threshold. Currently,
the classifier is able to classify the claims
as “SUPPORTS” and “MANUAL REVIEW”.
This approach achieves a label accuracy of
80.2% on the development set and 80.25% on
the test set of the transformed dataset.

1 Introduction

Every day textual information is being
added/updated on Wikipedia, as well as other
social media platforms like Facebook, Twitter,
etc. These platforms receive a huge amount of
unverified textual data from all its users such
as News Channels, Bloggers, Journalists, Field-
Experts which ought to be verified before other
users start consuming it. This information boom
has increased the demand of information verifi-
cation also known as Fact Checking. Apart from
the encyclopedia and other platforms, domains
like scientific publications and e-commerce also
require information verification for reliability
purposes. Generally, Wikipedia authors, bloggers,
journalists and scientists provide references to
support their claims. Providing referenced text
against the claims makes the fact checking task a

little easier as the verification system no longer
needs to search for the relevant documents.

Wikipedia manages to verify all this new infor-
mation with a number of human reviewers. Man-
ual review processes introduce delays in publish-
ing and is not a well scalable approach. To ad-
dress this issue, researchers have launched rele-
vant challenges, such as the Fake News Challenge
(Pomerleau and Rao, 2017), Fact Extraction and
VERification (FEVER) (Thorne et al., 2018) chal-
lenge along with the datasets. Moreover, Thorne
and Vlachos (2018) released a survey on the cur-
rent models for automated fact-checking. FEVER
is the largest dataset and contains around 185k
claims from the corpus of 5.4M Wikipedia arti-
cles. The claims are labeled as “SUPPORTS”,
“REFUTES”, or “NOT ENOUGH INFO”, based
on the evidence set.

In this paper, we propose an unsupervised
question-answering based approach for solving
the fact-checking problem. This approach is in-
spired from the memory-based reading compre-
hension task that humans perform at an early age.
As we know that kids in schools, first read and
learn the syllabus content so that they can answer
the questions in the exam. Similarly, our model
learns a language model and linguistics features in
unsupervised fashion from the provided Wikipedia
pages.

To transform the FEVER dataset into the above-
mentioned task, we first generate the questions
from the claims. In literature, there are majorly
two types of Question Generation systems: Rule-
based and Neural Question Generation (NQG)
model based. Ali et al. (2010) proposed a rule-
based pipeline to automate the question generation
using POS (Part-of-speech) tagging and Named
Entity Recognition (NER) tagging from the sen-
tences. Recently, many NQG models have been
introduced to generate questions in natural lan-
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guage. Serban et al. (2016) achieved better perfor-
mance for question generation utilizing (passage,
question, answer) triplets as training data and an
encoder-decoder based architecture as their learn-
ing model.

Du et al. (2017) introduced a sequence-to-
sequence model with an attention mechanism, out-
performing rule-base question generation systems.
Although the models proposed in (Kim et al.,
2019; Wang et al., 2017) are effective, they re-
quire a passage to generate the plausible ques-
tions which is not readily available in the FEVER
dataset. To resolve the issues and to keep the
system simple but effective, we chose to gener-
ate questions similar to a Cloze-task or masked
language modeling task. Such a task makes the
problem more tractable as the masked entities are
already known (i.e. named entities) and tight as
there is only one correct answer for a given ques-
tion. Later when the answers are generated, due to
the question generation process, it becomes very
easy to identify the correct answers.

We use the BERT’s (Bidirectional Encoder Rep-
resentations from Transformers) (Devlin et al.,
2018) masked language model, that is pre-trained
on Wikipedia articles for predicting the masked
entities. Currently, neither the claim verification
process nor the question generation process man-
dates explicit reasoning. For the same reason, it is
difficult to put “REFUTES” or “NOT ENOUGH
INFO” labels. To resolve this issue, we classify
the unsupported claims as “MANUAL REVIEW”
instead of labeling them as “NOT ENOUGH
INFO” or “REFUTES”.

In the literature, the shared task has been tack-
led using pipeline-based supervised models (Nie
et al., 2019; Yoneda et al., 2018; Hanselowski
et al., 2018). To our knowledge, only Yoneda
et al., 2018 has provided the confusion matrix for
each of the labels for their supervised system. For
the same reason, we are only providing the com-
parison of the label accuracy on the “SUPPORTS”
label in the results section.

2 System Description

In this section, we explain the design and all the
underlying methods that our system has adopted.
Our system is a pipeline consisting of three stages:
(1) Question Generation, (2) Question Answering,
(3) Label Classification. The question generation
stage attempts to convert the claims into appropri-

Figure 1: An overview of the model pipeline

ate questions and answers. It generates questions
similar to a Cloze-task or masked language model-
ing task where the named entities are masked with
a blank. Question Answering stage predicts the
masked blanks in an unsupervised manner. The
respective predictions are then compared with the
original answers and exported into a file for label
classification. The label classifier calculates the
predicted label based on a threshold.

2.1 Question Generation

The claims generally feature information about
one or more entities. These entities can be of many
types such as PERSON, CITY, DATE. Since the
entities can be considered as the content words for
the claim, we utilize these entities to generate the
questions. Although function words such as con-
junctions and prepositions form relationship be-
tween entities in the claims, we currently do not
make use of such function words to avoid gener-
ating complex questions. The types of entities in
a sentence can be recognized by using Stanford
CoreNLP (Manning et al., 2014) NER tagger.

In our case, FEVER claims are derived from
Wikipedia. We first collect all the claims from the
FEVER dataset along with “id”, “label” and “veri-
fiable” fields. We don’t perform any normalization
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Type of FEVER
Set

Total
Claims

Claims Converted
to Questions

Conversion
Accuracy

Total
Questions

Questions
per claim
(Median)

Training Set 145449 131969 90.73 395717 3
Development Set 19998 17749 88.75 54422 3

Test Set 9999 8863 88.63 27359 3

Table 1: Performance of the question generation system on FEVER Dataset.

on the claims such as lowercasing, transforming
the spaces to underscore or parenthesis to special
characters as it may decrease the accuracy of the
NER tagger. These claims are then processed by
the NER tagger to identify the named entities and
their type. The named entities are then used to
generate the questions by masking the entities for
the subsequent stage.

This process not only transforms the dataset
but also transforms the task into a Cloze-task or
masked language modeling task. Although the
original masked language modeling task masks
some of the tokens randomly, here we mask the
named entities for generating the questions.

2.2 Question Answering

Originally inspired by the Cloze-task and devel-
oped to learn to predict the masked entities as well
as the next sentence, BERT creates a deep bidi-
rectional transformer model for the predictions.
Since the FEVER claims are masked to gener-
ate the questions, we use BERT to tokenize the
claims. We observed that the BERT tokenizer
sometimes fails to tokenize the named entities cor-
rectly (e.g. Named entity Taran was tokenized as
“Tara”, “##n”). This is due to the insufficient vo-
cabulary used while training the WordPiece tok-
enizer.

To resolve this, we use Spacy Tokenizer1 when-
ever the WordPiece Tokenizer fails. Once the
claim is tokenized, we use the PyTorch Implemen-
tation of the BERT2 model (BertForMaskedLM
model) to predict the vocabulary index of the
masked token. The predicted vocabulary index is
then converted to the actual token. We compare
the predicted token against the actual answer to
calculate the label accuracy based on the classi-
fication threshold.

1https://spacy.io/api/tokenizer
2https://github.com/huggingface/pytorch-transformers

2.3 Label Classification

In this stage, we compute the final label based on
the correctness score of the predictions that we re-
ceived from the previous stage. The correctness
score (s) is computed as:

s =
nc
N

(1)

where nc indicates the number of correct ques-
tions, and N is the total number of questions gen-
erated for the given claim. The label is assigned
based on the correctness score (s) and the derived
threshold (φ) as:

L(s) =

{
SUPPORTS, if s ≥ φ

MANUAL REVIEW, if s < φ
(2)

Here, the classification threshold (φ) is derived
empirically based on the precision-recall curve.

2.4 Model and Training details

We utilize standard pre-trained BERT-Base-
uncased model configurations as given below:

• Layers: 12

• Hidden Units: 768

• Attention heads: 12

• Trainable parameters: 110M

We fine-tune our model (BERT) on the masked
language modeling task on the wiki-text provided
along with the FEVER dataset for 2 epochs.3

Note that Stanford CoreNLP NER tagger and
the BERT model are the same for all the experi-
ments and all the sets (development set, test set,
training set). We use the same PyTorch library
mentioned in Section 2.2 for the fine-tuning as
well.

3In our experiments, after fine-tuning the model for 2
epochs there was no significant performance improvement.

54



3 Results

For the subtask of question generation, the results
in Table 1 show that the system is able to gen-
erate questions given a claim with considerably
good accuracy. The conversion accuracy is de-
fined as the ratio of the number of claims in which
the named entities are extracted to the number of
claims. The results also support our assumption
that the claims generally feature information about
one or more entities.

Table 2 shows the performance of our Fact
Checking system on the “SUPPORTS” label, the
output of our system. We compare the results
against two different classification thresholds. Ta-
ble 1 shows that on an average there are 3 ques-
tions generated per claim. Here, φ = 0.76 sug-
gests that at least 3 out of the 4 questions have
to be answered correctly while φ = 0.67 suggests
that at least 2 out of the 3 questions has to be
answered correctly for the claim to be classified
as “SUPPORTS”. If only 1 question is generated,

Type of Set Label
Accuracy
(φ = 0.76)

Label
Accuracy
(φ = 0.67)

Training Set 81.52 88.05
Development Set 80.20 86.7
Test Set 80.25 87.04

Table 2: Performance of the question generation sys-
tem on FEVER Dataset.

then it has to be answered correctly for the claim
to be classified as “SUPPORTS” in case of both
the thresholds.

In contrast to the results reported in Table 2,
here we consider φ = 0.76 to be a better classifica-
tion threshold as it improvises over False Positives
considerably over the entire dataset.

Model Label
Accuracy
(φ = 0.76)

Label
Accuracy
(φ = 0.67)

HexaF - UCL 80.18 80.18
Our Model (BERT) 80.20 86.7

Table 3: Comparison of the Label accuracy on Devel-
opment set.

Although our unsupervised model doesn’t sup-
port all the labels, to show the effectiveness of
the approach, we compare the label accuracy of

“SUPPORTS” label against a supervised approach
– HexaF. Results from Table 3 suggests that our
approach is comparable to HexaF4 for φ = 0.76.

4 Error Analysis

4.1 Question Generation
The typical errors that we observed for the ques-
tion generation system are due to the known limi-
tations of the NER tagger. Most of the claims that
the system failed to generate the questions from
contain entity types for which the tagger is not
trained.

For instance, the claim “A View to a Kill is an
action movie.” has a movie title (i.e. A View to
a Kill) and a movie genre (i.e. action) but Stan-
ford CoreNLP NER tagger is not trained to iden-
tify such type of entities.

4.2 Question Answering
We describe the most recurrent failure cases of our
answering model in the description below.

Limitations of Vocabulary. Names like
“Burnaby” or “Nikolaj” were not part of the
original vocabulary while pre-training the BERT
model, which makes it difficult to predict them us-
ing the same model. This was one of the most
recurring error types.

Limitations of Tokenizer. The WordPiece to-
kenizer splits the token into multiple tokens. E.g.
“Taran” into “Tara”, “##n”. In such cases, the
answering system predicts the first token only
which would be a substring of the correct answer.
As we don’t explicitly put a rule to avoid such
cases, they are considered as incorrect answers.

5 Conclusion

In this paper, we presented a transformer-based
unsupervised question-answering pipeline to solve
the fact checking task. The pipeline consisted
of three stages: (1) Question Generation (simi-
lar to a Cloze-task), (2) Question Answering, (3)
Label Classification. We use Stanford CoreNLP
NER tagger to convert the claim into a Cloze-
task by masking the named entities. The Ques-
tion Generation task achieves almost 90% accu-
racy in transforming the FEVER dataset into a
Cloze-task. To answer the questions generated, we
utilize masked language modeling approach from
the BERT model. We could achieve 80.2% label

4Note that the label accuracy for HexaF is independent of
the classification threshold φ.
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accuracy on “SUPPORTS” label. From the results,
we conclude that it is possible to verify the facts
with the right kind of factoid questions.

6 Future Work

To date, our approach only generates two labels
“SUPPORTS” and “MANUAL REVIEW”. We
are working on extending this work to also gener-
ate “REFUTED” by improving our question gen-
eration framework. We will also work on generat-
ing questions using recent Neural Question Gen-
eration approaches. Later, to achieve better accu-
racy for tokenizing as well as answering, we plan
to train the WordPiece Tokenizer from scratch.
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Abstract

Recognizing the implicit link between a claim
and a piece of evidence (i.e. warrant) is the key
to improving the performance of evidence de-
tection. In this work, we explore the effective-
ness of automatically extracted warrants for
evidence detection. Given a claim and can-
didate evidence, our proposed method extracts
multiple warrants via similarity search from an
existing, structured corpus of arguments. We
then attentively aggregate the extracted war-
rants, considering the consistency between the
given argument and the acquired warrants. Al-
though a qualitative analysis on the warrants
shows that the extraction method needs to be
improved, our results indicate that our method
can still improve the performance of evidence
detection.

1 Introduction

An argument is composed of two key compo-
nents: claim and a supporting piece of evidence.
Identification of these components and predicting
the relationship among them forms the core of
an important research area in NLP known as Ar-
gument Mining (Peldszus and Stede, 2013). Al-
though claims can be identified with a promis-
ing level of accuracy in typical argumentative dis-
course (Eger et al., 2017; Stab et al., 2018), identi-
fication of a supporting evidence piece for a given
claim (i.e., evidence detection) still remains a chal-
lenge (Gleize et al., 2019).

Shown in Figure 1 is an example of a given
topic and claim, and three evidence candidates
from Wikipedia. In this example, identification of
the best supporting piece of evidence is challeng-
ing, as all three evidence are related to the topic.
Although all evidence candidates appear to be se-
mantically similar to the claim, only E1 supports
it, as it has an underlying, implicit link that can
be established with the claim (i.e., children’s fun-

Topic: This house believes that male infant 
circumcision is tantamount to child abuse.
Claim: Infant circumcision infringes upon individual 
autonomy.
Evidences:
• E1: In Netherlands, the Royal Dutch Medical 

Association (KNMG) stated in 2010 that non-
therapeutic male circumcision “conflicts with the 
child's right to autonomy and physical integrity”.

• E2: The British Medical Association states that, 
”Parents should determine how best to promote their 
children's interests”.

• E3: American Academy of Pediatrics states that, 
“Newborns who are circumcised without analgesia 
experience pain and physiologic stress”.

Warrant:
• Children’s fundamental right shouldn’t be trumped 

by parental rights.

Figure 1: Three evidence candidates (E1-E3) for a
given topic and claim, where E1 can be considered the
best evidence piece (shown in blue).

damental right shouldn’t be trumped by parental
rights). Thus, for detecting the best piece of ev-
idence for a claim, it is crucial to capture such
implicit reasoning between them (Habernal et al.,
2018).

Existing approaches for evidence detection have
often relied on lexical features extracted from ar-
gument components such as semantic similarity,
adjacent sentence relation and discourse indica-
tors (Stab and Gurevych, 2014; Rinott et al., 2015;
Nguyen and Litman, 2016; Hua and Wang, 2017).
However, no prior work has considered identify-
ing the underlying, implicit reasoning, henceforth
warrants (Toulmin, 2003), between a claim and a
piece of evidence as a means for improving evi-
dence detection. For example, if a model could
establish a warrant between the claim and a piece
of evidence (e.g., warrant in Figure 1 for E1), the
most plausible evidence piece could be detected.

Towards filling this reasoning gap, Boltužić and
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Figure 2: The proposed warrant-aware evidence detec-
tion framework.

Šnajder (2016) and Habernal et al. (2018) both
created a corpus of explicit warrants for a given
claim and its evidence piece. However, to the best
of our knowledge, such corpora of explicit war-
rants have not yet been applied to the task of evi-
dence detection.

In this paper, we explore the effectiveness of
leveraging warrants for evidence detection. Given
a claim and evidence, our framework first extracts
relevant warrants from an existing, well-known
corpus of warrant-annotated arguments (Haber-
nal et al., 2018). It then attentively aggregates
the acquired warrants, considering the consistency
between the given argument and warrants. Our
experiments demonstrate that exploiting warrants
has the potential to help improve the performance
of evidence detection.

2 Proposed Method

2.1 Overview
Given a topic, claim, and a piece of evidence as
input, our framework estimates the likelihood of
the claim being supported by that evidence piece.
As described in Section 1, in order to identify such
support relations, it is crucial to recognize the un-
derlying, implicit link between a claim and a given
piece of evidence (i.e. warrants). Our framework
first extracts multiple warrants that link a given
claim to an evidence piece, and later leverages the
acquired warrants to estimate the score. We as-
sume that for a given claim and a piece of ev-
idence, there can be several possible variants of
warrants for one given claim-evidence pair.

As shown in Figure 2, our proposed framework
consists of: (i) Base Component and (ii) War-
rant Component. The Base Component encodes
a topic, claim, and an evidence piece into a corre-
sponding vector representation t,c,e ∈ Rd. The
warrant component then extracts multiple war-
rants linking the given claim with that piece of

evidence and produces its vector representation
w ∈ Rd.

Finally, we generate a feature representation f
of all these vectors as follows: f = [t; c; e;w; t�
c � e � w; i] ∈ R(5d+12d), where � denotes
element-wise multiplication, and i is the feature
vector which captures the pairwise interaction be-
tween all ingredients. Analogously to Conneau
et al. (2017), we calculate absolute difference and
element-wise multiplication for all possible pairs
of vectors: i = concat({[|u − v|;u � v] |
u,v ∈ {t, c, e,w}}). Finally, we feed f into a
linear classifier: y = softmax(Uf + b), where
U ∈ R(5d+12d)×2 and b ∈ R2 are model parame-
ters to be learned.

2.2 Base Component

The base component produces vector represen-
tations of topic, claim, and an evidence piece.
This component consists of three types of lay-
ers: an embedding layer, a BiLSTM (Hochreiter
and Schmidhuber, 1997) layer and a max-pooling
layer.

Let (xt1, x
t
2, ..., x

t
n) be a sequence of words in

a topic. The embedding layer outputs a vec-
tor xt

i ∈ Rg for each word xti. The BiL-
STM layer then takes a sequence of these vectors
(xt

1,x
t
2, · · · ,xt

n) as an input and produces a con-
textualized vector zt

i = [ ~hi; ~hi] for each word,
where ~hi, ~hi ∈ Rh are the hidden states of the for-
ward and backward LSTM, respectively. Finally,
the max pooling layer extracts the most salient
word features over the words to produce a fixed-
length vector, i.e. t = maxni=1(z

t
i) ∈ Rd=2h. In

a similar fashion, we obtain vector representations
c, e of claim and an evidence piece.

2.3 Warrant Component

Extracting warrants Given a claim and a piece
of evidence, our goal is to extract multiple, rel-
evant warrants that link the claim with that evi-
dence piece. As described in Section 1, ideally,
we can find plausible warrants for correct claim-
evidence pieces but we cannot for wrong pieces.
Instead, for wrong claim-evidence pieces, we find
non-reasonable warrants that would be less con-
vincing and irrelevant.

Let D = {(ti, ci, ei, wi)}ni=1 be a database of
warrant-annotated arguments, where ti, ci, ei, wi

are a topic, claim, a piece of evidence, and a war-
rant linking ci with ei, respectively. Given an ar-
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gument t, c, e to be analyzed, we extract warrants
linking cwith e via similarity search onD. Specif-
ically, we retrieve the top-m most similar argu-
ments inD to the given argument in terms of topic,
claim and an evidence piece, and then extract war-
rants from these similar arguments.

We define the similarity between arguments as
follows: sim(〈t, c, e〉, 〈ti, ci, ei〉) = sim(t, ti) ·
sim(c, ci) · sim(e, ei). To calculate the similarity
between components u, v, we encode each com-
ponent into a vector representation u,v, and then
resort to vector-based similarity. In our experi-
ments, we use Universal Sentence Encoder as a
sentence encoder and angular-based similarity as
sim(u,v), following Cer et al. (2018) because of
its state of the art performance in various semantic
textual similarity tasks.

Constructing D is a challenging problem. In
our study, we rely on a database of arguments
that have arguments which are explicitly annotated
with warrants (see Section 3.1 for further details).
In future work, we plan to extract warrants from
web debate forums, where people frequently dis-
cuss controversial topics and ask warrants for dis-
cussion with each other.

Encoding warrants Given a set W of extracted
warrants {w1, w2, ..., wn}, we first encode each
warrant wi into a vector representation wi ∈ Rd

in a similar manner to topic, claim, and a piece
of evidence. Because the quality and relevance
of extracted warrants may vary, we attentively ag-
gregate sentence-level vector representations of all
extracted warrants. We take a similar approach to
Lin et al. (2016), which demonstrated the advan-
tage of sentence level selective attention for mul-
tiple sentences, and take advantage of information
present in multiple warrants.

Specifically, the final vector representation
v(W ) ∈ Rd is computed as a weighted sum over
all warrant vectors:

v(W ) =
n∑

i=1

αiwi, (1)

where αi is the importance of wi (s.t.
∑n

i=1 αi =
1). We calculate αi as follows:

αi =
ef([t;c;e;wi])

∑n
j e

f([t;c;e;wj ])
, (2)

where f(x) = tanh(u>x + b). u ∈ R4d and
b ∈ R are model parameters to be learned. Analo-
gously to attentions in neural models, f estimates

the consistency between a given topic, claim, an
evidence piece, and warrant.

In our experiments, we also consider a model
in which we assume that all warrants are of equal
importance and have the same contribution to-
wards the final vector representation v(W ) , i.e.
∀i, αi =

1
n .

3 Experiments

3.1 Dataset

Benchmark of evidence detection To test the
model’s evidence detection ability, we use the
Context Dependent Evidence Detection (CDED)
dataset (Rinott et al., 2015). Each instance in
CDED consists of (i) topic, (ii) claim, and (iii) a
piece of evidence. To create the dataset, Rinott
et al. (2015) initially selected 39 topics at random
from Debatabase.1 For each topic, they collected
5-7 related Wikipedia articles and then annotated
sentences in each article with a claim and its piece
of evidence. They also classified each evidence
piece into the types anecdotal, study, and expert.
In total, the test and training data consists of 3,057
distinct instances (anecdotal: 385, study: 1,020,
and expert: 1,8962).

Database of warrant-annotated arguments
We utilize the dataset of the Argument Reason-
ing Comprehension Task (ARCT) (Habernal et al.,
2018), because it provides a large collection of
warrant-annotated arguments that cover a wide
variety of topics. The dataset contains 1,970
warrant-annotated arguments covering over 172
topics. Specifically, each instance in the dataset
consists of (i) topic, (ii) claim, (iii) premise (i.e.,
a piece of evidence), (iv) correct warrant, and (v)
wrong warrant. For our experiments, we utilize
only the correct warrants. The word overlap be-
tween topics of CDED and ARCT after stemming
and lemmatization was found to be approximately
15%.

3.2 Setting

Evaluation protocol We evaluate our model in
the task of evidence ranking (Rinott et al., 2015).
Specifically, given a claim and candidate evidence,
the task is to rank the candidates properly. For
each instance in CDED, we extract one false piece
of evidence from instances with the same topic but

1https://idebate.org/debatabase
2Each evidence piece can consists of more than one type.
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Number of warrants Importance αi MQ (Anecdotal) MQ (Study) MQ (Expert)

None - 0.47 0.52 0.67

m = 1 - 0.48 0.56 0.70
m = 1 (random) - 0.47 0.51 0.56

m = 5 Equal 0.44 0.51 0.65
m = 5 Weighted 0.49 0.51 0.64

Table 1: Performance of evidence ranking. Results in bold indicate the best MQ score.

different claim. In general, when we haveN types
of claims in one topic, the task is to rankN+1 can-
didate evidence consisting of one correct and N
false evidence. As an evaluation measure, we re-
port Mean Quantile (MQ) score (Guu et al., 2015)
which gives a normalized version of Mean Recip-
rocal Rank. Specifically, for instance, we define
the quantile of a correct piece of evidence k as the
fraction of incorrect evidence ranked after k. MQ
is defined to be the average quantile score over all
instances in the dataset, with the quantile ranging
from 0 to 1 (1 being optimal).

Following Rinott et al. (2015), we use leave-
one-out cross validation schema to evaluate our
approach. For every topic, we train our model on
instances in all other topics and then test the re-
sulting model on the left out topic. Prior to our
experiments, we exclude topics of each evidence
type that had less than 3 evidence.

Hyperparameters For both base and warrant
components, we use pre-trained 100-dimensional
GloVe embeddings (Pennington et al., 2014) to
initialize the word embedding layer (g = 100).
For the BiLSTM layer, we set h = 100 (i.e.
d = 200) and apply dropout before the linear clas-
sifier with probability of 0.5. We optimize the cat-
egorical cross-entropy loss using Adagrad (Duchi
et al., 2011) with a learning rate of 0.01 and the
batch size of 32. We choose the model that per-
forms best on the validation set.

3.3 Results

The results are shown in Table 1. The results
indicate that incorporating warrant information
is effective for ranking evidence across all evi-
dence types. Among warrant-aware models, we
found that using a single warrant is more effec-
tive overall. We attribute this to the fact that ex-
tracted warrants are not of high quality (see Sec-
tion 3.4), which introduces noisy information into
the model. Our future work includes developing
a more sophisticated method for extracting war-

Type α A1 A2

Anecdotal 0.50 2.05 2.30
Study 0.50 1.60 2.10
Expert 0.26 1.35 1.95
Overall 0.39 1.60 2.10

Table 2: Results of qualitative evaluation of automati-
cally acquired warrants.

rants. The results also indicate that estimating
the importance of each warrant is effective on the
anecdotal type evidence.

To see the importance of the quality of ex-
tracted warrants, we experimented with randomly
extracted warrants from the database. The results
(i.e. “m = 1 (random)”) show that the perfor-
mance does not improve or degrade over the non-
warrant-aware model. This indicates that extract-
ing relevant warrants is indeed crucial, and that our
improvement is attributed to relevant warrants.

3.4 Qualitative Analysis of Warrants

To investigate the quality of the extracted war-
rants, two annotators (A1, A2) experienced in the
field of argumentation were asked to score 20 ran-
domly sampled positive instances for each evi-
dence type. Depending on the degree to which a
warrant helped them understand the relation be-
tween a claim and a piece of evidence, they were
asked to score each instance in the range of 1-
5. A score of 1 indicates that the given warrant
is unrelated to the evidence piece and its paired
claim, and 5 indicates that the relationship be-
tween the claim and its piece of evidence pair is
easy to understand with the warrant. For calculat-
ing the agreement scores, we used Krippendorff’s
α (Krippendorff, 2011). We also show the average
scores given by each annotator.

The results of the analysis are shown in Ta-
ble 2. Although the anecdotal and study agree-
ment scores can be considered fair, the average
scores given by both annotators was low, which
indicates that the extracted warrants might not be
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as useful in linking the claim to its evidence piece.
One successful example of an automatically ex-

tracted warrant is shown in Figure 1. As described
in Section 1, a warrant gives good support for the
link between the claim and a piece of evidence.
Additionally, our framework extracted the war-
rant “a doctor has a responsibility to treat patients
problems at all costs”, which does not support the
link and is irrelevant.

4 Conclusion and Future Work

In this paper, we have explored an approach for
exploiting warrant information for the task of ev-
idence detection. Our experiments demonstrated
that leveraging warrants even at the coarse-grained
sentence-level can improve the overall perfor-
mance of evidence detection. However, in our fu-
ture work, we will focus on a fine-grained level
to capture a better reasoning structure of warrants.
Furthermore, instead of using separate sentence
encoders, we will experiment with using a sin-
gle general sentence encoder. In our qualitative
analysis, we found that the automatically acquired
warrants are not of high-quality on average. This
can be attributed due to the low lexical overlap be-
tween the topics of the two datasets used in our
experiments. To address this, we will focus on
finding relevant warrants from online web discus-
sion portals, in addition to the current structured
database of arguments. Simultaneously, we will
explore methods for acquiring warrants at a large-
scale, such as crowdsourcing.
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Abstract

One of the important tasks in opinion min-
ing is to extract aspects of the opinion tar-
get. Aspects are features or characteristics
of the opinion target that are being reviewed,
which can be categorised into explicit and im-
plicit aspects. Extracting aspects from opin-
ions is essential in order to ensure accurate in-
formation about certain attributes of an opin-
ion target is retrieved. For instance, a pro-
fessional camera receives a positive feedback
in terms of its functionalities in a review, but
its overly high price receives negative feed-
back. Most of the existing solutions focus on
explicit aspects. However, sentences in re-
views normally do not state the aspects ex-
plicitly. In this research, two hybrid models
are proposed to identify and extract both ex-
plicit and implicit aspects, namely TDM-DC
and TDM-TED. The proposed models com-
bine topic modelling and dictionary-based ap-
proach. The models are unsupervised as they
do not require any labelled dataset. The exper-
imental results show that TDM-DC achieves
F1-measure of 58.70%, where it outperforms
both the baseline topic model and dictionary-
based approach. In comparison to other ex-
isting unsupervised techniques, the proposed
models are able to achieve higher F1-measure
by approximately 3%. Although the super-
vised techniques perform slightly better, the
proposed models are domain-independent, and
hence more versatile.

1 Introduction

Opinion holds positive or negative view, attitude,
emotion or appraisal on entity. An entity can be
a product, person, event, organization, or topic.
Aspect, also known as feature, is the various dis-
tinctive attributes on the entity itself (Liu, 2010,
2012). For example, for a product review on mo-
bile phone, the mobile phone is the entity and its
aspects may include battery life, design, screen

size, and charging time. Being able to identify the
specific aspects of an opinion target is crucial as it
gives more accurate analysis of the opinion. As-
pects can be categorised into explicit and implicit
aspects. Explicit aspect is explicitly stated in the
review while the latter is not. For instance, given
this review ”This is an affordable smartphone with
a very long battery life.”, battery life is explicitly
stated with the associated opinion but the aspect of
price is implicitly denoted by affordable.

Most of the existing research works focus on
explicit aspects identification and extraction (Hu
and Liu, 2004). Few models have been proposed
to identify implicit aspect from the dataset us-
ing supervised or semi-supervised approaches (Fei
et al., 2012; Wang et al., 2013; Xu et al., 2015).
Supervised approaches requires annotated train-
ing dataset, which is laborious to label. Further-
more, models produced by supervised model are
domain-dependent. Supervised models need to be
trained with domain-specific dataset. To the best
of our knowledge, unsupervised approach has yet
to be proposed to identify both explicit and im-
plicit aspects. Hence, in this research work, the
main objective is to propose unsupervised models,
which are domain-independent, and able to extract
both explicit and implicit aspects, without using
any labelled training dataset.

The remainder of this paper is organised as fol-
lows: Section 2 discusses some relevant related
works. Section 3 presents the proposed models.
The experimental setup and results are discussed
in Section 4. Finally, the paper is concluded in
Section 5.

2 Related Work

Aspect extraction for opinion mining has three
main approaches, namely the supervised, semi-
supervised and unsupervised approach. Models
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from supervised approach are trained using an-
notated corpus. The resultant models are nor-
mally domain-dependent. In other words, a super-
vised model trained in one domain often performs
poorly in another domain. An example of super-
vised approach uses Lexicalized Hidden Markov
Models (HMM) to learn patterns to extract aspects
and opinion expressions through part-of-speech
and surrounding contextual clues in the document
(Jin et al., 2009). Jakob and Gurevych used Con-
ditional Random Fields (CRF) to train review sen-
tences from different domains for domain inde-
pendent extraction (Jakob and Gurevych, 2010).
Toh and Su trained their Sigmoidal Feedforward
Neural Network (FNN) with one hidden layer with
a training set to predict the aspect categories (Toh
and Su, 2015). Repaka, Palleira et al. used Lin-
ear Support Vector Machine (SVM) model with
Bag-of-Words (BoW) as features and trained it us-
ing the multi-class classification method (Repaka
et al., 2015). Table 1 summarises the techniques
used, whether it extracts implicit aspect or other-
wise, and their limitations.

3 Proposed Models

In this research, two domain-independent mod-
els are proposed to identify and extract both ex-
plicit and implicit aspects. The proposed mod-
els are topic dictionary model - direct combine
(TDM-DC) and topic dictionary model - topic ex-
tended with dictionary model (TDM-TED). Both
TDM-DC and TDM-TED combine topic mod-
elling and dictionary-based approach to identify
the aspects from a given corpus. Every review
is segmented into sentences. Each sentence is
used as a document. Part-of-speech (POS) tagged
documents are used for topic modelling. Stop
words and unused part-of-speech (for example,
determiner and conjunction) are filtered from the
POS-tagged documents. For dictionary-based ap-
proach, noun and opinionated word pairings are
extracted as candidate aspects, which is notated
as < N,Ow >, where N represents the noun
extracted from the dataset and Ow represents the
opinionated word associated with the noun N in
the corpus. Nouns are identified using TreeTag-
ger. Opinionated words are identified using word
sense disambiguation (WSD) and sentiment tag-
ging. Sentiment tags are obtained using Senti-
WordNet (Baccianella et al., 2010). The pair-
ings are identified through pairing noun and opin-

Figure 1: The process of TDM-DC grouping and iden-
tifying candidate aspects.

ionated words in the same sentence segment. <
N,Ow > notations are then extended using dif-
ferent sets of semantic relations from the dictio-
nary. Extended noun list consists of hypernym
and hyponym of nouns, while extended opinion
list consists synonym and antonym of the opinion-
ated words. The extended lists are constructed to
enlarge the pool of nouns and opinionated words,
which in return increases the coverage of aspect
candidates. Eventually, each model generates a
ranked list of candidate aspects. The details of
TDM-DC and TDM-TED are presented in the fol-
lowing subsections.

3.1 Topic Dictionary Model - Direct Combine
(TDM-DC)

TDM-DC is a direct search and match of words
from the given dataset to the words generated from
both models. As shown in Figure 1, every word
from the document will be matched with the words
in four generated lists, which are the topic word
list, < N,Ow > notation list, extended noun and
extended opinion lists. For topic model, it will find
a match of word w1 from document D in topic
model T, if a match is found in topic T1, every
word in topic T1 will be extracted and labelled
with the same aspect as T1. For dictionary model,
it will find a match of word w1 from document D
in < N,Ow > notation list P. If w1 is matched
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Table 1: Summary of literature review.

Models Approach Explicit Aspect Implicit Aspect Limitation
HMMs (Jin et al., 2009) supervised Yes No laborious data pre-processing step

CRF
(Jakob and Gurevych, 2010) supervised Yes Yes dependant on labelled data

Dictionary Based supervised Yes Yes highly dependent on dictionary definitions
FNN

(Toh and Su, 2015) supervised Yes No requires a variety of features
Linear SVM

(Repaka et al., 2015) supervised Yes No does not work on sentences without noun
Double Propagation
(Hu and Liu, 2004) semi-supervised Yes Yes only identify adjectives

PSWAM
(Liu et al., 2013, 2015) semi-supervised Yes No does not identify implicit aspects

Topic Model
(Blei et al., 2003) unsupervised Yes No groups unrelated words together

Word2Vec
(Mikolov et al., 2013)
(Pablos et al., 2015) unsupervised Yes No require representative seed words

Figure 2: The process of TDM-TED grouping and
identifying candidate aspects.

with a notation, all its extended noun Pn and opin-
ion Po words will be labelled with the same aspect,
as its parent < N,Ow > notation P1. It will also
search from the extended list, Pn and Po and ex-
tract all the matched words. To reduce duplicate
entry of the same word (same word, with same
aspect and same POS), duplicates will be elimi-
nated from the final list, after aggregating all the
candidate words from all models. TDM-DC ranks
candidate aspect list as follow:

1. If a word from the document is matched with
a word from the topic model, extract the can-
didate aspect of the topic model and add a
count equivalent to the number of words in
the topic.

2. If a word from the document is matched with
a word from the < N,Ow > notation, extract
the candidate aspect of the notation and add
two counts to the candidate aspect because
there are two words in the pair.

3. If a duplicate match is found in both <
N,Ow > notation list and extended list, it
will not add to the count for the candidate as-
pect.

4. With the parent < N,Ow > notation from
the matched notation, add the count for every
words matching the parent notation in the ex-
tended word lists. Duplicates are excluded in
the process.

5. If there is a match in the extended list, extract
the word’s parent candidate aspect, and add
one count to it.
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6. Aggregate all the matched candidate aspect
count in a ranked list of candidate aspects
identified for the provided document.

3.2 Topic Dictionary Model - Topic-Extended
(TDM-TED)

Similar to TDM-DC, this proposed model, as il-
lustrated in Figure 2 will search and match the
similar words in a document. TDM-TED is differ-
ent from TDM-DC where it will directly search for
similar words in the topic word list and indirectly
on other word lists. If a word in document D, w1 is
matched in a single topic T1, all its words will be
extracted from the topic. Then, for every word list
in the topic T, it will search for its matched word
in the < N,Ow > notation list P, together with
its extended words from both Extended Noun Pn
and Extended Opinion Po list. Furthermore, for
every words in Topic T, it will also directly search
for its match in both Extended Noun Pn, and Ex-
tended Opinion Po lists. Finally, similar to TDM-
DC, duplicate entries will be removed from the ag-
gregated list of words. TDM-TED ranks candidate
aspect list as follow:

1. If a word from the document matched with a
word from the topic model, extract the can-
didate aspect of the topic model and add a
count equivalent to the number of words in
the topic. Extract the list of words in that
topic.

2. For every words in the topic, if there is a
match from the < N,Ow > notation, extract
the candidate aspect of the notation and add
two counts to the candidate aspect for every
candidate notation found because there are
two words in the pair.

3. If a duplicate match is found in both <
N,Ow > notation list and extended list, it
will not add to the count for the candidate as-
pect.

4. With the parent word from < N,Ow > no-
tation, add the count for every words match-
ing the parent notation in the extended list to
the parent’s candidate aspect. Each candidate
aspect extracted from the candidate extended
word lists will add a count. Duplicates are
excluded in the process.

5. For every words in the topic, if there is a
match in the extended list, extract the word’s

parent candidate aspect, and add one count to
it.

6. Aggregate all the matched candidate aspect
count in a ranked list of candidate aspects
identified for the provided document.

4 Experimental Design

The dataset used for this experimentation was
downloaded from SemEval-2015 Task 12: Aspect
Based Sentiment Analysis 1. It contains multi-
ple complete reviews breakdown into pre-labelled
sentences with potentially out of context sentences
about Restaurants. Their aspect category con-
tains both entity labels (e.g. Restaurant, Service,
Food) and attribute labels (e.g. prices, quality).
To evaluate against other existing models, the en-
tity and attributes of the entity are notated to-
gether to form the aspect tuple for the restaurant
dataset. Data pre-processing steps have been im-
plemented on the dataset prior to constructing the
models, which include POS-tagging using Tree-
Tagger and word sense disambiguation (WSD).
Sentiment tagging is subsequently carried out to
assign sentiment tags to every word based on Sen-
tiWordNet (Baccianella et al., 2010). For the
weighted sentiment on SentiWordNet, sentiment
with the largest weight and with the matched POS
attached to the word sense were taken into ac-
count. For example, given a row in SentiWord-
Net of < a, 0.5, 0.125, living#3 >, a is the part-
of-speech of the word (living), 0.5 is the positive
weight and 0.125 is the negative weight and liv-
ing#3 is the word sense. Since 0.5 is more than
0.125, the word will be considered as positive. In
case of same weight, it will be tagged as neutral.
For example, living#a#3 will be tagged as living#p
wherep represents the positive sentiment for the
word living in that sentence.

For words that are not included in SentiWord-
Net, they were checked against a compiled list of
opinion lexicon (Hu and Liu, 2004) to determine
the sentiment polarity of a word. The words were
then tagged as p, g or n respectively, where p rep-
resent positive, g represents negative and n repre-
sents neutral. As sentiment tagging assigns sen-
timent on a word-by-word basis, a sentence with
negation (e.g. no, not, never etc.) will give the op-
posite sentiment instead. To solve this, the senti-
ment of opinionated words are flipped if a negation

1http://alt.qcri.org/semeval2015/task12/
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word is detected in the sentence. Once data pre-
processing is completed, LDA was implemented.
Baseline LDA model was chosen because it out-
performs complex models of LDA when there is
more than two hundred reviews (Moghaddam and
Ester, 2012). Complex models of LDA include
topic models which are built using phrases or
grammatical dependencies (Moghaddam and Es-
ter, 2012). The topics in the resultant model come
from the labels provided by the dataset. In other
words, the number of topics are set based on the
number of labels from the dataset. For the dictio-
nary model, WordNet 2 and Wordnik 3 are used to
extract words in the selected semantic relations.

5 Results and Discussion

Precision, recall and F1-measure are used to eval-
uate the experimental results. Due to space limi-
tation, only F1-measure is presented in this paper.
Table 2 shows that among the four models, which
include two baseline models and two proposed
models, TDM-DC has the highest score. The per-
formance of TDM-DC and TDM-TED are very
close, with TDM-DC leading on all three columns
of comparison. This is unexpected as TDM-
TED generates more candidate aspects compared
to TDM-DC. Dictionary-based approach has the
lowest score. Dictionary-based approach is good
in generating a vast amount of candidate aspects
using semantic relations. However, if the defined
relations are lacking or none to be found, it will
highly affect the candidate aspect count.

Table 2: Baseline model and topic dictionary model F1

comparison by percentage

Model F1 Explicit F1 Implicit F1

Topic Model 55.80 57.47 32.53
Dictionary Model 54.67 56.56 21.71
TDM-DC 58.70 60.51 33.15
TDM-TED 58.34 60.15 32.34

The performance of TDM-DC and TDM-TED
are also compared against other existing mod-
els based on F1-measure obtained in identify-
ing implicit and explicit aspects, as presented in
Table 3. NLANGP represents Sigmoidal Feed-
forward Network (FNN) with one hidden layer
implemented by Toh et. al. (Toh and Su,
2015). It is the best supervised approach for
both datasets. UMDuluthC uses Linear Support

2https://wordnet.princeton.edu/
3https://www.wordnik.com/

Table 3: F1 comparison by percentage with other ap-
proaches. ? indicate unconstrained systems.

Approach Model F1

Supervised NLANGP 62.68?

Supervised NLANGP 61.94
Unsupervised TDM-DC 58.70
Unsupervised TDM-TED 58.34
Unsupervised Topic Model 55.80
Unsupervised Dictionary Model 54.67
Supervised UMDuluthC 57.19
Unsupervised V3 41.85?

Supervised Baseline 51.32

Vector Machine (SVM) Model for both dataset
(2015). Finally, V3 uses Word2Vec to identify
the aspect from both dataset, which is the only
unsupervised approach used on this dataset (Pab-
los et al., 2015). By comparing with the base-
line approach, which is a Support Vector Machines
(SVM) with a trained linear kernel (Pontiki et al.,
2015), most approaches outperform it excluding
V3. For TDM-DC and TDM-TED, both proposed
models are able to outperform UMDuluthC by a
small margin, but lost to NLANGP model; both
constrained (using only the provided training set
of the corresponding domain) and unconstrained
approaches. Baseline, NLANGP and UMDuluthC
run on supervised classification, which require la-
belled datasets, while TDM-DC and TDM-TED
use unsupervised approach. Among the unsu-
pervised approaches, the proposed TDM-DC and
TDM-TED outperform V3 by more than 10%.

6 Conclusion

The main strength of the proposed models is its
ability in identifying both explicit and implicit as-
pects without any labelled dataset. Although the
result is not the best when compared to state-
of-the-art supervised approach, it is a huge step
forward for unsupervised approach in identifying
both explicit and implicit aspect. In future, the
proposed models will be experimented on opin-
ions that have more implicit aspects to verify its
effectiveness at a greater measure.
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Abstract

Triggered by Internet development, a large
amount of information is published in online
sources. However, it is a well-known fact
that publications are inundated with inaccurate
data. That is why fact-checking has become a
significant topic in the last 5 years. It is widely
accepted that factual data verification is a chal-
lenge even for the experts. This paper presents
a domain-independent fact checking system.
It can solve the fact verification problem en-
tirely or at the individual stages. The proposed
model combines various advanced methods
of text data analysis, such as BERT and In-
fersent. The theoretical and empirical study
of the system features is carried out. Based
on FEVER and Fact Checking Challenge test-
collections, experimental results demonstrate
that our model can achieve the score on a par
with state-of-the-art models designed by the
specificity of particular datasets.

1 Introduction

With the development of online technologies, peo-
ple tend to receive information mainly through the
Internet. Nevertheless, Internet sources have a ten-
dency to spread unauthentic information. In some
cases, it can be done intentionally. So that to
achieve, for instance, some political advantages,
or to obtain a financial benefit through advertis-
ing or product promotion. In particular, the analy-
sis conducted by Shao et al. (2017) demonstrated
that, during the 2016 US presidential election on
Twitter, social bots spread a lot of misinformation.
Moreover, even statements about the falseness of
some information in its turn can appear to be fake
claims.

This paper discusses how modern approaches
to the analysis of text information, such as BERT
(Qiao et al., 2019), CatBoost1 and pre-trained con-

1https://catboost.ai

textual embeddings, can assist in a fact-checking
problem. We developed a model that is universal
in relation to the data to be checked. Our model
is based on the automatic information extraction
from sources and combines best techniques from
the modern approaches. Verified information can
be either confirmed or refuted by each source sub-
ject to the presence of the necessary data. The col-
lection of such results allow us to make a general
conclusion about the truth or falsity of the fact.

Investigated sub-tasks are the following:

• extract qualitative information from the au-
thoritative sources

• find the relationship between the extracted in-
formation and the verifiable claim

Due to the domain-independence of the pro-
posed system, the problem of determining any
fake information can be solved both completely or
with the further study by experts. In this aspect,
the task will be significantly simplified (in fact, ex-
perts just need to make the right conclusion based
on the model predictions).

In our work, we combine the most successful
ideas of solving each step of the fact-checking
problem to build a domain-independent pipeline
that surpasses all of the previous ones. We ad-
ditionally focus on the independence of the com-
ponents in its development (each component is
not allowed to use the scores of the others). We
also analyze in details the effect of natural lan-
guage preprocessing (stemming, stop-words filter-
ing, normalization, keyword highlighting, coref-
erence resolution) and text embeddings selection.
Based on this, we make some improvements at
each stage2.

2The source code is available online at
https://github.com/aschern/FEVER
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The paper is organized as follows. First, we re-
view the relevant methods and approaches used
in recent fact-checking studies and shared tasks.
Then, the baseline model architecture is presented.
After that, the components of the developed model
are described. This is followed by quantita-
tively comparative analysis with the state-of-the-
art models on the several datasets (FEVER and
Fake News Challenge). The paper ends with a
summary and directions for further research.

2 Related Work

The fact-checking problem can be solved by vari-
ous approaches. The majority of the most success-
ful ones are based on information extraction from
the authoritative sources. All of them were pro-
posed in the framework of various competitions.
Approaches that do not consider any additional in-
formation, achieve significantly lower results (Os-
hikawa et al., 2018).

FEVER competition for factual data verifica-
tion with the help of information extraction from
Wikipedia was held in 2018 (Thorne et al., 2018b).

A 3-stage model consisting of a sequential ap-
plication of document retrieval (DR), sentence re-
trieval (SR) and natural language inference (NLI)
components was proposed as a baseline (Thorne
et al., 2018a). The first and second components se-
lect relevant articles from Wikipedia and sentences
from them respectively using the part of DrQA
(Chen et al., 2017) system combined with the TF-
IDF metric. Then the Decomposable Attention
Model (DAM) (Parikh et al., 2016) is used as the
Recognizing Textual Entailment (RTE) module.

Most of the participants used the same multi-
stage model structure. An additional aggregation
step was often added at the last stage instead of
combining all sentences into one paragraph as the
entrance of the RTE module (Hanselowski et al.,
2018b; Luken et al., 2018).

For relevant documents selection search API
was widely used (Wikipedia Search, Google,
Search, Solr, Lucene, etc.). UCL Machine Read-
ing Group (Yoneda et al., 2018) and Athene UKP
(Hanselowski et al., 2018b) teams searched for
the noun phrases extracted from the statement;
Columbia NLP (Chakrabarty et al., 2018) and
GESIS Cologne (Otto, 2018) teams searched for
the named entities.

So far, various techniques have been proposed
for sentence retrieval: Word Mover’s Distance

and TF-IDF (Chakrabarty et al., 2018), supervised
models such as logistic regression purposefully
trained on the specific features (for instance, sen-
tence numbers accounting has a big impact for
the FEVER dataset – evidence is often placed at
the beginning of the documents) (Yoneda et al.,
2018). Thus, the model presented by Yoneda et al.
(top-2 result in the competition) is not domain-
independent.

Leaders of the competition UNC-NLP reformu-
lated all of the sub-tasks in terms of neural se-
mantic matching and solved each of them with the
same architecture, based on bi-LTSM (Nie et al.,
2018). Their NLI component used scores from the
SR component and the SR used scores from the
DR step. For this reason, this model is not task-
independent.

UCL Machine Reading Group, Athene UKP,
Columbia NLP used Enhanced Sequential Infer-
ence Model (ESIM) or DAM as RTE module and
their variations as SR component. Sweeper team
conducted joint SR and RTE components training,
adapting ESIM (Hidey and Diab, 2018).

At present, other current and completed compe-
titions related to fact-checking are also held: Ru-
mourEval3, Fact Checking in Community Ques-
tion Answering Forums4, Fake News Challenge5,
Fast & Furious Fact Check Challenge6.

In Fake News Challenge participants used con-
ventional well-established machine learning mod-
els: gradient boosting, Multilayer Perceptron
(MLP). These models were applied to the set of
features, based on TF-IDF and word embeddings
(Riedel et al., 2017; Sean Baird and Pan, 2017).
Masood and Aker (2018) proposed a new state of
the art model after the competition. It also utilized
standard machine learning methods for manually
extracted features (n-grams; similarity of embed-
dings, tf-idf and WordNet7; BoW; length of sen-
tences, etc.).

3 Model Description

The implemented model comprises four compo-
nents, like the FEVER competition baseline (it is
illustrated in Figure 1).

First, document retrieval selects the set of rele-
vant documents {d1, ..., dm} for each claim c from

3http://alt.qcri.org/semeval2017/task8/
4https://competitions.codalab.org/competitions/20022
5http://www.fakenewschallenge.org/
6https://www.herox.com/factcheck/community
7https://mitpress.mit.edu/books/wordnet
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Natural Language Inference
(BERT model)

Sentence Retrieval
(TF-IDF cosine similarity + Infersent)

Document Retrieval
(keywords search with the Wikipedia API)

Aggregation
(logical)

Relevant
documents

Relevant sentences

Labels per pairs:
(claim, evidence)

Final label

Claim

Figure 1: Four-stage model structure. Outputs of the
model in each step are shown in grey boxes near the
arrows.

the corpus D (if it is not initially specified). Then
sentence retrieval extracts sentences {s1, ..., sn}
from these documents, which will help in veri-
fication. Afterwards, the NLI model f analyzes
the extracted sentences in pairs with the statements
and issues a verdict for each pair. Ultimately, ag-
gregation step is implemented to obtain the final
forecast: agg(f(c, s1), ..., f(c, sn)).

3.1 Document Retrieval
Search in the corpus (Wikipedia): Here we have
implemented the Document Retrieval stage from
(Hanselowski et al., 2018b). We applied Python
Wikipedia API8 to retrieve relevant documents
from Wikipedia corpus. The following list of key-
words and phrases from the claim has been taken
to construct search queries: noun phrases, named
entities, part of the sentence up to the “head” word.
For each query, the top-k results were selected for
the final list. Because sometimes there are many
search queries for each claim, additionally, the fil-
tering of results was performed. We applied Porter
Stemmer to all titles of the found documents. Then
we selected those documents that fully contained
an initial query.

Determining document relevance: We pro-
posed the following algorithm. Initially, the key-
words (noun phrases and named entities) are high-
lighted from the claim. If the document contains
none of them (after stemming), it is considered as
“unrelated”. Otherwise, an additional examination

8https://wikipedia.readthedocs.io/en/latest/

is conducted. The cosine distance between TF-
IDF embeddings of the claim and each sentence
in the document is calculated. If the maximum is
lower than some fixed bound, the document is also
considered as “unrelated”.

3.2 Sentence Retrieval

We chose the combination of the TF-IDF approach
and Infersent9 for the SR stage. To find the sim-
ilarity between two texts we calculated the co-
sine between their TF-IDF representations with
the weight 0.45 and the cosine between Infersent
embeddings (built on the Glove) with the weight
0.55. These weights were selected using the val-
idation. The set of top-k sentences closest to the
statement by this measure was selected.

We have also experimented with other encoding
options (Glove, Word2vec), ranked by variations
of BM25 (Trotman et al., 2014) and further re-
ranked with BERT. But the final quality for these
options was lower (see chapter 5 for the details).

3.3 Natural Language Inference

NLI component determines a relationship between
the statement and each retrieved sentence from the
previous step. Bidirectional Embedding Repre-
sentations from Transformers (BERT) model was
employed, as it had high results for several Glue
dataset tasks (Devlin et al., 2018). Sentences from
the evidence set (combined into one paragraph or
stand-alone) and claim statement were involved as
the “premise” and the “hypothesis” in terms of
RTE. The evidence set here is the set of sentences
from the SR stage.

3.4 Aggregation

In case of training BERT model on separate sen-
tences, we applied an additional aggregation step
to obtain the final prediction.

CatBoost gradient boosting model was applied
as the main algorithm at this step. It was trained
on the stacked predictions from the NLI step.

It is also possible to use the logical aggregation
(if there is not enough training data). If all pre-
dicted labels are “NOT ENOUGH INFO”, the re-
sult is the same. Otherwise, a vote between the
number of “SUPPORTS” and “REFUTES” labels
is taken. In the case of equality, the answer is given
according to the label with the highest NLI com-
ponent score. Another variant is to use the sum of

9https://github.com/facebookresearch/InferSent
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Figure 2: Example of FEVER task from (Thorne et al.,
2018a). The required evidence set for the claim con-
sists of two sentences.

class probabilities for voting.

4 Evaluation Setup

To assess the quality and verify domain-
independence of our approach we tested the pro-
posed model on several datasets and several tasks.

4.1 Datasets

Fact Extraction and VERification: The dataset
from the FEVER competition (Thorne et al.,
2018a) was selected as the main collection for
the analysis of the presented model. Its cor-
pus includes approximately 5.4M Wikipedia arti-
cles. All statements (about 220K) are split into
3 classes: “SUPPORTS”, “REFUTES”, “NOT
ENOUGH INFO”, depending on the presence of
the corresponding evidence in the corpus. Evi-
dence is a sentence (or set of sentences), which
allows making a conclusion about the truth or fal-
sity of the claim.

The organizers of the competition proposed the
special “FEVER score” metrics. It awards points
for accuracy only if the correct evidence is found.
Thus, the goal is not only to identify the label
correctly but also to highlight relevant evidence.
Nowadays, FEVER collection is the only large
collection for fact-checking with the usage of ad-
ditional information.

Fake News Challenge: The Fake News Chal-
lenge competition was held in 2017 with the aim
of automating the Stance Detection task. It con-
tains 4 classes of headers paired with the articles’
bodies: “agrees” (the text is in agreement with
the title), “disagrees” (the text is in disagreement
with the title), “discusses” (the text describes the

Figure 3: Example of Fake News Challenge task

same topic, but does not take any position related
with the title), “unrelated” (the text and the title
describe different topics). The dataset consists of
around 75k such pairs for about 2587 texts.

In this competition, a special metrics was devel-
oped. It awards 0.25 for the correct separation of
the class “unrelated” from “related” (the rest) and
an additional 0.75 for the correct assignment of the
first three labels. The maximum score on the test
part is 11651.25.

4.2 Implementation and Training Details

Fact Extraction and VERification: The follow-
ing model hyperparameters were fixed: Wikipedia
API returns top-3 results for each query; the Sen-
tence Retrieval selects top-20 sentences.

All words and phrases utilized to identify rel-
evant documents were extracted using the Con-
stituency Parsing, Named Entity Recognition,
and Dependency Parsing implemented in the Al-
lenNLP library. We applied Porter Stemmer from
NLTK for stemming.

The first two parts (Sentence Retrieval and Doc-
ument Retrieval) do not require a training step.
We trained NLI component on examples of classes
“SUPPORTS” and “REFUTES” from the train-
ing sample. As for statements with the “NOT
ENOUGH INFO” label there is no ground truth
evidence, we took the top-3 sentences from the re-
trieval part of the model. This number was cho-
sen to balance “NOT ENOUGH INFO” and “SUP-
PORTS” classes. BERT Large was trained from
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the official baseline10 for 1 epoch on mini-batches
of size 32 with the learning rate 3e-5.

We used a part of the validation sample (random
70%) to train the CatBoost aggregation method.
CatBoost was trained on trees of depth 9 for 500 it-
erations (other parameters were taken by default).

Fake News Challenge: In this case, we applied
the second variant of the Document Retrieval (de-
termining the relevance of a particular document).
Keywords for filtering were selected with the Con-
stituency Parsing and Named Entity Recognition
modules from AllenNLP. The filtering threshold
for TF-IDF in the Document Retrieval component
was chosen 0.05. The Sentence Retrieval high-
lighted top-5 sentences for each title.

The dataset was divided into training and vali-
dation samples according to the official competi-
tion repository11.

To train BERT we used all three classes
(“agrees”, “disagrees”, “discusses”). We chose the
BERT Base version because the dataset is small.
In contrast to FEVER, here the full paragraph
composed of 5 separate sentences for each state-
ment was submitted as the input because there is
no ground-truth markup for the correct evidence.
Thus, the aggregation stage is not required (the fi-
nal result is obtained directly from BERT). The
model was trained for 5 epochs on mini-batches
of size 32 with the learning rate 2e-5.

5 Results and Analysis

5.1 Fact Extraction and VERification

The proposed model has many modifications:
hyperparameters of TF-IDF (binarization, stop-
words filtering, lower case conversion, idf usage,
sublinear tf usage); application of coreference res-
olution (replacement of pronouns on representa-
tional entities or their addition to the beginning of
the corresponding sentences); aggregation variants
(boosting or logical).

5.1.1 Document Retrieval

We achieved the quality 0.908 on the validation set
for the Document Retrieval component. Here the
predicted set of the documents was considered as
correct if it contained full evidence for the exam-
ined claim.

Sentence Retrieval Score
Jaccard 0.8574
Glove 0.8548
Infersent (on Glove) 0.9025
TF-IDF, n-grams range (1, 2) 0.8930
+ lowercase 0.8934
+ max df (0.85) 0.8947
+ sublinear tf 0.8976
+ traditional stop-words filtration 0.8889
TF-IDF, n-grams range (1, 1) 0.8926
+ lowercase 0.8930
+ max df, sublinear tf 0.8997
+ binary 0.9024
+ weighted Infersent 0.9081

Table 1: Results of Sentence Retrieval on the valida-
tion set for the selection of the top-5 sentences. For
TF-IDF cumulative results for applied techniques are
provided. tf/df - term/document frequency, sublinear tf
= 1 + log(tf), max df - all words with df higher, than
threshold are considered as stop-words.

5.1.2 Sentence Retrieval
The results of the Sentence Retrieval for finding
top-5 sentences are presented in Table 1. The most
successful variant was the TF-IDF search by uni-
grams with the filtering of stop-words selected in
each document, binarization and lower case con-
version in the combination with Infersent embed-
dings. Again, the predicted set was considered as
correct if it contained entire evidence set.

We considered all words whose proportion in a
particular document is higher than 0.85 as stop-
words. The importance of using such stop-words
follows from the fact that in case of determin-
ing the most significant sentences inside the doc-
ument, they do not play an important role. The
term frequency binarization has a significant im-
pact because only the availability of information
is important but not the number of references.

We also experimented with FastText embed-
dings, but Glove achieved higher results in all
cases (see Figure 4).

In addition, we tried different BM25 modifica-
tions: BM25L, BM25+, BM25Okapi. The opti-
mal combination was stop-words filtering, lower
case conversion and Krovetz stemming. The re-
sults for the selection of the top-20 sentences are
presented in Table 2.

10https://github.com/google-research/bert
11https://github.com/FakeNewsChallenge/fnc-1-baseline
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Figure 4: SR-score for Glove and FastText embed-
dings. lc – lowercase; stop + punct – filtering stop-
words and punctuation for embeddings calculation; ex-
isting – averaging only by words from the dictionary
(otherwise zero vectors were considered for OOV).

algorithm lc + stop lc + stop + Krovetz
BM25Okapi 0.93389 0.93414
BM25+ 0.93314 0.93419
BM25L 0.94124 0.94224

Table 2: The results of SR component on the validation
sample for the top 20 sentences selection. lc – lower-
case, stop – stop-words filtering, Krovertz – Krovetz
stemming.

As it was mentioned above, we utilized the top-
20 extracted sentences for each claim in our solu-
tion (the results are fully correlated with Table 1
for top-5 sentences). We chose this value for two
reasons: a relatively high quality (∼94.7) should
be achieved, and the number itself should not be
very large to simplify further analysis and aggre-
gation. Thus, the quality changed faintly starting
with the top-20 and reached ∼95.1 for the top-50.

Coreference resolution gave us 0.9041 for the
top-5 sentences extraction. We used Stanford NLP
Coreference parser (we also experimented with the
Co-reference Resolution module from AllenNLP).
Here, we appended representative mentions of
pronouns to the beginning of the sentences. But it
did not improve the quality. This can be explained
by the fact that the fixed document refers to ex-
actly one entity (mentioned in its title) very often.
Therefore, additional mentioning does not make
sense for the relevancy evaluation.

5.1.3 Natural Language Inference
The quality of the BERT model according to the
accuracy metrics was 0.834 (classification of the

individual sentences into 3 classes) on a balanced
subset of the validation sample. In this case, to
solve the coreference problem, we added the titles
of the documents to the beginning of the sentences
through the separator. In contrast with the rele-
vance assessment, it is important to have a com-
prehension of what entity is considered.

5.1.4 Aggregation

For 30% of the validation sample, we achieved
accuracy 74.81 for the CatBoost aggregation and
73.47 for the logical aggregation. In the case of
CatBoost, the model was trained on 70% of the
validation set and was tested on the remaining 30

Confusion matrices for logical aggregation on
the full validation sample and CatBoost aggre-
gation on its test part are presented in tables 3
and 4 respectively. In the first case, the “NOT
ENOUGH INFO” label is the greatest difficulty
for the model. In the second case, the classes have
approximately equal complexity, but the main
fraction of errors also occurs due to the separation
of “NOT ENOUGH INFO” from the rest.

For the second variant of logical aggregation
(voting by the sum of the class probabilities pre-
dicted by BERT model), the maximum accuracy
was 72.98. It is lower than 73.47 for the first case.

Our model achieves the accuracy 71.72 for la-
bels and F1-score 70.20 for retrieved evidence on
the test set (the results are presented in Table 5).

We tried two prediction options for the evi-
dence. In the first case, only those sentences
whose labels match with the final prediction were
added to the answer. In the second case, we com-
plemented this set to 5 sentences, according to the
ranking of the Sentence Retrieval. This raises the
FEVER score (a key metrics for the competition)
on the test set from 66.69 to 67.68. However,
precision falls significantly (from 71.66 to 41.36),
and, respectively, the F1 score for the evidence de-
creases too.

Additionally, we trained BERT for binary
classification into classes “NOT ENOUGH
INFO”/“ENOUGH INFO” and re-ranked sen-
tences by the probability of “ENOUGH INFO”
label. Thus, the order of relevant sentences from
the Sequence Retrieval component was replaced
by the order according to this BERT model.
However, it did not give positive results – the
FEVER score on the test sample even slightly
decreased (down to 67.62).
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predicted labels
SUPPORTS REFUTES NOT ENOUGH INFO

SUPPORTS 5734 229 703
REFUTES 599 4856 1211
NOT ENOUGH INFO 1465 1238 3963

Table 3: Confusion matrix for logical aggregation

predicted labels
SUPPORTS REFUTES NOT ENOUGH INFO

SUPPORTS 1595 65 347
REFUTES 110 1395 434
NOT ENOUGH INFO 250 346 1458

Table 4: Confusion matrix for CatBoost aggregation

Team name Evidence F1 (%) Label Accuracy (%) FEVER Score
DREAM (MSRA+MSNews)* 39.33 76.42 69.76
a.soleimani.b* 38.61 71.86 69.66
abcd zh* 39.14 72.81 69.40
cunlp* 37.65 72.47 68.80
dominiks* 36.26 71.54 68.46
own* 36.80 72.03 67.56
GEAR* 36.87 71.60 67.10
UNC-NLP 52.96 68.21 64.23
UCL Machine Reading Group 34.97 67.62 62.52
Athene UKP TU Darmstadt 36.97 65.46 61.58
Papelo 64.85 61.08 57.36
Our model 70.20 71.72 66.69
Our model (all 5) 53.21 71.72 67.68

Table 5: Results on the FEVER test dataset (top teams)
* - after competition (up to 19.08.2019)

5.1.5 Error Analysis

Document Retrieval: Errors in the DR compo-
nent are often caused by the misspelling of enti-
ties in statements: “Homer Hickman wrote some
historical fiction novels.” vs. “Homer Hickam”
or “2015 was the year of the Disaster Aritst film
(film) started.” vs. “The Disaster Artist”.

Another popular mistake is the lack of keywords
from the title in the claim. For example, the ev-
idence set for the statement “Christian Gottlob
Neefe was an opera writer” includes the document
“Composer”.

The third type of error is dividing one entity
into several. For instance, in the claim “The Food
Network is a channel that ran Giada at Home.”
our model highlights two entities: “Giada” and

“Home” and selects documents with that titles.

Sentence Retrieval: The SR component works
mostly correctly since 20 sentences are selected
for each claim. Errors often occur in the case of
composite evidence where one sentence clarifies
some information from another.

Natural Language Inference: The main
source of errors is cases with very similar con-
cepts. For example, claim “Wildfang is a US-
based women’s apparel company featuring pants
that are tomboyish in style” has “NOT ENOUGH
INFO” label. But the model selects evidence
“Wildfang is a US-based women ’s apparel com-
pany featuring clothing that is tomboyish in style”
and classifies this claim as “SUPPORTS”.

There are also opposite cases where words with
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different meanings don’t have a key impact. So,
for the claim “Michigan is a stop destination for
recreational boating within the U.S.” the correct
label is “SUPPORTS” with the evidence “Michi-
gan # As a result, it is one of the leading U.S.
states for recreational boating.”. Our model pre-
dicts “REFUTES” due to the words “stop desti-
nation” vs. “state”. Another interesting example:
the statement “Seohyun was only born on July 28,
1991.” has ground truth label “SUPPORTS” with
the corresponding evidence “Seo Ju-hyun -LRB-
born June 28 , 1991 -RRB- ...”. Our model pre-
dicts the label “REFUTES” focusing on the words
“June” and “July” and not the word “only”.

Also, the BERT model makes predictions for
separate sentences. For the claim “Papua com-
prised all of a country” the correct label is “SUP-
PORTS” with the evidence comprising “Papua is
the largest and easternmost province of Indonesia,
comprising most of western New Guinea” and the
document “Western New Guinea”. But this evi-
dence separately is not enough to make the right
conclusion.

5.2 Fake News Challenge

The TF-IDF approach calculated by unigrams
and bigrams with filtering of standard stop-words
was optimal for the relevance determination (after
evaluation by keywords). These parameters dif-
fer from the TF-IDF parameters in the Sentence
Retrieval. In this case, we filtered standard stop-
words (we utilized the list from NLTK), as they do
not affect the global assessment of the complete
document.

BERT achieved 0.822 accuracy for the classifi-
cation into one of three classes. We also tried to
apply coreference resolution. However, as for the
FEVER dataset, no improvement was received.
We achieved accuracy 0.815 as maximum among
all the cases under consideration (unrepresenta-
tive mentions replacement, addition to beginning
of the sentences, using of pronouns only). This
can be explained by the fact that all 5 sentences
are submitted to the NLI component as a single
text. And this text already contains representative
references to the pronouns with a high probability.

We also estimated the contribution of the fea-
tures of retrieval components. It was detected that
the filtering of the documents by keywords for the
binary definition of the type “related”/“unrelated”
improves the quality of the final model from 9430

Team name FNC score
Zhang et al. (2018) 10097.00
Masood and Aker (2018) 9565.70
SOLAT in the SWEN 9556.50
Athene 9550.75
UCLMR 9521.50
Chips Ahoy! 9345.50
CLUlings 9289.50
Our model 9808.00

Table 6: Results on the FNC test dataset. FNC-score -
relative competition score

predicted labels
unrel. discuss agree disagree

unrelated 6416 368 69 45
discuss 123 1499 130 48
agree 55 172 504 31
disagree 12 50 20 80

Table 7: Confusion matrix on the FNC validation set

to 9592 points. The reason is that the method has
high precision 0.9776 for the class “unrelated”.
This approach has a relatively small recall 0.5581,
but combining with TF-IDF rises it to 0.9668 (it is
higher than 0.95 for the separate TF-IDF usage).
This observation demonstrates that a preliminary
analysis of the presence of the keywords is impor-
tant for document relevance determination. Dis-
carding the traditional stop-words increases the to-
tal score from 9592.0 to 9808.0 (or 0.8417 of max)
with the total accuracy at 0.883. The results are
presented in Table 6.

Confusion matrix (Table 7) on the validation
part shows that the class “disagree” is the hardest
one for the model. The reason is that its proportion
in the training sample is only 2.8%. Nevertheless,
the macro-averaged class-wise F1 score is high -
0.709. It is a very important metric in this case
(Hanselowski et al., 2018a) and models of compe-
tition participants achieve only ∼0.60.

It should be noted that fewer examples started to
belong to the class “unrelated” when we reduced
the hyperparameter in the TF-IDF filtering (that
is, the model separated only the most explicit ar-
ticles). It increased the probability of the correct
classification into the remaining 3 classes (which
has a great significance in this competition). The
highest score of 3799.75 (or 0.8541) on the vali-
dation set was obtained with the filtration hyper-
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parameter value 0.05. It is also worth to notice
that BERT model demonstrated here significantly
higher performance (in terms of accuracy) than on
the test part: 0.822 vs. 0.783.

6 Conclusion

The paper presents a domain-independent model
for checking factual information using automatic
information extraction. The presented model was
inspired by the FEVER baseline but has significant
improvement at all 4 stages (document retrieval,
sentence retrieval, natural language inference, ag-
gregation). Experimental and theoretical analysis
of all new features was carried out.

The proposed model exploits no data-specific
features. Moreover, it can solve all of the sub-
tasks (perform at all 4 steps) independently be-
cause none of the components use the scores of
the others. We experimentally demonstrated that
the model can perform at the same level as the cur-
rent state-of-the-art models on the two most popu-
lar tasks and datasets.

While the model already demonstrates good re-
sults, an important further improvement is its inte-
gration with the methods that take into account ad-
ditional linguistic features (for instance, discourse
information for an evidence set creation).
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Ankur P. Parikh, Oscar Täckström, Dipanjan Das, and
Jakob Uszkoreit. 2016. A decomposable attention
model for natural language inference. In EMNLP.

Yifan Qiao, Chenyan Xiong, Zheng-Hao Liu, and
Zhiyuan Liu. 2019. Understanding the behaviors of
BERT in ranking. CoRR, abs/1904.07531.

Benjamin Riedel, Isabelle Augenstein, Georgios P. Sp-
ithourakis, and Sebastian Riedel. 2017. A simple but
tough-to-beat baseline for the fake news challenge
stance detection task. CoRR, abs/1707.03264.

Doug Sibley Sean Baird and Yuxi Pan. 2017. Talos
targets disinformation with fake news challenge vic-
tory.

77



Chengcheng Shao, Giovanni Luca Ciampaglia, Onur
Varol, Alessandro Flammini, and Filippo Menczer.
2017. The spread of fake news by social bots.
CoRR, abs/1707.07592.

James Thorne, Andreas Vlachos, Christos
Christodoulopoulos, and Arpit Mittal. 2018a.
FEVER: a large-scale dataset for fact extraction and
VERification. In NAACL-HLT.

James Thorne, Andreas Vlachos, Oana Cocarascu,
Christos Christodoulopoulos, and Arpit Mittal.
2018b. The Fact Extraction and VERification
(FEVER) shared task. In Proceedings of the
First Workshop on Fact Extraction and VERification
(FEVER).

Andrew Trotman, Antti Puurula, and Blake Burgess.
2014. Improvements to bm25 and language mod-
els examined. In Proceedings of the 2014 Aus-
tralasian Document Computing Symposium, ADCS
’14, pages 58:58–58:65, New York, NY, USA.
ACM.

Takuma Yoneda, Jeff Mitchell, Johannes Welbl, Pontus
Stenetorp, and Sebastian Riedel. 2018. Ucl machine
reading group: Four factor framework for fact find-
ing (hexaf). In Proceedings of the First Workshop on
Fact Extraction and VERification (FEVER), pages
97–102. Association for Computational Linguistics.

Qiang Zhang, Emine Yilmaz, and Shangsong Liang.
2018. Ranking-based method for news stance de-
tection. In Companion Proceedings of the The Web
Conference 2018, WWW ’18, pages 41–42, Repub-
lic and Canton of Geneva, Switzerland. International
World Wide Web Conferences Steering Committee.

78



Proceedings of the Second Workshop on Fact Extraction and VERification (FEVER), pages 79–89
Hong Kong, November 3, 2019. c©2019 Association for Computational Linguistics

Interactive Evidence Detection:
train state-of-the-art model out-of-domain

or simple model interactively?

Chris Stahlhut
Ubiquitous Knowledge Processing Lab (UKP-TUDA)

Research Training Group KRITIS
Department of Computer Science, Technische Universitt Darmstadt

https://www.ukp.tu-darmstadt.de/

Abstract
Finding evidence is of vital importance in re-
search as well as fact checking and an evidence
detection method would be useful in speeding
up this process. However, when addressing a
new topic there is no training data and there are
two approaches to get started. One could use
large amounts of out-of-domain data to train
a state-of-the-art method, or to use the small
data that a person creates while working on
the topic. In this paper, we address this prob-
lem in two steps. First, by simulating users
who read source documents and label sen-
tences they can use as evidence, thereby creat-
ing small amounts of training data for an inter-
actively trained evidence detection model; and
second, by comparing such an interactively
trained model against a pre-trained model that
has been trained on large out-of-domain data.
We found that an interactively trained model
not only often out-performs a state-of-the-art
model but also requires significantly lower
amounts of computational resources. There-
fore, especially when computational resources
are scarce, e.g. no GPU available, training a
smaller model on the fly is preferable to train-
ing a well generalising but resource hungry
out-of-domain model.

1 Introduction

Evidence is a crucial prerequisite for research,
forming an opinion, and fact checking. Schol-
ars spend vast amounts of time reading through
countless books and other documents to find evi-
dence relevant to their research; fact checkers read
through innumerable documents to find evidence
to (in)validate popular claims.

Evidence Detection (ED) aims at supporting
these activities by finding textual evidence and
thereby reducing the amount of reading required
by a human. In this paper, we define evidence sim-
ilar to Shnarch et al. (2018) as a sentence that ei-
ther supports or contradicts a controversial topic,

e.g. we should ban gambling and is categorisable
as expert opinion, anecdote, or study data (fig-
ure 1). This is similar to premise detection in argu-
ment mining, but requires the additional filtering
for these particular types.

A 2010 Australian hospital study found that 17% of sui-
cidal patients admitted to the Alfred Hospital’s emer-
gency department were problem gamblers.

Figure 1: An example piece of evidence.

In this paper, we focus on the following sce-
nario. Suppose a group of fact checkers is eval-
uating a set of claims that are gaining popular-
ity. They start by distributing the claims among
each other and downloading relevant articles from
Wikipedia. They then intend to use an ED method
to help them collect the evidence but are faced
with the question of where to get the training data
from. First, they could use the data that has been
compiled for previous claims; or second, train a
model interactively. The former approach intro-
duces a domain shift, while the latter turns ED into
a small data problem.

From this we developed our research questions

(1) Does a simple but interactively trained model
out-perform a state-of-the-art model that was
trained on out-of-domain data?

(2) What amount of in-domain training data is
required to out-perform the state-of-the-art
model trained on out-of-domain data?

We investigated the first research question by
comparing the results of static models that have
been trained on out-of-domain data with ones that
learn on the in-domain data. As out-of-domain
model we chose BERT (Devlin et al., 2018) be-
cause it performs well on both ED and Argument
Mining (AM) (Reimers et al., 2019). As in-
domain trained model we chose a topic agnostic

79



Out-of-Domain

Static Training Data

!

In-Domain

Interactive Training Data

!

Interactive Testing Data

!
Directly trained

�

Pre-trained before fine tuning

�

Fine-tuned

�

Direct transfer

�

Figure 2: The relation between the out-of-domain and in-domain datasets and different training setups.

BiLSTM which performed well in in-domain ex-
periments in AM (Stab et al., 2018). We chose a
topic agnostic model because each user is working
on only one topic which doesn’t change between
samples and therefore contains no additional in-
formation. To address the cold-start problem, we
also evaluated a similar topic agnostic model that
has been pre-trained on the out-of-domain data
and was then fine-tuned on the in-domain data.
We did not fine-tune BERT on the in-domain data,
because we consider the datasets too small. Fig-
ure 2 shows the relationship between the differ-
ent domains and models. To investigate our sec-
ond research question, we used simulated users
who each trained a personalised ED model inter-
actively. We then compared the quality of the in-
teractively trained or fine-tuned models with the
static BERT trained on out-of-domain data. We
also investigated the robustness of our results in-
teractively fine-tuning a model for AM. We chose
AM, because it is similar in that it contains argu-
ments (pro and contra) on a controversial topic,
such as nuclear energy.

The contributions of this paper are three fold.
(1) A much simpler model can out-perform
a state-of-the-art model when given in-domain
training data, (2) that often only a few documents
for training are required, and (3) a more realistic
evaluation interactive ED than random downsam-
pling and the datasets used in our experiments.

2 Related Work

This paper touches three areas of research, namely
the overarching field of claim validation, the task
domain (ED and AM) with small data, and the in-
teraction of Natural Language Processing (NLP)
components with users.

Claim Validation Reasoning about the valid-
ity of a particular claim can be separated into
three sub-tasks: document retrieval to find doc-
uments related to the claim, ED to find the rele-
vant pieces of evidence that support or contradict
the claim, and Textual Entailment (TE) to deter-
mine whether the claim follows from the evidence.
The FEVER shared tasks follows this approach
(Thorne et al., 2018; Thorne and Vlachos, 2019).
Other approaches, such as TwoWingOS (Yin and
Roth, 2018) and DeClarE (Popat et al., 2018) com-
bine the ED and TE models into a single end-to-
end method. Ma et al. (2019) used two pre-trained
models, one for ED and one for TE which are then
jointly fine-tuned. While presenting promising re-
sults, all of these approaches rely on static models
that are trained beforehand and do not learn from
the user.

Evidence detection and argument mining
Much focus of ED has been in on supporting de-
cision making (Hua and Wang, 2017) or to find
evidence for debating (Rinott et al., 2015; Aha-
roni et al., 2014). Evidence detection can be seen
as a sub-task of AM. Argument mining is an
established task within NLP with different foci,
e.g. parsing arguments from student essays (Stab
and Gurevych, 2017) or extracting topic related
argumentative sentences from Wikipedia articles
(Levy et al., 2018). Still, the cold-start problem
for new domains and topics remains and multi-
ple approaches have been suggested to address it.
One approach is to increase the generalisability of
a learned AM model, either by adding topic infor-
mation (Stab et al., 2018) or by using distant su-
pervision with automatically extracted data from
debate portals (Al-Khatib et al., 2016). A simi-
lar method was used by Shnarch et al. (2018) who
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combined weakly and strongly labeled data to re-
duce the necessary amount of expensive to create
strongly labeled data for ED. Schulz et al. (2018a)
on the other hand, used multi-task learning with
artificially shrunk target datasets. However, arti-
ficially shrinking a dataset to a pre-defined num-
ber of samples is not a realistic simulation method
for interactive learning because it does not take
the content of a document and resulting bias in
the training data into account. While the previous
approaches mostly worked with large amounts of
data, some work with smaller datasets was con-
ducted in the medical domain. For instance find-
ing and classifying evidence in the abstracts of re-
search articles (Shardlow et al., 2018; Mayer et al.,
2018). However, neither of these approaches con-
sider learning interactively from users.

Interactive NLP Combining NLP components
with direct human interactions generally serves ei-
ther the system or the user. Focussing on the sys-
tem side is generally done to support the process
of annotation for a dataset, such as improving de-
pendency parsing of historical documents (Eck-
hoff and Berdicevskis, 2016) via pre-annotation.
Moreover, learning directly from users is bene-
ficial from the first sentence on in dependency
parsing (Ulinski et al., 2016). Another common
approach is to use active learning to reduce the
amount of data to train a model (Kasai et al., 2019;
Lin et al., 2019). While these approaches are bene-
ficial in creating annotated data or speeding up the
training of a model, they focus on the goal of the
system. Focussing on the goal of the users, on the
other hand, is all about benefiting the user, for in-
stance supporting teachers in evaluating the diag-
nostic reasoning abilities of students (Schulz et al.,
2018b). The INCEpTION (Klie et al., 2018) plat-
form also focusses on the user’s goals by learning
from users to assist them in their annotation work.
However, all these approaches assume the task to
be independent from the individual user, which
Stahlhut et al. (2018) showed to not be the case
for ED. This is especially important, because the
system’s recommendations do influence what the
user annotates (Fort and Sagot, 2010). The SHER-
LOCK system (P.V.S. et al., 2018) does does offer
user specific results, but is not focussed on ED but
multi-document summarisation.

3 Interactive Evidence Detection

For our experiments, we defined ED as extracting
sentences from a collection of documents D that
are evidential1 regarding a controversial topic. In-
teractive ED considers the same task in combina-
tion with a user who provides the documents and
order in which they are processed, as well as cor-
rections of the predictions of the ED model m.

3.1 User simulation

Unlabeled docs User

g

d1

d1

Accept/Reject
suggestion

..
.

dT

Accept/Reject
suggestion

System Training data

m1

mT−1

t

o––––no––––no-––––– �
o––––

o––––
train model

o–––– no––––

o––––
predict on document

o––––
return prediction

o––––
train model

no––––no-–––––
o––––

o––––
predict on document

o––––
return prediction

Figure 3: The user picks one unlabeled document and
annotates the evidential sentences. After processing the
document, it gets added to the training data for a newly
trained model. Afterwards, the user picks the next doc-
ument which contains suggestions from the model.

Each user sorts all documents that are relevant
to their topic in alphabetical order and proceeds to
read one document at a time. While reading the
first document d1 ∈ D, the user labels each sen-
tence they find evidential regarding the topic as ev-
idence. After reading the entire document d1 they
proceed to the next one d2 without returning to the

1For simplicity, we are referring to arguments also as evi-
dence.
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previous one d1. The document d1 is then added to
the training data and the interactive training begins
with the training of the model m1.

When the user opens the next document d2, it
already contains suggestions regarding evidential
sentences by the model m1. The user then accepts
correct suggestions of evidential sentences, rejects
incorrect suggestions, and labels missed pieces of
evidence. After the user finishes reading and cor-
recting the labels of all sentences, the amount of
training data again increases and a new model m2

is trained on them. This cycle continues until the
user opens the last document dT , T = |D| which
shows suggestions made by the previously trained
model mT−1. Figure 3 illustrates our simulation
and interactive training.

3.2 Measure of work-load
In our simulation, we also required a measure that
allows us to compare the amount of work a user
has to perform to correct the suggestions of differ-
ent models. This includes not only the incorrectly
suggested evidential sentences, but also the miss-
ing ones. We therefore defined an error rate that
accounts for incorrect, as well as missing sugges-
tions of evidence. Formally, we defined the error
rate E as the sum of the false discovery rate and
false omission rate, or

E = (1− P ) + (1−R), (1)

with P being the precision and R being the recall
on the evidence class.

3.3 Measurement of minimal amount of
training data

To answer our second research question, we
needed to measure the minimum amount of train-
ing documents µ required to out-perform a static
model, which we defined as

µ =

{
min {t | ∀i ∈ {t, . . . , |R|} : Ri < B} , ∃t : Rt < B
|R| , otherwise,

(2)

where R is the sequence of error-rates through
time t ∈ {1, . . . , T} and B is the average error-
rate of the baseline.

4 Data and Models

4.1 Datasets and data preparation
We used three different datasets as in-domain data
for our evaluation. For ED we used two datasets,
namely ED-ACL-2014 published by Aharoni et al.

(2014) and ED-EMNLP-2015 published by Rinott
et al. (2015). As out-of-domain data, we used a
dataset published by Shnarch et al. (2018), named
ED-ACL-2018.2 For AM, we used the dataset pro-
vided by Stab et al. (2018).

Data preparation To run the user simulation,
we needed to convert the data from collections of
evidential sentences to documents with sentences
labeled as evidential or not.3 We converted all
three datasets into topic related collections of doc-
uments with sentential annotations. That means
we took all documents that are relevant to a partic-
ular topic and labeled all sentences that are eviden-
tial towards this topic in each of these documents.
For evidential sequences that are more than one
sentence long, we first segmented them into indi-
vidual sentences via NLTK.4 To avoid problems
due to errors in the sentence segmentation, we ig-
nored all evidential sentences with a length of less
than three tokens. The resulting datasets are highly
biased towards non-evidential sentences.

ED-ACL-2014 The first ED dataset contains 12
topics and 315 articles from Wikipedia as source
with 143 containing evidence. The individual
pieces of evidence can be up to 16 sentences long
with about half being exactly one sentence and
about 90% being up to three sentences in length.

ED-EMNLP-2015 The second dataset consists
of 58 topics, 19 of which are for development pur-
poses, and 2.3k hypotheses. Of these hypotheses,
1.4k are supported by at least one piece of evi-
dence from Wikipedia articles. The dataset uses
1.3k Wikipedia articles as source for the evidence,
of which 547 contain at least one piece of evi-
dence. We decided to exclude twelve of the test
topics due to their large overlap with the ED-ACL-
2014 dataset, leaving 27 test topics.

ED-ACL-2018 As out-of-domain data for the
pre-trained ED models we chose the dataset pre-
sented by Shnarch et al. (2018). It contains 4k
topic evidence pairs as training data and 1.7k pairs
as testing data. We pre-trained models exclusively
on the training data so that we could use the test-
ing data for comparison with published literature.

2The topics and number of documents for each topic can
found in the supplementary material

3The source code for the data preparation and experiments
can be found under https://github.com/UKPLab/
fever2019-interactive-evidence-detection.

4https://www.nltk.org/
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Table 1 shows an overview of the statistics of all
three ED datasets.

Documents Sentences Evidence

ED-ACL-2014

train test 143 20649 1318

ED-EMNLP-2015

train dev 170 28540 2300
train test 234 35877 2646

ED-ACL-2018

train – 4065 1499
test – 1718 683

Table 1: Statistics on the ED datasets.

Argument mining The AM corpus consists of
about 25k sentences that are evidential (distin-
guishing supporting from contradicting evidence)
or non-evidential regarding one of eight topics.
The sentences of each topic were extracted from
the 50 highest ranking documents retrieved by an
external search engine. In our processing, we la-
beled the evidential sentences in the original doc-
uments. This lead to a change in number of sen-
tences and pieces of evidence as table 2 shows.
When separated into in- and out-of-domain data,
we selected all documents of one topic as in-
domain data, and the training data of the other
seven as out-of-domain data.

Documents Sentences Evidence

Original – 25492 11139
Converted 400 39577 115385

Table 2: Statistics on the AM dataset before and after
the data preparation.

4.2 Models
We built two interactively trained models,
bilstmdirect and bilstmfine, and used BERT as
static model trained on the out-of-domain data.
We refer to the bilstmfine after its pre-training
but before additional fine tuning as bilstmpre.
Table 3 shows the models and which data they
are trained on, ouf-of-domain, in-domain, or both.
We decided to use a BiLSTM with 100 nodes, a
dense layer for classification, and no input for the
topic for these experiments because the in-domain
training data is small and always specific to a

5The number varies due to duplicated evidential sen-
tences. There are 11128 unique pieces of evidence in the
converted dataset.

single topic. All interactively trained models used
100-dimensional GloVe embeddings (Pennington
et al., 2014) as input features and a dropout of 0.5
after the embedding layer and before the classi-
fication layer. We addressed the class imbalance
by weighting the classes similar to King and Zeng
(2001) using the implementation provided by
scikit-learn.6 To reduce the effect of the random
initialisation, we repeated all experiments with 10
different randomisation seeds.

Training domain
Out-of-Domain In-Domain

bilstmdirect no yes
bilstmpre yes no
bilstmfine yes yes
BERT yes no

Table 3: Model label depending on the training data.

bilstmdirect The directly trained model was
trained as described above and received no addi-
tional input. We trained this model for 10 epochs
in each iteration with one additional training doc-
ument.

bilstmpre The pre-trained model uses the same
architecture than the directly trained one. We
changed no hyper-parameter except the number
of epochs compared to the directly trained model.
That means, we trained the bilstmpre model for
five epochs on the out-of-domain training data and
used a learning rate of 0.001 with a dropout of 0.5.

bilstmfine For fine-tuning, we replaced the clas-
sification layer of the bilstmpre model with a new
one and trained this new layer for five epochs with
a learning rate of 0.001. Afterwards, we unfroze
the other layers and trained the complete network
for five more epochs with a learning rate of 0.001.
This is similar to gradual unfreezing, presented by
Howard and Ruder (2018).

BERT Short for Bidirectional Encoder Repre-
sentations from Transformers. We chose the
BERT base model (Devlin et al., 2018) as static
model, since it outperforms previously published
models on both tasks (Reimers et al., 2019). We
fine-tuned it for three epochs on the out-of-domain
data. We provided the model with the candidate
sentence, as well as the topic, because we fine-
tuned the model across multiple topics of the train-
ing data and used the same model for prediction

6https://scikit-learn.org/
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Macro values across both classes Evidence only

F1 Precision Recall F1 Precision Recall

ED-ACL-2014

bilstmdirect 0.509 (0.033) 0.514 (0.028) 0.526 (0.039) 0.117 (0.058) 0.091 (0.055) 0.183 (0.053)
bilstmfine 0.481 (0.043) 0.518 (0.018) 0.553 (0.047) 0.139 (0.064) 0.088 (0.045) 0.373 (0.118)
BERT 0.540 (0.052) 0.590 (0.055) 0.538 (0.048) 0.118 (0.098) 0.238 (0.105) 0.094 (0.096)

ED-EMNLP-2015

bilstmdirect 0.572 (0.062) 0.566 (0.050) 0.613 (0.075) 0.225 (0.133) 0.176 (0.114) 0.340 (0.160)
bilstmfine 0.544 (0.063) 0.553 (0.046) 0.631 (0.089) 0.212 (0.132) 0.145 (0.101) 0.453 (0.212)
BERT 0.550 (0.060) 0.596 (0.084) 0.558 (0.081) 0.143 (0.118) 0.251 (0.169) 0.143 (0.171)

Argument Mining

bilstmfine 0.681 (0.021) 0.698 (0.014) 0.739 (0.021) 0.620 (0.027) 0.490 (0.034) 0.848 (0.015)
BERT 0.754 (0.016) 0.747 (0.015) 0.779 (0.015) 0.676 (0.023) 0.599 (0.033) 0.780 (0.038)

Table 4: The results are macro-averaged across all topics with the standard deviations shown in parenthesis.

across all topics in the in-domain data. We used a
PyTorch based implementation provided by Hug-
gingface7.

5 Experiments

5.1 Evaluation of pre-trained models

We evaluated the pre-trained models on the test-
ing data of their pre-training domain. That means
that in the case of ED, we trained and evaluated the
models on the ED-ACL-2018 dataset. For AM, we
conducted a leave-one-topic-out evaluation, train-
ing on the training data of the training topics and
evaluated on the testing data of the left-out topic.

F1 Precision Recall Accuracy

ED-ACL-2018

bilstmpre 0.609 0.620 0.608 0.639
BERT 0.781 0.809 0.770 0.802

Argument Mining

bilstmpre 0.624 0.647 0.632 –
BERT 0.795 0.800 0.800 –

Table 5: Results of the pre-trained models on their
respective training domain test data. The results are
macro-averaged for F1, Precision, and Recall.

The table 5 shows the quality of the pre-trained
models for both the ED and AM experiments
with macro-averaged F1, precision, and recall.
BERT clearly out-performed the topic agnostic
model bilstmpre by a margin of almost 18pp macro
F1 score for ED. For AM, BERT also clearly
out-performed the topic agnostic model by about

7https://github.com/huggingface/
pytorch-pretrained-BERT

17pp macro-F1 score in binary classification of
evidence/no-evidence.

5.2 Static evaluation

In the static evaluation, we compared the perfor-
mance of the static model with the interactively
trained ones after having been trained with all
training documents. We conducted the exper-
iments in a leave-one-document-out fashion for
each topic separately. Table 4 shows the results
of the static evaluation. We found that although
BERT reached the highest macro F1 score on the
ED-ACL-2014 dataset, it did not perform better
than the fine-tuned model when looking at the evi-
dence F1 score due to its lower recall. On the ED-
EMNLP-2015 dataset, all three models improved
compared to the ED-ACL-2014 dataset. Further-
more, both interactively trained models improved
more than BERT, increasing the gap when per-
forming better.

We conducted the experiments on the AM data
also in a leave-one-document-out fashion for each
interactively processed topic, using the training
data of the other topics for pre-training. We found
that BERT out-performed bilstmfine by about 7pp
macro F1 score, which is a considerable smaller
margin than before fine-tuning. Moreover, the dif-
ference varies between the individual metrics, be-
ing closer in evidence F1 score and in evidence re-
call the bilstmfine model even out-performs BERT.

5.3 Interactive evaluation

To avoid irregularities due to changes in number
of pieces of evidence and length of a document be-
tween different amounts of training data, we cal-
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culated the error-rate in a leave-one-document out
fashion. This means, instead of calculating the
error-rate, defined by (1), on the next document the
user opens which might have a different number
of pieces of evidence, we calculated it on a left-
out one. The left-out document then remains the
same across the experiment with increasing num-
ber of training documents. We then repeated this
process with each document being left-out once.
As before, we repeated the experiments with ten
different randomisation seeds.

Table 6 shows that the bilstmfine model reached
a lower error-rate and therefore requires less work
for the user to correct than BERT on the ED-ACL-
2014 dataset. It already did so after few training
documents.

Id Docs bilstmfine BERT

µ E E

0 6 6.000 1.761 1.230
1 19 3.800 1.526 1.677
2 10 10.000 1.752 1.617
3 11 1.000 1.288 1.742
4 13 6.300 1.655 1.737
5 10 5.200 1.612 1.772
6 13 1.000 1.535 1.898
7 6 1.300 1.665 1.830
8 13 5.500 1.525 1.681
9 15 10.200 1.307 1.426
10 20 6.200 1.397 1.560
11 7 1.000 1.445 1.846

Table 6: Number of documents and minimum number
of training documents µ to reach a smaller error-rate
E than BERT for the bilstmfine model for each topic
on the ED-ACL-2014 dataset. The values for µ and E
are averaged across all left-out documents and repeated
experiments.

On the ED-EMNLP-2015 dataset (table 7), we
found that both interactively trained models gen-
erally out-perform the static BERT and that they
reach a lower error-rate often already after one
or two training documents. When comparing the
interactively trained models, we found that the
bilstmfine often reaches slightly better results than
the bilstmdirect model. BERT reached the lowest
overall error-rate on topic 6 which contained only
two documents. We selected the topics 1, 5, 18 and
8 for a more detailed analysis with a focus on the
amount of work a user would have to do to cor-
rect the suggestions of a model. Figure 4 shows
that for topic 1 (figure 4a the bilstmfine model out-
performed the bilstmdirect model. In the case of the
topics 18 and 5 (figures 4b and 4c), we found that
the both interactively trained model learned at a

similar rate. For topic 8 (figure 4d), on the other
hand, neither interactively trained model reached
the performance of BERT.

Id Docs bilstmdirect bilstmfine BERT

µ E µ E E

0 5 5.000 1.739 5.000 1.837 1.586
1 11 1.000 1.194 1.000 0.932 1.373
2 4 4.000 1.932 4.000 1.981 1.226
3 4 1.000 1.432 1.200 1.474 1.793
4 3 1.000 1.235 1.000 1.247 1.799
5 13 1.000 1.643 1.000 1.591 1.829
6 2 2.000 2.000 2.000 2.000 0.723
7 14 1.000 1.123 1.000 1.011 1.472
8 4 4.000 1.805 4.000 1.592 1.289
9 4 1.000 1.244 1.000 1.182 1.607
10 17 17.000 1.592 5.000 1.268 1.385
11 8 1.400 1.307 1.000 1.329 1.636
12 15 14.000 1.554 4.800 1.433 1.543
13 9 8.800 1.486 6.500 1.405 1.416
14 12 2.200 1.484 1.200 1.297 1.683
15 12 3.100 1.500 1.000 1.366 1.643
16 14 1.000 1.213 1.000 1.049 1.724
17 3 2.300 1.449 1.700 1.401 1.490
18 25 1.000 1.190 1.000 1.152 1.517
19 5 4.700 1.960 5.000 2.000 1.903
20 4 2.600 1.862 2.200 1.688 1.949
21 10 1.000 1.039 1.000 1.019 1.606
22 12 1.100 1.240 1.000 1.147 1.431
23 6 3.000 1.585 3.000 1.478 1.990
24 6 1.000 1.456 1.000 1.350 1.965
25 7 2.700 1.590 3.800 1.461 1.923
26 5 1.000 1.217 1.000 1.151 1.871

Table 7: Number of documents and minimum number
of training documents µ to reach a smaller error-rate
E then BERT for the bilstmdirect and bilstmfine models
for each topic on the ED-EMNLP-2015 dataset. The
values for µ and E are averaged across all left-out doc-
uments and repeated experiments.

6 Discussion

To understand the difference in quality between
the ED-ACL-2014 and ED-ACL-2015 dataset we
hypothesise that the annotators gained more expe-
rience which lead to a more consistent evidence
annotation. This might also beneficial for ma-
chine learning. When creating the ED-ACL-2014
dataset, Aharoni et al. (2014) stated that they used
five annotators that searched Wikipedia indepen-
dently from each other for evidence on the same
topic. Afterwards, they used five different anno-
tators to accept or reject these annotations. Rinott
et al. (2015) used the same process, although not
for twelve but 58 topics. This means that the same
annotator had the opportunity to work on many
more topics than when constructing the ED-ACL-
2014 dataset.
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Figure 4: The average error-rates E of the bilstmfine
(solid lines), bilstmdirect (dashed lines), and BERT (dot-
ted lines) through time t.

To evaluate this hypothesis, we chose the twelve
topics from the ED-EMNLP-2015 dataset which
we excluded due to their large overlap with the
topics of the ED-ACL-2014 dataset. While being
very similar in topic and using the same Wikipedia
articles as sources, they are not identical. Some
hypotheses were added and others were removed.
The bilstmfine and bilstmdirect models improved
considerable (≈9pp and≈13pp respectively in ev-
idence F1 score) on the later created dataset com-
pared to the previously created one. To our sur-
prise however, we found that in stark contrast to
the other models, BERT’s performance decreased.
We assume that due to the larger number of top-
ics, the annotators gained more experience and
created more consistent annotations, making the
ED-EMNLP-2015 dataset more machine learning
friendly.

F1 Precision Recall

bilstmdirect 0.243 [+0.126] 0.195 [+0.104] 0.345 [+0.162]

bilstmfine 0.233 [+0.094] 0.155 [+0.067] 0.509 [+0.136]

BERT 0.110 [−0.008] 0.290 [+0.052] 0.073 [−0.021]

Table 8: The results of the evidence class scores and are
macro-averaged across the previously held out topics of
the ED-EMNLP-2015 dataset. The values in the brack-
ets are the difference the to ED-ACL-2014 dataset.

While BERT performed very well on the ED-
ACL-2018 dataset, when tested on the ED-ACL-
2014 and ED-EMNLP-2015 datasets, its perfor-

mance dropped significantly. We developed two
hypotheses that might explain this drop.

The topic labels used in the ED-EMNLP-2015
dataset are worded as debate motions which is
different from the wording in the ED-ACL-2018
dataset. In the latter dataset, the topics are worded
directly as a controversial statement, e.g. We
should ban gambling, which is different from the
wording as a debate motion This house would
ban gambling. To test this hypothesis, we se-
lected three topics from the ED-EMNLP-2015
dataset which also appear in ED training domain
for BERT. We then updated the topic label to be
the same as the one used in the training data for
BERT and evaluated the effect this had on the per-
formance. We found that the modification of the
topic label to be more like the one used while train-
ing BERT increased the evidence F1 score by 1pp
(table 9); the wording of the topic label therefore
cannot be the reason for the low performance of
BERT.

F1 Precision Recall

in-domain topic label 0.077 0.213 0.050
out-of-domain topic label 0.087 0.262 0.060

Table 9: The results show only the evidence class and
are macro-averaged across the three selected topics.

In our second hypothesis, we suggest that
the sentence segmentation into partial evidence
caused the dramatic drop in recall between the
ED-ACL-2018 and other ED datasets. If so, then
using the complete pieces of evidence that con-
sist of multiple sentences would be classified cor-
rectly with much higher probability. We therefore
also evaluated the recall that BERT reached on the
multiple sentence long pieces of evidence on the
previously selected three topics. We found that
not segmenting the evidence increased the perfor-
mance by almost 4pp to 0.098. This is too small
to explain the observed drop in performance.

A possible influence on the minimum number
of training documents µ is also the order in which
the documents are processed. The error-rate of
topic 1 in the ED-EMNLP-2015 dataset first de-
creased with the first four training documents and
then varied. For topic 8, the error-rate increased
with the amount of increasing training data. It is
therefore possible that can also be dependent on
the order of documents. However, as we defined
the minimum number of training documents µ as
the first document after which it out-performs the
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baseline, which means that there will be no sub-
sequent reduction in performance below the base-
line, we think that the influence is small and can be
treated as additional noise. We decided to use an
alphabetical order, because it is deterministic and
does not add additional degrees of freedom which
an ranking based order would, e.g. by using term
frequency versus TF-IDF.

7 Conclusion

In this paper we investigated the question of
whether to use large amounts of out-of-domain
data or small amounts of interactively generated
data to train an ED or AM model. To answer
this question, we simulated users who read doc-
uments relevant to a particular topic and while do-
ing so, generated training data for the interactively
trained models. We also converted three existing
datasets, two ED and one AM dataset, into collec-
tions of topic relevant documents of labeled sen-
tences. We then used the simulated users work-
ing on the newly created corpora to interactively
train a model and compared it to a state-of-the-
art static model, in our case BERT, that was fine-
tuned on the out-of-domain data. We found that
especially for ED the interactively trained models
out-performed BERT in evidence F1 score. We
also found that it would take the user less work to
correct the predictions of an interactively trained
model. Moreover, it often does so after only a few
iterations. In AM, we found that although BERT
performed best, it does so by a small margin.

We conclude from these results that unless com-
putational resources are abundant, e.g. a GPU is
available for training as well as prediction, it is
better to train a model interactively, even if it is
no longer state-of-the-art. This is especially im-
portant when considering constraints placed on in-
teractive system that are used by multiple users in
parallel. In the future, we intend apply these re-
sults to support real users in finding evidence by
interactively training an ED model.

Acknowledgements

This work has been supported by the German Re-
search Foundation (DFG) as part of the Research
Training Group KRITIS No. GRK 2222/1. Cal-
culations for this research were conducted on the
Lichtenberg high performance computer of the TU
Darmstadt.

References
Ehud Aharoni, Anatoly Polnarov, Tamar Lavee, Daniel

Hershcovich, Ran Levy, Ruty Rinott, Dan Gut-
freund, and Noam Slonim. 2014. A Benchmark
Dataset for Automatic Detection of Claims and Ev-
idence in the Context of Controversial Topics. In
Proceedings of the First Workshop on Argumenta-
tion Mining, pages 64–68. Association for Compu-
tational Linguistics.

Khalid Al-Khatib, Henning Wachsmuth, Matthias Ha-
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Abstract

Defined as the intentional or unintentional
spread of false information (K et al., 2019)
through context and/or content manipulation,
fake news has become one of the most serious
problems associated with online information
(Waldrop, 2017). Consequently, it comes as
no surprise that Fake News Detection has
become one of the major foci of various
fields of machine learning and while machine
learning models have allowed individuals
and companies to automate decision-based
processes that were once thought to be only
doable by humans, it is no secret that the
real-life applications of such models are not
viable without the existence of an adequate
training dataset. In this paper we describe
the Veritas Annotator, a web application for
manually identifying the origin of a rumour.
These rumours, often referred as claims,
were previously checked for validity by
Fact-Checking Agencies.

1 Introduction

”As an increasing amount of our lives is spent in-
teracting online through social media platforms,
more and more people tend to seek out and con-
sume news from social media rather than tra-
ditional news organizations.” (Shu et al., 2017).
This change in societal behaviour has made it
much easier for some malicious authors to con-
fuse the public opinion through lies and decep-
tion. Articles, tweets, blog posts, and other me-
dia used for spreading fake news usually include
URLs(Uniform Resource Locators) to fake news
websites that are often heavily biased or satirical
in nature. Such content is created either for propa-
ganda and political attacks (Waldrop, 2017), or for
entertainment purposes by the infamous ”trolls”,
individuals who aim to disrupt communication and
influence consumers into emotional distress.

To better understand the necessity of improve-
ments in the automatic fact-checking field, add to
the above described scenario the fact that when it
comes to identifying a false claim, we, humans
cannot perform a simple binary classification over
deceptive statements with an accuracy much bet-
ter than chance, In fact, “just 4% better, based on
a meta-analysis of more than 200 experiments.”
(Bond Jr and DePaulo, 2006) and typically find
only one-third of text-based deceptions (George
and Keane, 2006; Hancock et al., 2004). This re-
flects the so-called ’truth bias’ or the notion that
people are more apt to judge communications as
truthful (Vrij, 2000).

Fortunately, there are a number of Fact Check-
ing (FC) agencies such as Snopes1, Full Fact2,
Politifact3, Truth or Fiction4, etc. where journal-
ists work on the hard tasks of: monitoring social
media, identifying potential false claims and de-
bunking or confirming them (Babakar and Moy,
2016), while providing a narrative that includes
sources related to that claim. Those sources are
mainly included in the text in the form of URLs
and could be any type of web document that refers
to the rumour being checked, debunking it or sup-
porting. In this article, we use the term origin to
refer to any supporting source. Despite the con-
stant effort of the FC agencies, manual fact check-
ing is an intellectually demanding and laborious
process, and as Jonathan Swift once said in his
classic essay “the Art of political lying”: “False-
hood flies, and truth comes limping after it” (Ar-
buthnot and Swift, 1874).

In this scenario, the creation of a fast, reliable
and automatic way of detecting fake news (Adair
et al., 2017) being spread on the internet is of the

1https://www.snopes.com
2https://fullfact.org
3https://www.politifact.com
4https://www.truthorfiction.com
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utmost need.

2 Motivation

Different types of modalities exist when it comes
to automatic fake news detection in text (Azevedo,
2018; K et al., 2019). Here we will group them
in accordance to the nature of data they take
as input: social network based, where indicators
as user statistics, propagation structure and be-
haviour of the network are considered as features;
content based, where the content is what is ana-
lyzed, whether linguistic, psycho-linguistic, sta-
tistical, stylometric or a mix of those are taken
into account. The Veritas (VERIfying Textual AS-
pects) Dataset initiative intends to improve clas-
sifiers that fall into this category; and temporal
based, where a correlation between timestamps of
users, events and/or articles and the genuineness
of a web-document is created.

In order to improve the efficiency of content
based classifiers, the retrieval of the entire origin
text is essential for training a deep learning model,
since the larger the text body retrieved the higher
the likelihood of obtaining good measurements for
the considered linguistic features. Focusing solely
on microblogs, such as Twitter, has been avoided
as not only their average text’s length would not
fit the linguistic approach but also most of them
contain urls and/or images that do not convey se-
mantic information or cannot be processed by our
textual approach, respectively. The ultimate goal
of our work is to develop such classifier, but in this
article we will present the journey on the initial
step: the dataset creation process. After having a
sufficiently large dataset, that includes the origins
of the checked claims, certain linguistic and sty-
lometric features can be extracted from them and
used to train the our goal model.

3 State of the Art

3.1 Available Corpora on Fake News

The lack of suitable corpora for the intended ap-
proach is the main influence behind the creation of
the Veritas Dataset, and by consequence, the Veri-
tas Annotator. Below we present a list of datasets
commonly used in related tasks. Note that, al-
though those are valuable resources for many re-
lated tasks, none of them include the three most
important characteristics required for a content
based supervised classifier: high volume of en-

tries, gold standard labels and the fake news ar-
ticles (i.e., the origin) on their whole.

Emergent is a data-set created using the
homonymous website as source, a digital
journalism project for rumour debunking
containing 300 rumoured claims and 2,595
associated news articles - a counterpart to
named ’source article’ in Veritas Dataset.
Each claim’s veracity is estimated by journal-
ists after they have judged that enough evi-
dence has been collected (Ferreira and Vla-
chos, 2016). Besides the claim labeling, each
associated article is summarized into a head-
line and also labelled regarding its stance to-
wards the claim.

NECO 2017 is an ensemble of three different
datasets (Horne and Adali, 2017), summing
up 110 fake news articles, more than 4k real
stories and 233 satire stories. While the
datasets listed above can prove useful for cer-
tain purposes, their low number of fake news
entries make them insufficient for properly
training a classification model.

FakeNewsNet is a data repository containing a
collection of around 22K real and fake news
obtained from Politifact and GossipCop5 FC
websites. Each row contains an ID, URL, ti-
tle, and a list of tweets that shared the URL.
It also includes linguistic, visual, social, and
spatiotemporal context regarding the articles.
This repository could still be used for su-
pervised learning models if it were not for
the fact that it doesn’t provide sufficiently
long texts to be used by a classifier based
on linguistic aspects. For the same reason,
CREDBANK (Mitra and Gilbert, 2015) and
PHEME (Derczynski and Bontcheva, 2014)
are also unsuitable the authors’ use case.
Those three datasets focus on the network in-
dicators (e.g. number of retweets, sharing
patterns, etc) of fake news, instead of its con-
tents. CREDBANK is a crowd sourced cor-
pus of ”more than 60 million tweets grouped
into 1049 real-world events, each annotated
by 30 human annotators”, while PHEME
includes 4842 tweets, in the form of 330
threads, related to 9 events.

5https://www.gossipcop.com
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NELA2017 is a large news article collection con-
sisting of 136k articles from 92 sources cre-
ated for studying misinformation in news ar-
ticles (Horne et al., 2018). Along with the
news articles, the dataset includes a rich set of
natural language features on each news arti-
cle, and the corresponding Facebook engage-
ment statistics. Unfortunately, the dataset
does not include labels regarding the verac-
ity of each article.

BuzzFeed-Webis 2016 includes posts and linked
articles shared by nine hyperpartisan publish-
ers in a week close to the 2016 US elec-
tions. All posts are fact-checked by jour-
nalists from BuzzFeed. The dataset contains
more than 1.6K articles which are labeled us-
ing the scale: no factual content, mostly false,
mixture of true and false, and mostly true.
Regrettably, the author obtained poor results
on detecting fake news with this data, while
managing to discriminate between hyperpar-
tisan and mainstream articles (Potthast et al.,
2018).

LIAR is another corpus used for training models
on fake news detection. It includes around
13K human-labeled short statements which
are rated by the fact-checking website Poli-
tiFact into labels for truthfulness using the
scale: pants-fire, false, barely-true, half-true,
mostly-true, and true (Wang, 2017). The
domain-restricted data as well as the small
amount of text that can be retrieved from this
corpus makes it unsuitable for linguistic fake
news detection for generic domains.

Another large volume fake news dataset was cre-
ated by scraping text and metadata from 244
websites tagged as “bullshit” by the BS Detector
Chrome Extension. However, it is not a gold stan-
dard dataset as the scraped data was not manually
verified.

3.2 Related Work

Other work has been done to identify the origin of
rumors/fake claims. In (Popat et al., 2018), Popat
et al. have used the entities present on the article
headline to find possible origins on search engines.
Wang et al., from Google, have also presented a
similar approach to the problem with the addition
of click-graph queries (Wang et al., 2018), that re-

turn information about which link was clicked by
the users after a query was made.

FANE (Rehm et al., 2018) would be the work
considered the most similar to ours. It proposes a
set of webpages annotations, automatic and man-
ual, that could make the user aware of the verac-
ity of that page’s content. The article presents
a somewhat abstract idea of implementation and
makes clear that the approach would only be effec-
tive when the browsers and content vendors adopt
the web annotation standards proposed by W3C.
Nonetheless, we fully agree with the authors when
they state that human input is imperative if we
want to win the battle against misinformation.

In some applications, the origin identification
task can be similar to stance classification, which
was the target task for the FNC-1 challenge, where
obtained the best results with a combination be-
tween a deep learning model and a boosted tree
classifier. Althought there is no publication de-
scribing the classifier, this blogpost6 explains their
approach.

4 Creating our Dataset

With the requirements for a linguistic-based clas-
sifier described in the last section in mind, how
could a dataset that would include not only a man-
ually verified label over the veracity of a claim, but
also the web article from where that claim could
be extracted? It was decided to divide the process
into two steps:

4.1 Crawling fact-checking articles

We have been able to collect about 11.5 thousand
origin candidates from more than 6 thousand fact
checking (FC) articles by using specific scripts for
each fact-checking agency and with the aid of var-
ious third-party libraries as newspaper3k7, beauti-
fulsoup8, scrappy9, depending on the structure of
the website. Each one of those articles include a
claim that was checked by a journalist, i.e., the ar-
ticle’s author and a verdict regarding the claim’s
veracity. Along with the claim there is a narrative
where the author explains how the many sources
were used to come to the final verdict. In most of
the times, one (or more) of the sources is also an

6https://blog.talosintelligence.com/
2017/06/talos-fake-news-challenge.html

7https://pypi.org/project/newspaper3k/
8https://www.crummy.com/software/

BeautifulSoup/bs4/doc/
9https://scrapy.org

92



origin of the checked claim. Here we define the
origin of a claim as a source that directly supports
the claim.

At this stage, each of the FC articles were rep-
resented by an entry in our database, with the fol-
lowing attributes:

Page The the FC Article URL.

Claim The main checked claim, often included in
both the FC article’s and the Claim Origin’s
headline.

Claim Label The verdict provided by the jour-
nalist over the main claim. This label regards
how much of truth the journalist found in the
claim. Different agencies have different la-
bel sets but they mainly vary from truth to
false, including intermediate values and one
or more labels to address claims that could
not be checked neither debunked.

Tags The set of tags assigned to the claim by
the fact-checking agency. They are similar to
hashtags10 on twitter and describe abstractly
the topic of the claim and the entities cited by
it.

Date The date the claim was checked. More pre-
cisely, the publishing date of the FC Article
identified by page. To obtain this attribute,
we make use of the public available service
provided by (SalahEldeen and Nelson, 2013).
This interface, makes use of search engines’
indexing, as well as HTTP header and foot
stamps in archive.is and twitter. If that
approach doesn’t work, newspaper3k is used.

Author The journalist that signs the FC article.

Source list A list of source URLs contained in
the FC article, including the possible ori-
gin(s).

4.2 Identifying the origin amongst the
sources.

Following the acquisition of the FC articles it was
still needed to identify the claim’s origin from
amongst the list of URLs mentioned by the FC ar-
ticle, i.e., the sources. The actual complexity of
this task surpassed our initial expectations. Many

10https://en.wikipedia.org/wiki/Hashtag

different approaches have been applied and evalu-
ated, always following the same process of man-
ually checking a representative sample of the se-
lected origins. On each evaluation, the sample
size was defined in order to have 95% confidence
level with 5% confidence interval. Here we ex-
plain briefly the different approaches tried:

At first, it was assumed that the text contained
in the first <blockquote> HTML tag would be
the origin. That assumption was correct on 74%
percent of the time but since only the content of
the first <blockquote> tag was considered, there
were many cases where that was only partially
the origin’s content. If, instead, every <block-
quote> content was assumed to be from origins,
there would be cases where snippets from multi-
ple origins would be mixed, or in even worse sce-
narios, the inclusion of textual content from non-
origin sources. Adding this level of noise to the
data would make the training of a classifier unfea-
sible.

The approach was then changed to assuming
that the first link on the FC article was generally
the origin. This was correct only on 53% of the
samples analyzed.

Having failed on the first two attempts to cor-
rectly identify the origin of the claim checked,
we were determined to try another heuristic, this
time making use of a stance classification ensem-
ble model11, that would consider all the sources
from a given FA, obtain their contents, and calcu-
late the agreement score between the FA article’s
claim and the sources’ contents by a linear com-
bination of a convolutional network and a gradi-
ent boosted tree classifier. For each FC article, the
source with the highest score would be then con-
sidered the origin. This worked really well in the
cases where there is an origin amongst the sources,
but since those do not represent the totality of the
samples, the overall accuracy of the approach was
lower than expected.

We then had to resort to manual annotation, de-
tailed in the section below. In summary, by the
above mentioned experiences on the origin identi-
fication task, we could define some simple filter-
ing rules that restrict the list of origin candidates
for each FC article, the remaining OCs are then
presented to the user annotating, who is asked to
vote on whether the current OC is indeed an origin
or not.

11https://github.com/Cisco-Talos/fnc-1
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Ver. #Entries Attributes #Samples Correct Origin Agencies
1.0 4663 FC Article, Claim,

Origin Text, Label
355 74%(partial) Snopes.com

2.0 5107 FC Article, Claim,
Label, Article Date,
Author, Tags, Origin Text,
Origin Domain, Origin URL

357 53%(whole) Snopes.com
Politifact.com
Emergent.info

2.1 6671 FC Article, Claim,
Label, Article Date,
Author, Tags, Origin Text,
Origin Domain, Origin URL

363 47%(whole) Snopes.com
Politifact.com
FactCheck.org
Emergent.info

Table 1: Versions of Veritas

By having human indicating what are the ori-
gins of each claim, not only the suitable data col-
lection for our Automatic Fake News Classifier is
generated, but the very task of origin identifica-
tion can be, at this point, automated by training
another classification model that would also incor-
porate the simple filtering rules we have defined
and, in a circular manner, learn to identify more
origins, or at least, better origin candidates.

Table ?? shows the number of entries of the
Veritas Dataset12 on each stage, since the FC arti-
cle crawling step is executed periodically, the total
number of entries changes as new pages were in-
troduced. On the other hand, more refined filtering
rules were implemented and some entries included
in past versions were removed in the subsequent
ones.

It is important to note that since each FC arti-
cle can contain any number of sources, the first
attribute of the dataset (FC article URL) is not
unique on each entry, at this stage.

By the end of the origin identification process,
instead of having a source list for each entry of
our dataset, only the identified origin URL will re-
main, along with some of it’s attributes:

Origin URL The URL referring to the web-page
that originated the claim.

Origin Domain The Origin URL’s domain. This
can have great impacts in results of a neu-
ral network classifier accuracy, or even in the
weighting of a simpler classifier method. Ex-
amples of using source rank based on the
URL domain as a cue for its veracity are

12https://github.com/lucas0/
VeritasCorpus

not new (Popat et al., 2017; Nakashole and
Mitchell, 2014).

Origin Text The whole text extracted from the
Origin URL, from where the linguistic as-
pects could be measured and used as features
by a classifier.

Origin Date Similar to the above described FC
article date.

If a FC page did not have any of it’s sources
identified as an origin, it will not be included in
the filtered version of the dataset.

5 The Annotation Process

5.1 Task and terms definitions
Given a claim (a statement) checked by a FC
Agency article (e.g. snopes, politifact, truthorfic-
tion, etc.) and a source contained in that article,
i.e., an origin candidate (OC), the task consists in
deciding whether or not the source could be con-
sidered the origin of the Claim. As defined ear-
lier, an origin is a source that directly supports the
claim. More specifically, in order to be considered
an origin:

• It should support what is being stated in the
claim, not necessarily with the exact same
words.

• It has to be more than just related.

• Directly here means it should not simply re-
peat or proxy other articles supporting or
denying the claim.

• It doesn’t has to be the first document to pub-
licize that claim.
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Figure 1: Annotator Interface

Figure 1 shows the Veritas Annotator as it is
rendered by a web browser. Most of the screen
space is used to display the FC article, on the
left frame, and the origin candidate article, on the
right. It also delivers information that may be im-
portant in order to ask the task question:

1. This section on the top of the annotator dis-
plays the Claim checked by the FC article. It
is always visible, so there is no need for the
user to search for it in the left frame.

2. The highlighted hyperlink in the FC article
indicates which Source Page is being consid-
ered as the origin candidate at the current mo-
ment, this hyperlink’s content is what is dis-
played on the right frame.

3. On the right-upper part of the screen, the user
can find the four possible options for annota-
tion, described separately on subsection be-
low.

4. The counter of Annotations for the current
user.

5. Other origin candidates hyperlinks for that
same FC article. If clicked, the content of
that link will be displayed on the right and
from that point, the annotation will be regard-
ing the newly selected origin candidate.

6. A hyperlink to the FC article.

7. A hyperlink to the origin candidate.

5.2 The Annotator Interface
On the first access of the Annotator13, users have
to register with a unique username and password.
Returning users should login with the same cre-
dentials they have registered before. This ensure
no user will annotate the same OC more than once
while also providing ways of evaluating the effi-
cacy of the method by analyzing user’s label allo-
cation distributions and inter-user agreement.

Once logged in, and after every annotation is
done, the user interface automatically requests
from the Veritas Annotator a new origin candi-
date to be displayed and annotated, the selection
of which entry should be assigned to each user has
a randomness factor to it - to avoid any possible
bias of storing order - but also follows a prior-
ity list: Initially, the Annotator ignores the OCs
already annotated by that user, then it prioritizes
the ones that were annotated twice, and amongst
those, the ones that were given a ”YES” by the
other users. If there are no entries with two an-
notations, the priority goes to the ones with one
annotation, and then to the ones with no annota-
tions. After all the origin candidates were anno-
tated three or more times, the annotator then re-
trieves the entry with the least number of annota-
tions and displays it to the user.

13http://veritas.annotator.
insight-centre.org/
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The priority rules are defined this way so that a
third annotator can break the tie for any OCs with
two opposing annotations, to avoid having a sin-
gle annotation of some OC (not a good idea as
it means the validity of the annotation relies en-
tirely on a single annotator), and to have as many
annotated OC as possible (in that order). OCs
that were annotated ”yes” by other annotators also
have a higher priority since that is our target class,
in other words, identifying the origin means se-
lecting the origin candidates that were labeled as
”YES” by the majority of users that annotated it.

The original intention was for the web pages
(both FC article and OC) to be retrieved upon re-
quest during the annotation process. It became ev-
ident that this approach would introduce a lot of
idle time for the tool, which could make the task
extremely tedious for annotators.

Initially, after selecting which OC should be
displayed, the Annotator would then request and
display the content of both the OC and the FC page
URLs. That approach was generating many re-
quest and exhibition errors and more importantly,
was increasing the time between annotations enor-
mously, given that some OC pages are not hosted
on their original addresses anymore but instead
loaded from web archives. Since the list of FC
and OC URLs that needed to be examined was
know beforehand, a better approach would be to
retrieve the webpages’ HyperText Markup Lan-
guage (HTML) code in advance and store them
on the server, so that when requested by the user
interface of the annotator they could be readily
available. By performing this change, an overall
decrease in the loading time was noticeable while
also avoiding the need for the same site to be re-
trieved more than once, which accelerated the de-
velopment, testing and evaluation.

On the upper part of the Annotator main screen
there a table where the Claim analysed in the FC
article is always visible and by the right side of
this box, the four possible answers for the task
question ”Is this and origin for the claim?” are
presented in the form of buttons. The instruc-
tions for when each button should be selected were
extracted from the annotator guidelines14 and are
presented below. Because of a space limitation,
only one example is displayed in this article, al-
though a variety can be found also within the an-

14veritas.annotator.insight-centre.org/
guidelines

notator guidelines.

YES If the origin candidate article presented in
the right suits the definition of origin, the a
”YES” should be selected.

Invalid Content The user should select this op-
tion in the unusual case in which the pre-
sented content is not readable, either due to
a failure of the Annotator to make a request,
encoding or language related problems.

NO When the origin candidate page is displayed
correctly but the content of it does not fall
into the definition of origin.

I Don’t Know For the cases where the user is not
sufficiently assured about what is being stated
in either the claim or the OC page.

Right below the box containing the claim and
the buttons, the bigger part of the screen is verti-
cally split into two frames displaying the FC page
and the OC side-by-side. Above each frame there
is a hyperlink not only indicating which frame dis-
plays which article but also allowing the user to
access the content of that page directly. On the
very bottom of the page, a count informs the user
of how many OCs they have annotated in relation
of the total of OCs of the current FC page and in
total.

The development of the annotator had it’s own
issues. As some FC Agencies have been operat-
ing for more than a decade, it was only natural
to expect different website layouts and variance in
many aspects, such as the type of encoding used
in the sites, usage of HTML tags, classes used for
verdict, structure, etc. Also, since we have no pre-
vious information about the origin candidate web-
sites, they can be from any domain. Consequently,
the retrieval, storage, and then display of HTML
code in the Annotator lead to various issues as
invalid references to resources and overlay cook-
ies acceptances messages, request redirection, etc.
The code15 used to develop the tool is publicly
available.

6 Results

Shortly after the end of the Annotator’s develop-
ment stage, a gathering was organized with volun-
teers from different backgrounds to collect anno-
tations. In total, 10 people participated and 2222

15https://github.com/lucas0/Annotator
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annotations were made, in regards to 459 unique
FC articles and 943 unique origin candidates. The
quality of the verification task is controlled by ma-
jority voting, when considering only origin can-
didates there were annotated at least 3 times, we
restrict the number of entries to 546, from where
only 108 had “yes” as the majority votes. This is
the initial number of documents of the final ver-
sion of our gold standard dataset. As more anno-
tations are done, this number will increase. There
were also 56 other origin candidates that received
more “yes” votes than “no”, “invalid content” or “I
don’t know”, but did not reach the minimum num-
ber of votes of 3, recommended by crowdsourcing
studies(Hsueh et al., 2009).

The inter-user agreement score, computed us-
ing Fleiss’ Kappa16 (a multi-user version of Co-
hen’s Kappa17) yielded approximately 0.16 as re-
sult, demonstrating a slight agreement between
annotators.

This is not a sufficiently large number so other
annotation sessions and events will still be or-
ganized in order to obtain more gold standard
entries, although improvements in the linguistic-
based fake news classifier could be seen and ini-
tial development of the mentioned automatic ori-
gin identification model was made possible.

7 Conclusion and Future Work

In general, this article describes the struggles of
creating the first-of-its-kind Veritas dataset, in-
tended for the task of automatic Fake News detec-
tion, which was our initial point. It also describes
how that dataset creation process led us to the cre-
ation of an Annotator Interface, with its particular
difficulties.

By performing this work, we expect to con-
tribute not only with a new valuable language re-
source, but also with the ongoing work of other
researchers also creating their own datasets, by de-
scribing the variety of different approaches imple-
mented and evaluated.

Besides the inclusion of pages from agencies
other than Snopes, we can see little to none im-
provement to be done in the Annotator itself. A
higher inter-user agreement is desired but hard to
obtain, given the high subjectivity of the anno-
tation task, although perhaps a reformulation of

16https://en.wikipedia.org/wiki/Fleiss%
27_kappa

17https://en.wikipedia.org/wiki/Cohen%
27s_kappa

the guidelines providing more defined instructions
could lead to an improvement on the Fleiss’ Kappa
score.

The results achieved so far are considerable, and
the ramifications of them into future work, excit-
ing. To start with a bootstrap process, in which
a binary classifier is being trained on the man-
ually labeled OCs from the Veritas Annotator in
order to perform the origin identification task au-
tomatically. Depending on the ”certainty” - how
close the predictions are to 1 - of this classifier,
an OC could be automatically labeled as the ori-
gin, or sent to the group of entries to be manually
annotated, from where more training input is gen-
erated, increasing it’s accuracy. This is a closed
loop where the time spent by the human annotator
is minimized while the results are enhanced both
in quantity and quality.

Another application of this dataset is the already
mentioned fake news classifier based on linguistic
features (Azevedo, 2018) those two works are al-
ready being implemented and the initial results are
promising, but out of the scope of this publication.

Additional data enrichment can be done
by mapping Veritas Attributes to the
schema:ClaimReview18 tags as they are be-
ing used by other authors (X Wang and C Yu and
S Baumgartner and F Korn, 2018) and solidifying
as a convention.
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Abstract

We describe our submission for the Breaker
phase of the second Fact Extraction and VER-
ification (FEVER) Shared Task. Our adversar-
ial data can be explained by two perspectives.
First, we aimed at testing model’s ability to re-
trieve evidence, when appropriate query terms
could not be easily generated from the claim.
Second, we test model’s ability to precisely
understand the implications of the texts, which
we expect to be rare in FEVER 1.0 dataset.
Overall, we suggested six types of adversarial
attacks. The evaluation on the submitted sys-
tems showed that the systems were only able
get both the evidence and label correct in 20%
of the data. We also demonstrate our adversar-
ial run analysis in the data development pro-
cess.

1 Introduction

The Fact Extraction and Verification (FEVER)
workshop focuses on developing fact-check sys-
tems, which can resolve “fake-news” and misin-
formation problems. In the shared task of FEVER,
the goal is to develop a system which can ver-
ify the given claim, by retrieving evidence from
the documents from Wikipedia and classifying
the claim into either Supports, Refutesor NotE-
noughInfo. While the systems in the shared task
of first FEVER workshop (FEVER 1.0) showed
impressive performance, it was questionable if
they are robust against adversarial claims that
are different from the test data from the original
dataset (Thorne and Vlachos, 2019).

The second workshop on Fact Extraction and
VERification has a shared task that can investigate
the robustness of the systems. The shared task is
in a Build it Break it Fix it setting. In the first
phase, participants (Builders) develop fact-check
systems as what was done in last year’s shared
task. In the second phase, participants (Breakers)

will have access to the systems and attack the sys-
tems to generate claims which are challenging for
the builders. In the third phase, the Fixers would
fix the systems to be robust toward the Breakers’
claims.

We participated in the second phase (Breakers
Run) in the competition. We submitted 203 in-
stances over seven types of attacks. For 6 out of 7
attack types (except SubsetNum), the claims were
manually written. The claims for SubsetNum were
generated based on a template.

Our submission resulted in Raw Potency of
79.66% but resulted in bad Correct Rate of 64.71%
and the Adjusted Potency of 51.54%.

Our data were annotated to have 25.7% as in-
correct label and 22.8% as ungrammatical, which
includes 8.9% overlap. While the ungrammatical
cases evenly appeared among all the cases, incor-
rect label cases are concentrated in NotClear at-
tack.

We consider there are two types of challenges
for the Fact-Checking system. The first is retrieval
challenge and the second is language understand-
ing challenge.

The results of the Fever 1.0 showed that the
most of the evidences can be found among the can-
didate sentences that are retrieved by taking the
terms in the claim as a query (Yoneda et al., 2018;
Hanselowski et al., 2018a).

Three of our attacks focuses on retrieval chal-
lenges. The claims from EntityLess attack have
few entities that can be used to retrieve evidence
documents. The claims from EntityLinking differ-
ent name from that which is in the evidence sen-
tence, so the system need to link other name from
the other article that explains alternative names for
an entity. The claims from SubsetNum require 3
sentences as the evidence, where two of the evi-
dence document can be found from the terms of
the claim, but the other evidence cannot.
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Remaining three attacks focuses on precise un-
derstanding of the text. We considered the case
that the relevant article mentions the claim, but an-
other sentence from the article says the claim to
be not true (Controversy) or to be not clear (Not-
Clear). If the system blindly picks most relevant
sentences, the system can miss such clarifying in-
formation. The claims from FiniteSet consider the
cases that some expression can imply that no more
event of the particular type can happen other than
the mentioned events.

In section 2, we explain our motivations for the
attack types. In section 3, we explain how we gen-
erate 6 types of attacks. In section 4 we discuss the
shared task results. In addition to actual submis-
sion results, section 5 discuss about the analysis in
adversarial attack development phase

2 Design motivations

The claims of original FEVER dataset are made
from the randomly chosen sentences (Thorne
et al., 2018). We expect that many sentences share
similar semantic patterns, while there are only few
sentences that have different pattern than the ma-
jority. Randomly sampling sentences would result
in many claims that can be handled by similar fact
checking strategies, which makes the dataset hard
to contain challenging and exceptional claims that
are less trivial to fact-check. Here is an exam-
ple of exceptional claims. Given a sentence, if
the claim is entailed by the sentence, it is okay to
conclude Supports for most cases. However, there
are a few cases that the following sentence denies
what’s written in the previous sentence. Our attack
types Controversy and NotClear test such cases.

In relation extraction domain, it was consid-
ered as a serious challenge to have ability to dis-
ambiguate a polysemous entity mention or infer
that two orthographically different mentions are
the same entity (Rao et al., 2013). We refer this
challenge as entity linking and suggest that entity
linking should be more intensely tested for fact-
checking task. In the FEVER 1.0, many system
solely relied on the neural network to handle en-
tity linking. For the names of entities that are men-
tioned often in the corpus, word embedding could
be trained enough to handle it. We expect that neu-
ral network might fail when it comes to the rarely
mentioned surface names. We expect that original
FEVER dataset will not have many such cases.

Supports Refutes NE Total
EntityLess 1 7 2 10
EntityLinking 8 1 0 9
SubsetNum 50 50 0 100
Controversy 0 10 0 10
NotClear 0 0 34 34
FiniteSet 4 6 0 10
NE 0 0 30 30
Total 63 74 66 203

Table 1: Label statistics for our submission. NE stands
for NotEnoughInfo.

3 Claim generation for each type of
attacks.

Our submission includes six types of adversarial
cases and one type that only contain NotEnough-
Infoto make all of three labels to have similar num-
ber of claims. Examples for the six attacks are
listed in Table 2 and Table 3.

3.1 EntityLess1

This attack contains case that the evidence arti-
cles cannot be easily searched by the words in the
claim. The claims only contains more common
terms such as ‘university’, ‘alumni’ and ‘U.S.’.
In the example in the Table 2, the evidence is in
’Harvard University’ article, while the important
term ’Harvard’ is not given in the claim. We ex-
pect that the system would wrongly answer NotE-
noughInfo.

3.2 EntityLinking

This case tests the ability to identify different sur-
face names for the same entity. The collection has
the sentences that introduce multiple names of an
entity. We selected one of such sentences which
we expect to be not too popular and it is used as a
first evidence. As a second evidence, we searched
the sentence that mentions the entity and replaced
the name of the entity with another name. We ex-
pect that the system would wrongly answer NotE-
noughInfo.

3.3 SubsetNum

This case is generated based on a simple logic: if
region A is part of B and B is smaller than C, A is
smaller than C. In the example is Table 2, the sec-

1This attack was originally named ’TwoHops’ in our sub-
mission.

100



No Type Claim Label
1 EntityLess No university has more than 5 alumni who became U.S. presidents. Refutes
2 EntityLinking Kanha Tiger Reserve has a significant population of swamp deer. Supports
3 SubsetNum The area of Nerva, Spain is larger than the area of Madhya Pradesh. Refutes
4 Controversy September Dossier revealed the fact that Iraq had reconstituted its nu-

clear weapons programme.
Refutes

5 NotClear In 1899 Arnold Droz-Farny proved Droz-Farny line theorem. NotEnoughInfo
6 FiniteSet Since 1960, no person was executed for his crime in Republic of Ireland. Refutes

Table 2: Claims and the each cases of attack described in section 3.

No Evidence
1 [Harvard University] Harvard’s alumni include eight U.S. presidents,
2 [Kanha Tiger Reserve] The park has a significant population of Bengal tiger, Indian leop-

ards, the sloth bear, barasingha and Indian wild dog. (...) The barasingha, also called
swamp deer, (....)

3 [Province of Huelva] Its area is 10,148 km2.
[Nerva, Spai] Nerva is a town and municipality located in the province of Huelva, southern
Spain.
[Madhya Pradesh] Its total area is 308,252 km2.

4 [September Dossier] The dossier even alleged that Iraq had reconstituted its nuclear
weapons programme. Without exception, all of the allegations included within the Septem-
ber Dossier have been since proven to be false, as shown by the Iraq Survey Group.

5 [Droz-Farny line theorem] The theorem was stated by Arnold Droz-Farny in 1899, but it is
not clear whether he had a proof.

6 [Michael Manning (murderer)] Michael Manning was an Irish murderer who became the
twenty-ninth and last person to be executed in the Republic of Ireland. The execution by
hanging was duly carried out on 20 April 1954 (...)

Table 3: Evidences for the claims of Table 2. The words in bracket are the title of the article. Evidence 5 is
not actually an evidence because the label is NotEnoughInfo. The sentence was listed to show that it might be
mistakenly considered as an evidence.

OK GR UN UN,GR Total Correct Rate
EntityLess 2 1 2 0 5 0.60
EntityLinking 3 1 1 0 5 0.57
SubsetNum 36 7 3 1 47 0.40
Controversy 4 2 1 0 7 0.20
NotClear 3 0 9 8 20 0.15
FiniteSet 1 3 1 0 5 0.77
NE 12 0 0 0 12 1.00

Table 4: Acceptability judgments.
- OK : The claim is grammatical and the label is supported by the evidence.
- GR : The claim is ungrammatical.
- UN : The claim is grammatical but the label is incorrect.
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ond and third evidence could be directly retrieved
from the claim, but not the first evidence.

The claims were automatically generated. We
extracted the information using the predefined
templates. We first extracted the list of the enti-
ties that refer to regions. Then we extracted subset
relations. The area information of each entity was
parsed. We expect that the system would wrongly
answer NotEnoughInfo.

3.4 Controversy

This case tests if the system can distinguish the
mentions that are not actually true. Two evidence
sentences are required. A sentence suggests in-
formation and the following sentence says that the
previous statement is not true. All the claims for
these cases are Refutes. We expect that the system
would wrongly answer Supports.

3.5 NotClear

Wikipedia has sentences that say ”It is not clear ...”
(Table 2). We wrote the claims that are mentioned
to be not clear and we consider this implies NotE-
noughInfo. Because the label is NotEnoughInfo,
we did not include the evidences.

The annotators did not accepted most of the
claims (85%) and annotated they are not NotE-
noughInfo(including the one in the table). It is not
clear if they accepted the sentences with ’not clear’
as evidences or they found from other documents.
We expect that the system would wrongly answer
Supportsor Refutes.

3.6 FiniteSet

A sentence “A is ninth and last to do B.” im-
plies that there are only nine possible events for B.
Moreover, if another event is claimed to be hap-
pened at the time which is later than when A hap-
pened, it cannot be true. For many cases keyword
’last’ is just enough to restrict the times. Both
Supports and Refutes cases are generated. We ex-
pect that the system would wrongly answer NotE-
noughInfo.

3.7 NE

Our adversarial claims are mostly Supports or Re-
futes. In order to make each label has same simi-
lar number of claims we add claims whose label is
NotEnoughInfo. These claims are not particularly
adversarial compared to others.

4 Task Evaluation

The breaker’s runs were evaluated by the follow-
ing metrics:

Potency(b) def=
1

|S|
∑

s∈S
(1− FEVER(Ys,b))

(1)

Adjusted Potency(b) def= raccept × Potency(b)

FEVER(Ys,b) is the official evaluation metric,
which is roughly the fraction of the instances that
got both the evidences and label correct.

Our submission resulted in the raw potency of
79.66%. Accepted rate was 64.71%. Adjusted po-
tency was 51.54%.

The raw potency of 79.66 implies that systems
only got 20% got correct. Considering that 15%
of the whole data was NE category which was not
actually adversarial, the systems totally fail on our
adversarial data.

During the shared task, we tested each type of
attack on the running docker images of the shared
task test server

For the final Fixer phase, the accepted instances
from all breaker’s run were collected. The col-
lected data were provided to the fixers so that the
systems can be revised or re-trained on the ad-
versarial data. There was only one fixer system
(CUNLP) and it showed FEVER score of 32.92%
before they fixed the system. After they fixed the
system it achieved the FEVER score of 68.80%.
Note that these scores for the fixer system are re-
sults of all breaker’s submissions not only our sub-
mission.

We were not provided the performance for the
only our runs, but still we can make some spec-
ulation about the potency of adversarial instances
in this shared task. We expect that the adversarial
runs were rather limited in their diversity, the fixer
was able to revise this challenges either manually
or by machine learning models ability to adapt to
new types of data.

5 Development Analysis

Here, we show a few adversarial instances that we
generated during the development process. Note
that some of these claims (2, 4) are of different
categories from what was introduced in section 3,
because they were not included in final submis-
sion. We evaluated these claims on the provided
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No Attack Type Claim Label
1 Time Barack Obama is the first USA president to be born in America. Refutes
2 SubsetSum Idonesia does have the larger population than the town of Abu

Al-Khaseeb
Supports

3 EntityLess More than 10 people have walked on the moon. Supports
4 Numeric Borneo is larger than Crete Island Supports
5 Controversy Apollo astronauts did not actually walk on the Moon. Refutes

Table 5: Claims tested in our development phase

No Evidence
1 [Bill Clinton] William Jefferson Clinton (born William Jefferson Blythe III; August 19,

1946) is an American politician who served as the 42nd president of the United States from
1993 to 2001. (...) Clinton was born and raised in Arkansas (...)
[Barack Obama] Barack Hussein Obama II (born August 4, 1961) is an American attorney
and politician who served as the 44th president of the United States from 2009 to 2017.
[Arkansas] Arkansas is a state in the southern region of the United States

2 [Indonesia] With over 261 million people, it is the world’s 4th most populous country (...)
[Abu Al-Khaseeb] Abu Al-Khaseeb (sometimes spelled Abu Al-Khasib) is a town in Abu
Al-Khaseeb District, Basra Governorate, southern Iraq.
[Iraq] Around 95% of the country’s 37 million citizens are Muslims, with Christianity,
Yarsan, Yezidism and Mandeanism also present

3 [List of Apollo astronauts] Twelve of these astronauts walked on the Moon ’s surface
or

[Harrison Schmitt] (...) he also became the twelfth and second-youngest person to set foot
on the Moon.

4 [Borneo] Borneo is the third-largest island in the world and the largest in Asia
[Crete] Crete is the largest and most populous of the Greek islands, the 88th largest island
in the world

5 [List of Apollo astronauts] Twelve of these astronauts walked on the Moon ’s surface

Table 6: Evidences for the claims of Table 2.

sandbox interface, which runs the previously sub-
mitted systems. The systems are UCL (Yoneda
et al., 2018), Athens (Hanselowski et al., 2018b),
UCL-MR (Yoneda et al., 2018), Papelo (Malon,
2018), GPLSI, Columbia and the baseline sys-
tem (Thorne et al., 2018).

The claims and evidences are listed in Table 5
and 6. Claim 1 in the Table 5 requires fact-check
system to collect and combine many evidences.
The system has to check if there are presidents
who were born in America and precede Barack
Obama’s term. Claim 2 is an example of the previ-
ously explained SubsetSum attack. Claim 3 could
be challenging because it does not contain any
good keyword in it. It also requires systems to
be able to compare numbers. Claim 4 requires
to compare numbers. We expected systems could

make mistake as evidence sentences have numer-
ous “largest” in them. Claim 5 has related docu-
ments that could be mistakenly taken as evidence
to support the claim. There is an article “Moon
landing conspiracy theories”, which contains sen-
tence saying “12 Apollo astronauts did not actu-
ally walk on the Moon”. Because this evidence
sentence is very similar to the claim in terms of
term matching, this might be retrieved as an evi-
dence and might confuse the system.

Table 7 shows the results of each systems,
mainly focusing on if the systems get the classifi-
cation labels correct. The systems rarely select the
evidences that we submitted. However, as there
are many alternative evidences for these claims,
we could conclude this as total failure.
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UNC Athene UCL MR Papelo GPLSI Columbia baseline
1 X O O X X X O
2 O X X X O X O
3 X O X X O X O
4 O X X X O X X
5 X O O X X X O

Table 7: Results of each system on the claims of Table 5. O and X denote if the system correctly get the classifica-
tion label. Only one case had both the label and evidences correct: UNC on the 4th claim. Claim 1, 3, 4 and 5 are
underlined to denote that they may have many possible evidences.

6 Conclusion

This year’s FEVER shared task showed that cur-
rently systems for fact checking are sensitive to
these adversarial attacks. To develop robust sys-
tems for fact check, we need to build better eval-
uation dataset which contains challenging and di-
verse test instances.
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Abstract

This paper contains our system description for
the second Fact Extraction and VERification
(FEVER) challenge. We propose a two-staged
sentence selection strategy to account for ex-
amples in the dataset where evidence is not
only conditioned on the claim, but also on pre-
viously retrieved evidence. We use a publicly
available document retrieval module and have
fine-tuned BERT checkpoints for sentence se-
lection and as the entailment classifier. We re-
port a FEVER score of 68.46% on the blind
test set.

1 Introduction

The nowadays vast amounts of textual informa-
tion, its ease of sharing and its error pronesses
call for automatic means of fact checking (Thorne
et al., 2018a). Automated Fact checking is the
assignment of a truth value to a given (factual)
statement, also referred to as a claim. Such an
assignment by itself lacks interpretability, thus it
is desirable to have access to the evidence used to
reach an assignment (Vlachos and Riedel, 2014).
This has led to the Fact Extraction and VERifica-
tion (FEVER) challenge, i.e. the task is to classify
a claim into ‘SUPPORTS’, ‘REFUTES’ or ‘NOT
ENOUGH INFORMATION’ and to also retrieve
the relevant evidence sentences from Wikipedia
(Thorne et al., 2018a). An example claim is ‘Cary
Elwes was born in 1982.’ and we have to retrieve
the evidence sentence ‘Cary Elwes, born 26 Oc-
tober 1962, is an English actor and writer.’ from
the Wikipedia page about Cary Elwes. Because
the evidence contradicts the claim, the claim is re-
futed. In this paper, we present our system de-
scriptionfor the builder phase of the second Ver-
sion of this challenge (FEVER 2.0).

The builder phase in FEVER 2.0 is equivalent
to the first FEVER shared task and participants

try to beat the top performing systems of the first
FEVER challenge which act as a baseline, i.e.
beat 64.21% FEVER score (Thorne et al., 2018c).
Some of the systems from the first FEVER chal-
lenge are publicly available and can be used by
participants in FEVER 2.01.

In a preliminary experiment, we have fine-tuned
a BERT checkpoint (Devlin et al., 2018) as the
textual entailment classifier and have achieved
92.8% label accuracy on the supported/refuted ex-
amples of the development set using oracle evi-
dence. Thus, we have focused on the evidence re-
trieval part of the challenge.

In our hand-in, we have used the document re-
trieval module developed by UKP-ATHENE in the
first fever challenge (Hanselowski et al., 2018).
We have built on the ‘two-hop’ evidence enhance-
ment strategy proposed in (Nie et al., 2018) and
propose a two-staged sentence selection strategy.
We used BERT for sentence selection and for
recognizing textual entailment2 (RTE) between a
claim and retrieved evidence for that claim.

2 Related Work

Most work on the FEVER dataset is based on the
baseline system proposed in the dataset descrip-
tion (Thorne et al., 2018a), using a pipeline con-
sisting of document retrieval, sentence selection
and RTE. We implemented such a pipeline as well
and have built on several ideas found in the first
FEVER challenge.

We have used the document retrieval module
developed by (Hanselowski et al., 2018) which
achieved the highest evidence recall in the first
fever challenge (Thorne et al., 2018c). They use
the MediaWiki API3 which queries the Wikipedia

1http://fever.ai/resources.html
2https://en.wikipedia.org/wiki/Textual entailment
3https://www.mediawiki.org/wiki/API:Main page
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search engine. Every noun phrase is considered
to be a possible entity mention and is fed into the
MediWiki API, yielding up to seven Wikipedia
pages per claim.

Nie et al. (2018) propose a ‘two-hop’ evidence
enhancement process, that is they gather all hyper-
links in their already retrieved evidence sentences
and apply their sentence selection module on all
sentences found in these documents retrieved by
following the hyperlinks. A 0.8% increase in
FEVER score (using oracle lables) is reported by
using this strategy.

Malon (2018) use the open-GPT model (Rad-
ford et al., 2018) for sentence selection and entail-
ment classification. We have trained similar mod-
els, but used BERT instead. BERT is a noisy auto-
encoder pre-trained on masked language model-
ing tasks and was the state of the art on a number
of natural language understanding (NLU) tasks
(Devlin et al., 2018) during the builder phase of
FEVER 2.0, e.g. the NLU benchmark GLUE
(Wang et al., 2018) and on SQuAD (Rajpurkar
et al., 2016), a question answering dataset. Clas-
sification in BERT is achieved by training a spe-
cial ‘[CLS]’ token which is prepended to every se-
quence (or sequence pair), gather the ‘[CLS]’ to-
ken’s hidden representation and perform classifi-
cation on top of that. We used the cased English
version of BERTBASE for all our experiments.

Hanselowski et al. (2018) use the hinge loss
function4 to maximize the margin between pos-
itive and (sampled) negative evidence sentences.
Thus, we adapted BERT for sentence selection to
be trained with the hinge loss as well.

3 Our Model

We have submitted a pipeline appraoch consisting
of document retrieval, a two-staged sentence se-
lection strategy followed by an RTE module. In
this section, we describe the different modules of
our pipeline in more detail.

3.1 Document Retrieval

We have re-used the document retrieval developed
by (Hanselowski et al., 2018). We have experi-
mented with using the union of the retrieved doc-
uments of the three best performing systems in the
first fever challenge, but found that document re-
call of using such an ensemble only slightly in-
creases while precision drops massively (Table 1).

4https://en.wikipedia.org/wiki/Hinge loss

In Table 1, we report precision, recall and F1 for
the relevant documents retrieved by the union of
different retrieval modules in the development set.

System Pr (%) Rc (%) F1 (%)
Athene UKP TU Darmstadt 28.3 78.6 41.6
Athene + UCL Machine Reading Group 7.8 80.1 14.0
Athene + UCL + UNC-NLP 6.2 80.2 11.0

Table 1: Results for different Document Retrieval
strategies

Because of the only slight increase in recall,
but the big drop in precision and the increase
in computation, we restricted ourselves to only
use the document retrieval system developed by
(Hanselowski et al., 2018).

3.2 Sentence Selection

In 16.82% of cases in the FEVER dataset, a claim
requires the combination of more than one sen-
tence to be able to support or refute that claim
(Thorne et al., 2018c). While inspecting such
cases, we have found that sometimes, evidence is
not only conditioned on the claim, but also on al-
ready retrieved evidence. Two examples of such
cases can be found in Table 2.

Claim Evidence 1 Evidence 2
Ryan Gosling has been
to a country in Africa.

He [...] has traveled to
Chad , Uganda and eastern
Congo [...].

Chad [...] is a landlocked
country in Central Africa

Stanley Tucci per-
formed in an television
series.

He won two Emmy Awards
for his performances in
Winchell and Monk

Monk is an American
comedy-drama detective
mystery television series
created by Andy Breckman
and starring Tony Shalhoub
as the eponymous character,
Adrian Monk.

Table 2: Examples where evidence sentences are not
only conditioned on the claim

Thus, we propose a two-staged sentence selec-
tion process building on top of the ‘two-hop’ ev-
idence enhancement process in (Nie et al., 2018).
We believe that the relevant document for the sec-
ond evidence (in Table 2) can only be retrieved by
gathering the hyperlinks in Evidence 1, and adopt
that ‘two-hop’ strategy. Because Evidence 2 is not
only conditioned on the claim, but also the first ev-
idence sentence, we find it impossible (as humans)
to correctly classify the second evidence without
having information about the first evidence. Thus,
we want to model this fact accordingly and de-
scribe our sentence selection strategy in the fol-
lowing.

We fine-tune two different BERT checkpoints
with different training examples. For the first
model, we select only the first sentence in every
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evidence set as a positive example. This covers
the 83.18% of cases where the example only re-
quires one evidence sentence. If an evidence set
consists of more than one sentence, we only use
the first one and ignore the other evidence sen-
tences. Negative examples are sampled from the
same document a positive example appears in (as
long as it is not contained in the evidence set of
an example) and from non-relevant documents re-
turned by the document retrieval module. Fol-
lowing (Malon, 2018), we add the page title for
co-reference resolution to the evidence sentence.
An input example consists of ”[CLS]” + claim +
”[SEP]” + page title + ”:” + evidence sentence
+ ”[SEP]”. We assign BERT segment embed-
dings A to the claim and segment embeddings B to
the page title and the evidence sentence. Follow-
ing (Hanselowski et al., 2018), we use the hinge
loss function for sentence selection to maximize
the margin between positive and negative exam-
ples.

We fine-tune a second BERT checkpoint (us-
ing hinge loss as well) to account for the exam-
ples in Table 2. We consider as positive exam-
ples all instances in the training set where the evi-
dence set consists of exactly two sentences. Nega-
tive examples are sampled from hyperlinked doc-
uments in the first evidence sentence and from the
same document as the second evidence, as long
as a sampled sentence does not appear in any ev-
idence set of the claim. Input to the model con-
sists of ”[CLS]” + claim + page title 1 + evi-
dence 1” + [SEP]” + page title 2 + ”:” + ev-
idence + ”[SEP]”. BERT segment embeddings
A are assigned to the claim and the first evidence
sentence, segment embeddings B are assigned to
the second sentence.

During test time, we let the first model classify
all sentences in all retrieved documents for a given
claim. If a sentence receives a score bigger than 0,
we apply the ‘two-hop’ strategy, i.e. we retrieve
all hyperlinks in the document this sentence oc-
curs in. We then collect all sentences in the doc-
uments found via hyperlinks and let the second
model predict all these additionally retrieved sen-
tences conditioned on the claim and the previously
retrieved first evidence sentence. Finally, we rank
all sentences with respect to their score and return
the five highest scoring sentences as evidence for
a claim.

We report results for the two-staged sentence

selection process on the development set in Table
3 (assuming oracle labels for the FEVER score).

Model Pr (%) Rc (%) F1 (%) FEVER score (%)
First sentence selection module 24.9 87.4 38.7 91.6
Both retrieval modules 25.1 89.8 39.3 93.2

Table 3: Results for the two-staged Sentence Selection
Module

We observe an increase of 1.6% in FEVER
score (assuming oracle labels) by using the pro-
posed two-staged sentence selection approach,
twice as high as the 0.8% increase for evidence
enhancement reported in (Nie et al., 2018), sup-
porting the assumption that cases shown in Table
2 should be modelled accordingly. More impor-
tantly, we believe this strategy enables us, in the-
ory, to retrieve most of the relevant evidence in the
FEVER dataset. We think this was not possible
before with the different sentence selection mod-
ules used in the first FEVER challenges.

3.3 Claim Verification
The last part of our pipeline is the claim verifica-
tion (RTE) module. We adopt two strategies used
in the FEVER baseline (Thorne et al., 2018b),
namely how we retrieve evidence for the ‘NOT
ENOUGH INFORMATION’ (NEI) examples and
how we handle multiple evidence sentences for a
claim.

For ‘NEI’ examples, we let the document re-
trieval module predict relevant pages and use our
two-staged sentence selection module to select rel-
evant evidence for these examples.

If we have multiple evidence sentences for a
claim, we prepend the Wikipedia page title to each
of them (for co-reference resolution) and concate-
nate all the evidence sentences. We only consider
sentences receiving a score > 0 by the sentence se-
lection module, but return the five highest scoring
sentences for an increased FEVER score.

In Table 4, we report results for an RTE experi-
ment using the five best scored evidence sentences
(trained with five best scored evidence sentences
for ‘NEI’ examples) and for an experiment using
only evidence sentences with a score greater than
0 (trained ‘NEI’ examples accordingly).

It follows from Table 4 that if we use noisy
evidence in the RTE module, we get low preci-
sion/high recall for the ‘NEI’ class but low re-
call for the other two classes. In case we only
use trustworthy evidence, we get high recall for
the supports/refutes classes and low recall for the
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Noisy Evidence Trustworthy Evidence
Class Pr (%) Rc (%) F1 (%) Pr (%) Rc (%) F1 (%)

Supports 75.78 46.34 57.52 75.06 92.90 83.64
Refutes 74.76 41.48 53.35 78.27 77.42 77.84
‘NEI’ 43.73 80.20 56.60 70.75 51.77 59.79

Overall Acc. 56.0% 75.7% (72.1%)

Table 4: Experiments using noisy and only trustworthy
evidence

‘NEI’ class. We think that in the noisy experi-
ment, BERT has learned that if it is confronted
with a long sequence (a claim and five evidence
sentences), it most likely is a ‘NEI’ example, be-
cause 83.18% of the supportable/refutable exam-
ples only require one evidence sentence. During
decoding, it would receive only long sequences
and predicts most of them as the ‘NEI’ class. We
report an overall label accuracy of 56% for that
experiment.

However, if we only use trustworthy evidence,
we get great scores for the supports/refutes classes
but predict most of the ‘NEI’ examples as being
verifiable. If we ignore the ‘NEI’ examples in
evaluation, we achieve 85.3% label accuracy, get-
ting close to the results in our preliminary exper-
iment using oracle evidence for verifiable claims.
We achieve an overall label accuracy of 75.7% for
examples for which we find trustworthy evidence
(17k examples). Otherwise, we classify a claim
heuristically to belong to the ‘NEI’ class. Because
this is not always correct, the overall label accu-
racy on the development set drops to 72.1%. This
still clearly outperforms the 56% from the noisy
experiment, hence we used this strategy in our
submission.

The ‘NEI’ class seems to be the most problem-
atic one to predict correctly. We tried to aug-
ment training examples for that class leveraging
information found in the SQuAD 2.0 dataset (Ra-
jpurkar et al., 2016). In SQuAD 2.0, a number
of questions remain unanswerable given the infor-
mation in the corresponding Wikipedia paragraph.
We included these examples in the training set and
have treated the question to be the claim and the
corresponding paragraph to be the evidence. We
hoped that this would give the model cues about
when there is not enough information to answer
a question and thus, the model would improve at
handling examples from the ‘NEI’ class in a bet-
ter way. However, this did not help and we report
an overal label accuracy on the development set of
74.7% for examples we find evidence for and an
overall label accuracy of 71.1% using our heuristic

for claims for which we do not find any evidence.
Finally, We have not managed to find a suitable

solution to handle the ‘NEI’ class convincingly in
the builder phase of the shared task and leave this
problem to future research.

4 Conclusion

In this paper, we described our system for the
builder phase of FEVER 2.0. We use a publicly
available document retrieval system and propose
a new, two-staged sentence selection strategy. In
a first stage, we classify all sentences in all re-
trieved documents. In a second stage, we follow
all hyper-links in evidence retrieved in the first
stage and use a second classifier to classify all sen-
tences in these newly retrieved documents. We
propose this strategy, because sometimes, further
evidence for a claim is not only conditioned on the
claim, but also on previously retrieved evidence.
We think that this strategy enables us, in theory,
to retrieve a large amount of the evidence in the
FEVER dataset which has not been the case be-
fore.

Lastly, we use BERT as our RTE classifier
and report 85.3% label accuracy for the sup-
ports/refutes classes and an overall label accuracy
of 72.1% on the development set. On the blind
test set, we achieve 71.5% label accuracy and
an overall FEVER score of 68.46%. The most
problematic class in the dataset remains the ‘NOT
ENOUGH INFORMATION’ class. We tried to
improve performance for that class by augment-
ing the training set with SQuAD data, but could
not report positive results. We leave the problem
of the ‘NEI’ class to future research.
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Abstract 

Fever Shared 2.0 Task is a challenge meant 

for developing automated fact checking 

systems. Our approach for the Fever 2.0 is 

based on a previous proposal developed by 

Team Athene UKP TU Darmstadt. Our 

proposal modifies the sentence retrieval 

phase, using statement extraction and 

representation in the form of triplets 

(subject, object, action). Triplets are 

extracted from the claim and compare to 

triplets extracted from Wikipedia articles 

using semantic similarity. Our results are 

satisfactory but there is room for 

improvement.  

1 Introduction 

The proliferation of user-generated content and 

Computer Mediated Communication (CMC) 

technologies, such as blogs, Twitter, and other 

social media enable mass scale news delivery 

mechanisms (Conroy, Rubin, & Chen, 2015; 

Rubin & Lukoianova, 2015). The emergence of 

social networks and their use for the dissemination 

of news are a double-edged sword. On the one 

hand, its low cost, easy access and rapid 

distribution of information encourages people to 

search and consume news from social networks. 

On the other hand, it allows the proliferation of 

"fake news", i.e., low quality news with 

intentionally false information (Shu, Sliva, Wang, 

Tang, & Liu, 2017). 

Automated fact checking for proving news 

veracity by reliable sources is a vital task related to 

the processes of fake news detection (Bondielli & 

Marcelloni, 2019). It consists of classifying the 

veracity of each news item by assigning a veracity 

value. Artificial Intelligence (AI) techniques are 

applied in order to automate this process. 

Computational fact checking may significantly 

enhance our ability to evaluate the veracity of 

dubious information (Ciampaglia et al., 2015). The 

work of (Thorne, Vlachos, Christodoulopoulos, & 

Mittal, 2018) has resulted in the development of a 

dataset containing facts with their corresponding 

classification, and evidences. This was applied in 

Fever 1.0 Shared Task.  

The dataset was obtained by generating claims 

and recovering their corresponding evidence from 

Wikipedia. This crowd-sourced online 

encyclopedia has been shown to be nearly as 

reliable as traditional encyclopedias, despite 

covering many more topics (Ciampaglia et al., 

2015). 

    Fever Shared Task is a challenge meant for 

developing automated fact checking systems. The 

central component is a trained dataset for creating 

new models, applying AI techniques to recognize 

patterns contained in the dataset. An example of a 

claim, evidence and classification tuple is shown in 

figure 1.  

 

Claim: David Beckham is an 
american scientist

Evidence: David 
Beckham is an english 

former professional 
football player

Classify: Refuted
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Figure 1: Fever dataset. Tuple example.  
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Finally, there is a testing strategy that 

automatically classifies claims and generates 

evidences.  

We are proposing a modified approach to the 

Fever 2.0 Shared Task by adapting a previous 

proposal developed by Team Athene UKP TU 

Darmstadt (Hanselowski et al., 2018).  

We agreed with the Fever baseline and the Team 

Athene and divided the process into three tasks: 

document retrieval; sentence retrieval; and, 

recognizing textual entailment. 

A non-formal diagram illustrates the relations 

among the tasks that are applied in our proposal. 

The shadowed frame shows the task that we have 

modified (see figure 2). 

 

2 Document retrieval 

The main goal of the document retrieval task is to 

obtain relevant pages, using Wikipedia as a data 

source. This task retrieves those pages containing 

elements related to the claim under evaluation.   

For each claim, a set of noun phrases is extracted 

and used for indexing the pages containing these 

terms. 

The library AllenNLP (Gardner et al., 2018) is 

applied for extracting the noun phrases for each 

claim and a Wikipedia proprietary library is used 

for indexing.  

Three alternatives for document retrieval were 

considered. First, the baseline proposal (Thorne et 

al., 2018), a basic approach that might present 

information loss. Second, Apache Lucene, 

although is a robust tool, its integration with our 

approach was very complex and inefficient. Third, 

the Team Athene proposal, was considered by our 

team as the best option for this task because it 

combines accuracy with simplicity. 

3 Sentence retrieval 

To select the sentences best related to the claim 

under analysis, a sentence retrieval task is defined. 

In this step, the Team Athene approach was 

selecting candidate sentences as a potential 

evidence set for a claim. These sentences were 

extracted from the Wikipedia articles retrieved 

during the document retrieval phase (Hanselowski 

et al., 2018). 

Our approach uses statement extraction and 

representation in the form of triplets (subject, 

object, action) to represent the information 

transmitted by a sentence. These triplets are 

extracted from the claim using the statement 

detector defined in the paper (Estevez-Velarde et 

al., 2018). 

Through triplet comparison, we aim to 

determine whether the facts from the claim are 

supported by the information source. To compare 

triplets, we used Spacy's model en_core_web_lg 

(Honnibal & Montani, 2017), which is one of the 

new neuronal models of SpaCy v2.0 for labeling, 

analysis and entity recognition.  

The semantic similarity between two texts can 

be defined as 𝑆: 𝑆 ∈  ℝ;  𝑆 ∈ [0,1] . When two 

triplets are compared, three semantic similarities 

are extracted: similarity between subjects ( 𝑠𝑠 ), 

similarity between objects ( 𝑠𝑜 ), and similarity 

between actions (𝑠𝐴). To decide which triplets are 

more similar, we use the average A= avg 

(𝑠𝑠, 𝑠𝑜 , 𝑠𝐴)  and the minimum of these three 

similarities M= min(𝑠𝑠, 𝑠𝑜, 𝑠𝐴) . Two triplets are 

more similar, the bigger their minimum similarity 

is, and as a tie-breaker for minimum similarities, 

the average is used. 

To select the facts that best match the claim, a 

score was defined, combining the Team Athene 

score with our similarity measures. At testing time, 

Team Athene calculated a score between a claim 

and each sentence from the retrieved documents. 

With that purpose, an ensemble of ten models with 

different random seeds was deployed 

(Hanselowski et al., 2018). They calculated the 

mean score of a claim-sentence pair over all ten 

models of the ensemble and established a ranking 

for all pairs. Finally, the sentences with the highest-

ranked pairs were provided as an output of the 

model. 

Defining 𝑛  as the number of sentences to be 

extracted, the first step of our ranking algorithm is 

to select the 𝑛 ∗ 3  sentences best ranked by the 

Figure 2: System internal structure.  

 

 

111



3 

 

Team Athene score. The next step is to extract 

(subject, object, action) triplets for each sentence 

and compare these triplets to the ones extracted 

from the claim. Finally, we sort the sentences 

according to their similarity with the claim triplets, 

obtaining as evidence 𝑛  sentences, (those 

considered more similar to the claim). 

When extracting statements from a sentence, it 

is important to note whether the sentence can be 

considered a negation. This is implemented by 

checking for keywords such as "never", "not", 

among others. Initially, when comparing two 

triplets, if only one of them was negated, they were 

considered not similar (based on a semantic 

perspective). Hence, the action similarity (𝑠𝐴) was 

set to 0 and these triplets would not be taken to 

account by the ranking algorithm. However, after 

receiving feedback on the testing results, we 

realized that this approach was affecting the 

retrieval of evidence that refutes the claim. In order 

to provide a solution for this issue, we removed the 

restriction that was keeping these negated 

sentences of being taken to account by the ranking 

algorithm, creating an opportunity for them to be 

highly scored in the sentence retrieval phase and 

used as evidence.  

In comparison with the Team Athene proposal, 

this phase contains a significant change that might 

vary the final results for the next phase. 

4 Recognizing textual entailment 

This task classifies the claims versus the supposed 

evidences that are obtained from previous tasks. It 

is well known as an active research area in Natural 

Language Processing in the last decade. That is 

corroborated by the number of related papers 

(Korman, Mack, Jett, & Renear, 2018; Padó, Noh, 

Stern, Wang, & Zanoli, 2015; Paria, Annervaz, 

Dukkipati, Chatterjee, & Podder, 2016). 

 A description for Stanford Natural Language 

Inference (SNLI) dataset is reported in (Bowman, 

Angeli, Potts, & Manning, 2015) and the 

development of multi-Genre Natural Language 

Inference (MultiNLI) may be consulted at 

(Williams, Nangia, & Bowman, 2017). Both of 

them were applied for training complex NLI 

models. 

The Enhanced Sequential Inference Model 

(ESIM) (Chen et al., 2016) is one of the most 

commonly applied for accomplishing the 

recognizing textual entailment task . This model 

has been trained over different proposals by 

applying minimal changes into neural network 

parameters. 

The ESIM model extended by (Hanselowski et 

al., 2018) is the one used in our proposal. The input 

is a set of ordered pairs, composed of the same 

claim and five sentences selected from the 

previous tasks. 

Each word from these pairs is represented as a 

vector by concatenating two word embeddings. In 

this case, FastText (Bojanowski, Grave, Joulin, & 

Mikolov, 2017) and Glove (Pennington, Socher, & 

Manning, 2014) are applied. These word 

embeddings are selected because they have been 

previously trained with Wikipedia information. 

The vectors are passed to the model for the training 

and testing phases. 

5 Results 

Our results differ discretely from the Team Athene 

proposal. A more extensive experimentation is 

recommended in order to improve the final claim 

classification in comparison to that obtained by 

Athene. 

The results obtained from the document 

retrieval task are coincident with the original 

proposal (Hanselowski et al., 2018), because the 

model applied for obtaining Wikipedia pages is the 

same. 

 To accomplish the sentence retrieval task, five 

sentences were selected, ranked according to the 

best score. 

To show the differences between the sentence 

retrieval task of our approach and that of the Team 

Athene, all the evidences sets are collected and 

compared in this task. We used the “Shared Task 

Development Dataset (Labelled)”. This dataset 

contains 19,998 tuples equal to that of the “Shared 

Task Blind Test Dataset (Unlabelled)” which was 

used to submit our predictions.  Table 1 shows the 

comparative result.  

Variation in the 

evidence sets 
Count % 

Nil  7988 39.94 

One variation 10582 52.91 

Two variations 1265 6.32 

Three variations 119 0.59 

Four variations 30 0.15 

Five variations 14 0.07 

Table 1. Result of evidence sets comparison. 
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 As can be seen in Table 1, an intuitive analysis 

was carried out that allows us to believe that the 

results of the retrieval sentence task are different 

between the teams. This implies changes in the 

result classification for the textual entailment task. 

Moreover, we calculate the accuracy of the 

collected evidence sets for the “Shared Task 

Development Dataset (Labelled)”. These results 

are shown in table 2 for Team Athene and table 3 

for our team. 

 

The accuracy of sentence retrieval for two teams 

is similar. This low score affects negatively on the 

calculation of the Fever score. 

The final task of our proposal aims to classify 

the claim as one of three classes: “SUPPORTS”, 

“REFUTES”, “NOT ENOUGH INFO”. This task 

does not differ from the Team Athene approach. 

However, expected differences among the results 

are obtained, albeit with low percentage between 

teams. The changes proposed for the sentence 

retrieval task and the differences among sentences 

justify these results.  

Table 4 shows the results from participant teams 

on Fever 2.0 Shared Task, the three best teams 

from last year (2018), and Fever Baseline. The 

results are ordered considering the Fever Score for 

each team.  

The updated code of our approach may be 

accessed at URL: 
https://github.com/rsepulveda911112/f

ever-2019-team-gplsi 

6 Conclusions 

The GPLSI team has developed an automated 

system that modifies the sentence retrieval task 

drastically and get similar results. The relevance of 

the applied model for obtaining triplets and 

similarity metrics are confirmed.  

We consider that to improve the fever score we 

must improve the accuracy of the sentence 

retrieval task. 

 For the task of recognizing textual entailment in 

the future, we think that the classification can be 

improved by incorporating features into the ESIM 

model. These characteristics should improve both 

the detection of contradictions that would deliver 

the classification “REFUTES” and, the accuracy of 

the "NOT ENGOUGH INFO" classification when 

there is a lack of relevant data that can refute or 

support a claim.  
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