
Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natural Language Processing, pages 6419–6424,
Hong Kong, China, November 3–7, 2019. c©2019 Association for Computational Linguistics

6419

Cross-lingual intent classification in a low resource industrial setting

Talaat Khalil* Kornel Kiełczewski* Georgios Christos Chouliaras
Amina Keldibek Maarten Versteegh

Booking.com Amsterdam
{talaat.khalil,kornel.kielczewski}@booking.com

Abstract

This paper explores different approaches to
multilingual intent classification in a low re-
source setting. Recent advances in multi-
lingual text representations promise cross-
lingual transfer for classifiers. We investigate
the potential for this transfer in an applied in-
dustrial setting and compare to multilingual
classification using machine translated text.
Our results show that while the recently de-
veloped methods show promise, practical ap-
plication calls for a combination of techniques
for useful results.

1 Introduction

Classifying the intent represented in a customer
message is a core functionality of natural language
understanding applications in customer service.
Once the intent of the customer’s message is un-
derstood and various entities are resolved, actions
can be triggered, such as automatically replying
to the customer, routing the message to the right
customer service representative, or asking the cus-
tomer for more information.

The rise of automation in customer service and
the growing customer expectation of immediate
answers is generating increasing demand for accu-
rate intent detection across many languages. Re-
cent advances in natural language processing have
enabled impressive performance on text classifica-
tion tasks, provided that large-scale labelled data
are available. In industrial settings, this is often
not the case, or at least not for all languages for
which intent detection is required.

This paper studies what we believe to be a com-
mon case in industry, in which a small amount of
labeled data are available for a single language,
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say English, but neither data nor labels are avail-
able for other languages. This setting poses an in-
teresting constraint on the application of modern
machine learning techniques, in that much fewer
in-domain data are available for the task than is
generally required. We believe that the findings
in this paper can be generalized outside our spe-
cific industrial domain and apply in general to the
challenge of enabling classification in a target lan-
guage based on supervision in a source language.

This paper investigates the application of two
techniques from the literature to this problem. The
first technique is an out-of-domain machine trans-
lation system, as can be assumed to be generally
available, applied to the source language data set
in order to generate supervised data in the target
language. The second technique that we inves-
tigate is transfer learning based on multi-lingual
document representations. We study the results of
applying these techniques, as well as the combina-
tion of both, in a number of experiments.

2 Related work

This study is broadly positioned in the application
of cross-lingual transfer, with special focus on low
resource applications. We study two approaches
to this problem: machine translation and transfer
through multilingual text representations.

One approach to NLP tasks in multilingual set-
tings where the target language has scarce re-
sources relies on machine translation. There are
two popular methods: translating target language
to English and vice versa, translating English to
target language (Garca et al., 2012; He et al.,
2013). While straightforward, a disadvantage of
this approach is that building a reliable machine
translation system with few resources in the target
language is challenging (Upadhyay et al., 2018).

Enriched word embeddings are used to solve
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various (monolingual) NLP tasks including intent
classification (Kim et al., 2016). Multilingual rep-
resentations of characters, words or documents
can be used to solve multilingual NLP tasks. (Kle-
mentiev et al., 2012) present a representation for
single words for a pair of languages that preserves
semantic similarity. This approach relies on par-
allel data sets, a challenge to their scalability. To
address this issue (Søgaard et al., 2015) propose
an inter-lingual representation of words obtained
with inverted indexing from common subsets of
Wikipedia articles on a larger set of languages.

A recent approach is the construction of align-
ments between monolingual word representations
for different languages into a single embedding
space (Ammar et al., 2016; Alaux et al., 2018;
Conneau et al., 2017; Schuster et al., 2019).

Recent studies evaluated shared sentence rep-
resentations from multiple languages using both
unsupervised learning on monolingual corpora
(Lample and Conneau, 2019; Eriguchi et al.,
2018) and supervised learning using parallel data
(Artetxe and Schwenk, 2018). Advances in gen-
erative pretraining models like the Transformer
(Vaswani et al., 2017), GPT (Radford et al., 2018),
and BERT (Devlin et al., 2018) models make this
approach even more promising. In (Lample and
Conneau, 2019) authors successfully apply these
techniques and propose methods for cross-lingual
language modelling, unsupervised and supervised,
outperforming previous best approaches.

In this paper, we study the capability of trans-
fer from a source language to a target language
through machine translation and pretrained multi-
lingual document representations.

3 Data sets

The data set for the source language (“EN”) con-
sists of 48,875 English chat messages from cus-
tomers to the customer service department of a
large e-commerce website. The messages typi-
cally express intents from customers to get infor-
mation or make changes on an existing transac-
tion, e.g. cancelling a past transaction, modifying
it in a certain way, or enquiring about information
related to the transaction or the product. A test
set for the target language (“FR”) of 4,336 mes-
sages was similarly collected from the production
system of the conversational agent. The median
number of words in the source language messages
is 16, the 99th percentile is at 93 words.

The messages were anonymized by replacing
email addresses, transaction id’s, credit card and
telephone numbers and other personally identifi-
able information with token placeholders. After
this process, The messages were manually labeled
on 17 intents, covering the majority of incoming
requests. Each message received one or more in-
tent labels. The distribution of intents is shown in
Figure 1 showing that the English and French sets
have roughly the same label distribution, although
there are some differences.
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Figure 1: Intent distribution for English and French.

To support the investigation of using machine
translation, an additional data set (“MT”) was con-
structed by translating the EN data set using an
in-house neural machine translation model (Levin
et al., 2017). The machine translation model was
trained on the open parallel corpus (Tiedemann,
2012), product descriptions, and fine-tuned for
user reviews. While the product descriptions ap-
ply to the same industry as the chat messages
we are investigating here, the training set for the
machine translation model contains no documents
from customer service interactions, so we consider
it to be an out-of-domain system for the purpose of
this study, as might be available to any investiga-
tor.

The EN data were split into fixed train, devel-
opment, and test sets. The same splits were main-
tained for the translated (MT) data set. The FR
data were used only for testing. Table 1 shows the
volume of each of the data sets.
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Language Train Dev Test

EN 39,094 4,887 4,894
MT 39,094 4,887 -
FR - - 4,336

Table 1: Data set sizes for each approach.

4 Experiments

We study the effects of two approaches to cross-
lingual transfer for intent classification; machine
translation and transfer from multilingual docu-
ment representations. We conduct three main ex-
periments; one each for the two approaches and
one that combines both approaches.

4.1 Machine translation

Machine translation for cross-lingual transfer is
assessed by comparing a classifier trained and
tested on the source language (EN) with one
trained on the machine translated samples (MT)
and tested on the target language (FR).

We evaluate two text classification architec-
tures. The first architecture is a linear support vec-
tor machine (SVM) with bag-of-ngram input fea-
tures and `1- and `2-regularization, a classic text
classification setup (Sebastiani, 2002). A combi-
nation of unigram, bigram, and trigram features
with tf-idf weighting is used.

The second text classification architecture is a
convolutional neural network (CNN) similar to
(Kim, 2014). The system represents input docu-
ments as sequences of word embeddings (Mikolov
et al., 2018; Grave et al., 2018) that are passed
through a single convolutional layer followed by a
densely connected layer. The network was trained
using the Adam (Kingma and Ba, 2015) optimizer
and the hyperparameters of the network (size and
amount of kernels, size of pre-final layer, dropout-
and `1-, `2-regularization strength) were found us-
ing Bayesian optimization (Snoek et al., 2012).
These text classification systems were chosen be-
cause both are commonly used in industry.

To assess machine translation for cross-lingual
transfer, we compare two settings for each of the
classifiers. In the first setting, both training and
test data come from the source language (EN). In
the second setting, training data is machine trans-
lated (MT) and test data is drawn from the target
language (FR). If machine translation is a feasible
strategy for transfer, then the results for the second

setting should be close to those for the first.

4.2 Multilingual document embeddings

To investigate the use of multilingual document
embeddings for cross-lingual transfer, we build
a set of classifiers based on representations from
the base multilingual BERT model (Devlin et al.,
2018). We use the aggregate document represen-
tation of the input message and add a single out-
put layer with sigmoid activations for multi-label
classification, as recommended in (Devlin et al.,
2018). With this system we study two setups.

In the first setup a classifier is trained on the
source language (EN) only, and evaluated on both
the source (EN) and the target language (FR). The
hypothesis here is that if the multilingual repre-
sentations from BERT allow for lossless transfer
between source and target language, then the per-
formance on the target language will be close to
the performance on the source language.

In the second setup, we combine the approaches
of machine translation and multilingual document
representation. We train a similar classifier as
above with input representations from BERT on
both the source language (EN) data and the ma-
chine translated target language (MT) data. A
separate classifier is trained only on the machine
translated (MT) training set. We compare the per-
formance of these two classifiers on the target (FR)
test set. If the architecture facilitates task-specific
transfer learning then there will be a difference in
the performance between the two classifiers.

Lastly we compare the classifier that uses mul-
tilingual document representations and machine
translated data with the classifiers that use only ei-
ther of those approaches. If there is a cumulative
effect from the combination of these approaches,
then the first will outperform both of the latter.

5 Results

For the application described in this paper, false
positive identifications of a class are worse than
false negatives. Therefore the classifiers are cali-
brated on the development set to a precision close
to 0.90 and maximum recall. This is a common
practice in applications in which there is an asym-
metry in the cost of errors. Table 2 shows the main
results. Note that not all systems could achieve the
required precision.

For assessing the feasibility of machine transla-
tion for cross-lingual transfer, we compare the re-
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Test Train System P R F1

EN

EN svm .91 .60 .72
EN cnn .90 .67 .77
EN bert .91 .71 .80
EN+MT bert .91 .71 .80

FR

MT svm .86 .43 .57
MT cnn .86 .47 .61
EN bert .74 .51 .61
MT bert .86 .62 .72
EN+MT bert .86 .63 .73

Table 2: Test set results for the experiments.

sults of the linear SVM and the CNN. For both of
these classifiers, the source (EN) to source (EN)
setting outperforms the translated (MT) to target
(FR) setting, by 0.17 to 0.2 recall and 0.15 to 0.16
F1-score. The latter results are, however, substan-
tially better than chance for both classifiers. It is
interesting to note that the results of the SVM do
not lag far behind those of the CNN, both for EN
and FR, indicating that the machine translation ap-
proach is feasible even for the SVM.

Next, the capability of multi-lingual document
representations to provide cross-lingual transfer is
tested by comparing the performance on EN and
FR for the BERT model trained solely on EN. For
the FR test case, this model could not be calibrated
for a precision ≥ 0.9, so we can only compare the
F1-scores. Here again, the EN setting shows better
performance than the FR setting (F1 of 0.80 versus
0.61), indicating that the transfer incurs a loss in
performance, but is not entirely without meaning.

Lastly, the BERT system trained on translated
(MT) data shows the combination of the ap-
proaches. The evaluation on target data (FR)
shows that this combination achieves higher per-
formance than all of the above settings, outper-
forming MT only (0.62 recall versus 0.47 and
0.43), as well as only transfer from multilingual
embeddings (0.72 F1 versus 0.61). Adding EN
data to this combination model improves perfor-
mance slightly (0.63 versus 0.62 recall), but these
extra data do not seem to have a large effect on the
performance of the system. In addition, this latter
BERT model, trained on both EN and MT, when
tested on the EN test set performs on par with the
BERT model trained only on EN data. The im-
plication of this is that the MT data do not intro-
duce a degradation of the model. It is interesting

to note that the results of this setting on the target
language are higher than those of the SVM on the
source language.
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Figure 2: Recall as a function of the size of the training
data. This figure shows the recall of the BERT model
trained on both EN and MT and the recall of the CNN
model trained on MT.

To evaluate the dependence of the BERT system
with source and translated data on the amount of
data available for fine-tuning the BERT model, we
look at the performance as a function of the data
set size and compare it in this respect to the CNN.
Figure 2 shows that both the BERT model and
the CNN performances converge on about 10,000
to 25,000, indicating that only a relatively small
amount of labeled data is necessary.

6 Discussion

In this paper we studied two techniques for cross-
lingual transfer in a typical industrial setting, with
small amounts of labeled data. The results show
that both machine translated data and multilingual
document representations are decent strategies for
cross-lingual transfer for intent detection on short
chat messages. Both approaches incur a signifi-
cant loss when compared to the source-to-source
classification results, showing that there is still
room for improvement before “zero-shot” trans-
fer from multilingual document representations is
viable as a stand-alone approach to cross-lingual
transfer.

The combination of both techniques performs
competitively and the observation that this setting
outperforms the SVM in the source-to-source set-
ting illustrates the advances that have been made
in recent years in both machine translation and
document representation.
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It is an open question on whether these results
generalize to other language pairs. The languages
studied here are both western Indo-European lan-
guages so the results obtained here may not ap-
ply to pairs of distant languages. In addition, the
label distributions between the source and target
language in our experiments were fairly closely
aligned, which may not apply to other use cases.
In general, more investigation is needed to assess
how well the current generation of multi-lingual
document representations supports cross-lingual
transfer and if there are differences in how well
the representations between languages align.

It is promising to note though that the results in
this study can be obtained with data set sizes that
are generally available in industrial settings.
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Barbara Plank, Bernd Bohnet, and Anders Jo-
hannsen. 2015. Inverted indexing for cross-lingual
NLP. In Proceedings of the 53rd Annual Meet-
ing of the Association for Computational Linguistics
and the 7th International Joint Conference on Natu-
ral Language Processing (Volume 1: Long Papers),
pages 1713–1722, Beijing, China. Association for
Computational Linguistics.

Jörg Tiedemann. 2012. Parallel data, tools and inter-
faces in opus. In Proceedings of the Eight Interna-
tional Conference on Language Resources and Eval-
uation (LREC’12), Istanbul, Turkey. European Lan-
guage Resources Association (ELRA).

Shyam Upadhyay, Manaal Faruqui, Gokhan Tur, Dilek
Hakkani-Tur, and Larry Heck. 2018. (almost) zero-
shot cross-lingual spoken language understanding.
In Proceedings of the IEEE ICASSP.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. CoRR, abs/1706.03762.

http://dl.acm.org/citation.cfm?id=2999325.2999464
https://doi.org/10.3115/v1/P15-1165
https://doi.org/10.3115/v1/P15-1165
http://arxiv.org/abs/1706.03762
http://arxiv.org/abs/1706.03762

