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Abstract

User willingness is a crucial element in the
sales talk process that affects the achievement
of the salesperson’s or sales system’s objec-
tives. Despite the importance of user willing-
ness, to the best of our knowledge, no previ-
ous study has addressed the development of
automated sales talk dialogue systems that ex-
plicitly consider user willingness. A major
barrier is the lack of sales talk datasets with
reliable user willingness data. Thus, in this
study, we developed a user willingness–aware
sales talk collection by leveraging the ecologi-
cal validity concept, which is discussed in the
field of human–computer interaction. Our ap-
proach focused on three types of user willing-
ness essential in real sales interactions. We cre-
ated a dialogue environment that closely resem-
bles real-world scenarios to elicit natural user
willingness, with participants evaluating their
willingness at the utterance level from multi-
ple perspectives. We analyzed the collected
data to gain insights into practical user willing-
ness–aware sales talk strategies. In addition,
as a practical application of the constructed
dataset, we developed and evaluated a sales di-
alogue system aimed at enhancing the user’s
intent to purchase.

1 Introduction

Sales talk, which involves a series of steps to realize
a sale, requires structured communication between
a salesperson and a customer (Dubinsky, 1981;
Hite and Bellizzi, 1985; Sean Dwyer and Martin,
2000; Jung, 2022). Recently, automated sales talk
has attracted increasing attention due to its poten-
tial to mitigate labor shortages in developed coun-
tries and enhance user experience through constant
availability (Hiraoka et al., 2016a,b; Tiwari et al.,
2023; Murakhovs’ka et al., 2023)).

In sales talk, it is important to recognize the var-
ious types of user willingness, which significantly
affects how salespersons (or dialogue systems) can

achieve their objectives. We consider at least the
following three types of user willingness to be sig-
nificant: (1) willingness to engage in a dialogue,
(2) willingness to provide information, and (3) will-
ingness to accept a salesperson’s objectives. The
willingness to participate in a dialogue, also re-
ferred to as user engagement, has been investigated
extensively in open-domain dialogue systems (Yu
et al., 2016; Zhang et al., 2018; See et al., 2019;
Ghazarian et al., 2020). A lack of this trait can
terminate the dialogue prematurely. The willing-
ness to provide information is related to the user’s
tendency to communicate their needs and desires
to the sales talk dialogue system, which allows
the system to understand the user’s requirements
and highlight product benefits effectively, thereby
enhancing both persuasiveness and user satisfac-
tion (Wang et al., 2019; Sun et al., 2022; Berkovsky
et al., 2012). The ultimate objective of sales talk is
to motivate a positive decision regarding the pur-
chase of a product (Jung, 2022). The willingness
to accept a salesperson’s objectives involves the
user’s readiness to embrace the system’s primary
objective, i.e., making a purchase.

As discussed previously, user willingness affects
sales significantly; however, to the best of our
knowledge, the development of automated sales
talk dialogue systems that explicitly involve user
willingness has not been investigated to date due
to the scarcity of sales talk datasets that contain
reliable user willingness data. To accurately collect
subjective data, including user willingness, from
sales talk participants, it is important to consider
ecological validity (Brunswik, 1940, 1952). The
ecological validity concept, which refers to the ap-
plicability of experimental results to real-world
users that interact with the system in their daily
lives, has primarily been investigated in the hu-
man–computer interaction (HCI) field. Its impor-
tance is particularly pronounced when the target
task is closely related to practical applications, e.g.,
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Dialogue-level Evaluation
● Purchase Intention before/after 

dialogue (7-Point Likert Scale)

Utterance-level Evaluation Welcome! I am an AI assistant
 Is there any product you are 

interested in?

I'm looking for a good pair of 
wireless earbuds.

I see! May I ask in what situations 
you plan to use them?

I see! May I ask in what situations 
you plan to use them?

Evaluation of User Willingness
Continuing Dialogue

   → Positive / ✅ Neutral / Negative

Providing Information
   → ✅ Positive / Neutral / Negative

Goal-Oriented Acceptance
   → Positive / Neutral / ✅ Negative

Worker: Expert

SalesBot

 I'll buy it!

Worker:User

Figure 1: Overview of collecting sales talk dialogue data.

sales talks (Section 2.2).
Therefore, in this study, we constructed a user

willingness-aware sales talk dataset to advance re-
search on practical sales talk dialogue systems
with high ecological validity guided by HCI prin-
ciples. Our approach emphasizes the abovemen-
tioned three types of user willingness, which are
essential in real-world sales interactions, and cre-
ates a dialogue environment that closely simulates
actual dialogue scenarios to elicit natural user will-
ingness, where participants evaluate willingness at
the utterance level from multiple perspectives. To
the best of our knowledge, this is the first effort
to construct a sales talks dataset annotated with
user willingness data.1 The proposed dataset was
analyzed to derive valuable insights into practical
strategies for user willingness–aware sales talk. In
addition, as a practical application of the proposed
dataset, we developed a sales dialogue system to
enhance user purchase intentions. The experimen-
tal results demonstrate that a dialogue model based
on the GPT-3.5 large language model integrates
utterance-level user willingness labels and insights
from the proposed dataset into its dialogue strategy
and improves purchase intentions.

2 Related Work

2.1 Sales Dialogue Dataset
Several studies involving salespersons in dialogue
experiments and collecting human-to-human sales
talk dialogues have been conducted previously. For
example, Hiraoka et al. (2016a) constructed a per-
suasive dialogue dataset for camera sales. They

1https://github.com/CyberAgentAILab/
salestalk-dataset

collected persuasive dialogues conducted between
customers interested in purchasing a camera and
salespersons intending to sell a specific camera. In
addition, Tiwari et al. (2023) constructed a large
personalized persuasive dialogue dataset for mobile
device purchases, and they presented a persuasive
dialogue task for buying a similar product when no
products satisfying the customer’s specifications
were available. However, these two datasets do not
include user willingness data, which is crucial in
terms of achieving the objectives of persuaders and
salespersons. In addition, these datasets comprise
human-to-human dialogues, which differ in charac-
teristics from human-to-system dialogues (Serban
et al., 2018) which are the focus of the current
study. This study focuses on bridging these gaps
and collecting data that more closely resembles the
real-world environments in which dialogue systems
are utilized.

2.2 Ecological Validity

Ecological validity, as defined by Brunswik (1940,
1952), refers to the statistical correlation between
a proximal cue and the distal variable it relates to.
In other words, ecological validity measures the
extent to which experimental results are applicable
to real-world scenarios, where the users interact
with systems in their daily lives. This concept is
important in both psychology and HCI research
because it ensures that research findings can be
utilized effectively in practical applications.

Laboratory experiments, although controlled and
convenient, frequently fail to replicate the complex-
ities and nuances of real-world interactions (Wolf
et al., 1989). For example, Levitt and List (2007)

https://github.com/CyberAgentAILab/salestalk-dataset
https://github.com/CyberAgentAILab/salestalk-dataset
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found that laboratory experiments can exaggerate
the significance of prosocial behavior compared
with real-world interactions. Such discrepancies
address the issue of generalizing lab results to prac-
tical settings. In addition, significant progress has
been made in natural language processing and dia-
logue systems; however, there is a clear opportunity
to enhance ecological validity further.

In many previous studies, data and user behav-
iors were collected and evaluated in controlled set-
tings. However, despite their usefulness, such stud-
ies may not fully capture the complexities of real-
world interactions. Vries et al. (2020) discussed the
issue of low ecological validity of benchmarks and
the factors that contribute to low ecological validity.
They stated that many current researchers employ
artificial tasks and synthetic language, do not work
with prospective users, prepare participants using
scripts, and employ single-turn interfaces, which di-
verge from real-world language user interface cases.
As a result, the practical applicability of research
findings is limited. In addition, they proposed an
ideal methodology to enhance ecological validity to
narrow the gap between controlled experiments and
real-world applications. Their approach involves
identifying the target user group and tasks, collect-
ing data using Wizard of Oz simulations (Dahlbäck
et al., 1993; Frommherz and Zarcone, 2021), train-
ing models based on the collected data, and evaluat-
ing user satisfaction comprehensively. This method
attempts to create realistic and applicable bench-
marks to evaluate dialogue systems. Inspired by
these previous studies, we designed a combined
data-collection and user-study process to develop
a sales dialogue system to maximize ecological
validity.

3 Dataset Design

In this study, we collected sales talks data that in-
cluded user willingness information to drive re-
search on practical and user willingness–aware
sales talk dialogue systems. As discussed previ-
ously, sales talks data must be collected in an en-
vironment that is sufficiently similar to real-world
dialogue situations to elicit natural user willing-
ness data. In the following, we first outline the
envisioned real-world situations in which sales talk
dialogue systems are deployed, which is followed
by a discussion of the dataset construction poli-
cies that were designed to effectively mirror the
envisioned situations.

3.1 Envisioned Situation
We envisioned a situation where a sales dialogue
system is installed on the product page of an e-
commerce site or on the landing page (LP) of an
advertisement, and the system leads the site visi-
tors (i.e., the users) to purchase products that satisfy
their requirements through sales talks. Realizing
such sales dialogue systems is crucial for the adver-
tising industry because they could be deployed on
LPs and e-commerce sites, which have convention-
ally been unreachable by salespersons. The actors
and properties of sales talk in such situations are
described in the following.

Participants. Each dialogue occurs between a
sales talk dialogue system and a human user.

Beginning and end. The user may be unclear
about what they wish to ask; thus, it is natural to
begin a dialogue by having the system actively ini-
tiate an utterance. Note that the user can leave the
dialogue at any time, and the dialogue is terminated
when the user leaves or purchases a product.

Target users. We must acknowledge that user are
not necessarily motivated to engage in dialogues.
As a result, some users may leave dialogues quickly
or may be unwilling to disclose their information.
Similarly, users are not necessarily highly moti-
vated to purchase; thus, some users may not buy
products.

User willingness. User willingness is complex
and multifaceted, and it can fluctuate as the dia-
logue proceeds. For example, some users strongly
desire to participate in a dialogue even if they do
not intend to purchase a product. In addition, users
who are initially reluctant to participate in a dia-
logue may become interested in purchasing a prod-
uct as the dialogue progresses.

3.2 Construction Policies
Participants. We determined that our dataset
construction process should utilize the Wizard of
Oz method (Kelley, 1984) to collect near-realistic
user-side data in sales talks between human users
and sales talk systems while ensuring that the sales-
side utterances are of sufficient quality.

Beginning and end. The data collection process
should be performed with explicit instructions to
begin a dialogue from the sales-side and to allow
the user-side participants to leave a dialogue at any
time.
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Target users. No restrictions should be imposed
on the user’s motivation to engage in the dialogue.
In particular, the users should not be restricted in
terms of whether they ultimately purchase products,
unlike the settings of previous studies (Section 2.1).

User willingness. We consider that more natu-
ral user willingness data can be gathered by con-
ducting dialogues in an environment that satisfies
the above three points. Thus, we asked the users
themselves to assess the impact of salespersons’
utterances on the three types of user willingness,
i.e., the willingness to engage in dialogue, the will-
ingness to provide information, and the willingness
to accept the salesperson’s objective. Given that
a user’s willingness may fluctuate as the dialogue
progresses, it is important to evaluate each individ-
ual salesperson’s utterance rather than the entire
dialogue.

4 Dataset Construction

4.1 Data Collection Procedure

Based on the aforementioned construction policies,
we collected the sales talk dialogue data according
to the following procedure. Figure 1 shows an
overview of the data collection procedure.

Sales-user pairing: To replicate sales situations,
the participant in the sales role is paired with the
participant in the user role and has a dialogue. Be-
fore initiating the dialogue, the user-side assessed
their initial purchase intent for the displayed prod-
uct that the sales-side wants to sell (Section 4.2)
on a seven-point Likert scale. This was then refer-
enced to measure changes in the user’s purchase
intent as the sales talk progressed.

Dialogue: The dialogue was conducted using
the Wizard-of-Oz method, which masqueraded the
sales-side as the system to the user-side. Here,
each dialogue began with an utterance from the
sales-side. In this dialogue, the sales-side attempts
to persuade the user-side to purchase the product.
Note that the user-side can interrupt the dialogue at
any time if they feel uncomfortable with the sales
talk, and the dialogue is terminated when the user
leaves the dialogue or purchases the product.2

Evaluating: The user-side subjectively evaluated
the impact of each sales-side utterance on their will-

2This study dealt with a fictional product. Even if the user-
role participant decided to purchase the product, no business
transaction occurred.

ingness. Here, for each of the three types of user
willingness, we asked the user to classify the sales-
side utterances into the three classes, i.e., positive
(had a positive impact), neutral (had no impact at
all), and negative (had a negative impact). These
evaluations were conducted because utterance-level
user evaluation data can be used to develop more
effective dialogue systems (Ghazarian et al., 2022;
Tsuta et al., 2023). In addition, the user-side as-
sessed their post purchase intent for the product in
the same manner.

4.2 Settings

Sales scenario. The dialogues were performed
in a setting where the user, visiting a webpage fea-
turing information on three different types of fic-
tional wireless earphones, engaged in a text chat
with a dialogue system integrated into the webpage.
Here, we selected the earphone sales setting for two
reasons. First, given the technical nature of wire-
less earphones, considerable expertise is required
to understand their features. Products requiring
specialized knowledge tend to render users more
susceptible to persuasive dialogue (Jung, 2022; Wil-
son and Sherrell, 1993), thereby making them ideal
for our study, which focuses on sales communica-
tion. Second, wireless earphones appeal to a broad
demographic, transcending age, sex, and industry
distinctions, which is expected to enhance the gen-
eralizability of the study’s findings. These three
products were priced at 11,000, 22,000, and 33,000
yen, which are considered moderate price points
for this category of products.

Sales-side person. We recruited five fluent
Japanese speakers with sales experience as partic-
ipants via crowdsourcing.3 To ensure the quality
of their involvement in the sales discourse, we pro-
vided two hours of extensive experimental guid-
ance, including guidance on crafting talk scripts,
engaging in dialogue practice, and learning about
product information and product categories. In
addition, prior to performing the data collection
process, we shared insights into the criteria from
the user’s perspective to evaluate the sales-side ut-
terances, instructing the sales-side participants to
aim for the highest possible assessments.

User-side person. A total of 109 user-side partic-
ipants fluent in Japanese were recruited using the
same crowdsourcing platform.

3https://www.lancers.jp/.

https://www.lancers.jp/
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Total Mean Max Min

# dialogues 109 - - -
# success dialogues 63 - - -
# utterances 3289 30.2 92 11

— User 1144 10.5 41 3
— Sales 2145 19.7 52 7

# tokens 54301 498.2 1406 153

Table 1: Statistics of sales talk dataset. We used
MeCab(Kudo et al., 2004) with UniDic(Den et al., 2008)
as the tokenizer.

Speaker Utterance

Sales Hello. What are you looking for?
User I’m looking for earphones with good sound qual-

ity. However, I don’t have much budget.
Sales Thank you. I would love to help you find the

perfect earphones for you. By the way, you said
you don’t have a budget, how much are you
considering?

User I’m considering something around 15,000 to
20,000 yen. However, depending on the perfor-
mance, I could go up to 25,000 yen.

Sales Certainly. You said you are looking for ear-
phones with good sound quality, does that mean
you are not satisfied with the sound quality of
your current earphones?

User Yes, I’m bothered by the noise because the noise
canceling performance is weak.

Table 2: Sample of the sales talk dialogue dataset. Orig-
inal data is in Japanese, this is English translation.

4.3 Dataset Overview

Table 1 shows the statistical information of the
sales dialogue dataset, and a portion of the sales
dialogue data included in the dataset is shown in
Table 2. During the dialogue collection process,
five experts played the role of the sales-side, and
109 crowd-workers participated as the users. The
dialogue collection task was conducted for approx-
imately one month, and a total of 109 dialogues
were collected. Here, success in a dialogue was
defined as observing an improvement in the users’
purchase intentions through the sales talk, i.e., if
there was an increase in the seven-point Likert scale
rating after the dialogue compared to before. Based
on this definition, 63 dialogues (representing 57.8%
of the total) were successful in terms of enhancing
the users’ purchase intentions.

5 Dataset Analysis

The sales dataset’s most distinctive feature is its
inclusion of data on the three types of user will-
ingness supported by a sophisticated experimental

configuration with high ecological validity, i.e., the
willingness to engage in dialogue (continuing dia-
logue (CD) willingness), the willingness to provide
information (providing information (PI) willing-
ness), and the willingness to accept the salesper-
son’s goal (goal acceptance (GA) willingness). In
this section, we analyze the collected dataset and
discuss the factors that contribute to the success of
the sales talk, with a specific focus on the acquired
user willingness data.

5.1 Dialogue-level Analysis
Distribution of user willingness. Figure 2 shows
violin plots of the distribution of the proportions
of the user willingness evaluation labels (i.e., pos-
itive, neutral, and negative) across the individual
dialogues. As can be seen, neutral and positive
evaluations dominate, with negative evaluations oc-
curring very infrequently, across the three types of
user willingness. Note that there are observable
differences in the trends of the neutral and posi-
tive evaluations between the different types of user
willingness. Specifically, CD willingness exhibits
a higher tendency to receive positive ratings, with
54.1% of its ratings falling into this category. In
addition, PI willingness, despite receiving many
neutral ratings, is rated positively at a level that is
comparable to that of CD willingness. Conversely,
GA willingness has the lowest proportion of posi-
tive evaluations among the three types of user will-
ingness. These findings highlight that, although
the negative evaluations are consistently infrequent
across all types of user willingness, the distribution
of the positive evaluations based varies depending
on the specific type of user willingness.

Keys to accomplishing sales. We conducted a
correlation analysis between the proportion of each
user willingness evaluation label across the indi-
vidual dialogues and the improvement in the users’
purchase intention, i.e., the amount of change in the
seven-point Likert scale rating before and after the
dialogue. The results of this correlation analysis
are shown in Figure 3. As can be seen, the positive
and neutral evaluations of user willingness exhibit
nearly no correlation with improving the users’ in-
tent to purchase. Conversely, a negative correlation
is observed with the negative evaluations.

Overall. These findings suggest that, in terms of
enhancing the user’s intent to purchase a product,
it is crucial to avoid utterances that degrade the
user’s willingness throughout the dialogue rather
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(a) CD willingness (b) PI willingness

(c) GA willingness

Figure 2: Distributions of proportions of user willing-
ness labels (positive, neutral, and negative) across indi-
vidual dialogues.

Figure 3: Correlation coefficients between the propor-
tion of user willingness labels and the improvement in
the users’ purchase intention.

than attempting to give utterances that improve or
motivate user willingness.

5.2 Utterance-level Analysis

Turn-wise willingness. Figure 4a shows the av-
erage user willingness scores in each stage4 of all
dialogues that enhanced the user’s purchase inten-
tion, and Figure 4b compares all dialogues that did
not enhance the user’s intent to purchase. Here, to
compute the average willingness scores, the pos-
itive labels were assigned a value of +1, neutral
labels were assigned a value of 0, and negative
labels were assigned a value of −1. Dialogues
that successfully resulted in sales are associated
with a noticeable increase in the willingness scores
immediately after they begin and just before they
end. In particular, the GA willingness scores in-
creased substantially as the dialogues drew to a
close. Conversely, in unsuccessful dialogues, all
types of willingness scores decreased both shortly
after the dialogue began and immediately before
it ended. Figures 5a and 5b show the progression

4To account for the varying lengths of each dialogue, we
normalized them all to a uniform length of 1.0.

(a) Success dialogues (b) Failure dialogues

Figure 4: Average user willingness scores at dialogue
progression level.

(a) Success dialogues (b) Failure dialogues

Figure 5: Cumulative counts of negative user willing-
ness at dialogue progression level.

of the cumulative counts of the negative willing-
ness assessments over the course of the dialogues,
depicting the trends for both successful and un-
successful dialogues, respectively. In the success-
ful sales dialogues, the total negative assessment
counts of the three types of user willingness are
approximately one-half to one-third of those ob-
served in the unsuccessful dialogues. Specifically,
the negative PI willingness counts are lower during
the middle of the dialogues.

Effective sales talk strategies. Based on the
above analysis, specific strategies for the early, mid-
dle, and final stages of the sales dialogue could be
effective in terms of increasing the users’ intent to
purchase. (1) In the early stages of the dialogue,
improving the user’s willingness may be effective.
When sales talks are initiated by the sales-side, par-
ticular consideration should be given to the early
stage of the dialogue to ensure that the user does
not feel uncomfortable. (2) In the middle stages of
the dialogue, improving and maintaining high PI
willingness may be effective. Specifically, probing
questions can be utilized to investigate the user’s
requirements effectively (Jung, 2022). (3) In the fi-
nal stages of the dialogue, increasing the user’s GA
willingness may be effective. For example, it may
be useful to conduct closing talks that recommend
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products that satisfy the user’s requirements based
on the information gathered in the middle stages of
the dialogue.

6 Experiments

This section experimentally demonstrates the
dataset’s effectiveness in the creation of practical
sales dialogue systems. In the following, we high-
light the advantages of incorporating near-realistic
user willingness data from the constructed dataset
into system development, and we describe a user
evaluation experiment conducted to evaluate the
effectiveness of a sales dialogue system fine-tuned
using the dataset developed in this study.

6.1 Models

In this evaluation, we compared the performance of
the following four dialogue systems. Note that the
first three systems were developed using OpenAI’s
GPT-3.5 (gpt-3.5-turbo-0125) fine-tuning API5

with its default settings.

GPT-3.5 as baseline: This model is a simple,
fine-tuned version of the conventional GPT-3.5
model. Here, we used 63 successful dialogues from
the sales dialogue dataset as training data. Note that
this model was included in the evaluation to mea-
sure the performance of the models fine-tuned. We
construct with the aim of measuring performance
when only dialogues that ultimately achieved the
goal are used as training data, without explicitly
considering the utterance level user willingness.

GPT-3.5 with willingness (GPT-3.5W): This
model was employed to investigate whether con-
sidering user willingness at the utterance level can
improve the system’s ability to achieve its goals.
Unlike the baseline model, here, user willingness
labels were utilized to fine-tune the GPT-3.5 model.
We employed the attribute-conditioned supervised
fine-tuning (SFT) method (Dong et al., 2023),
which enables a model to generate responses with
specified attributes by explicitly providing attribute
values for each response in the training data and
subsequently training the model on these data. Dur-
ing the model training process, three types of user
willingness labels were assigned as attribute values
to each response sample in the training dataset. In
addition, during the inference process, all responses
were generated by specifying attribute values for
the three types of willingness to “positive.” Note

5https://platform.openai.com.

that we used all 109 dialogues in the sales dialogue
dataset as the training data.

GPT-3.5 with willingness + dialogue strategy
(GPT-3.5WD): The analysis discussed in Sec-
tion 5.2 identified the characteristics of effective di-
alogue strategies in successful sales dialogues, i.e.,
shifting the emphasis from continuing the dialogue
to providing information and finally to goal accep-
tance. Thus, we investigated the effectiveness of
dialogue systems that explicitly incorporate these
dialogue strategies, which we could develop with
our user willingness–aware dataset. This model
was the same as the GPT-3.5W model, except that
the attribute values for the attribute-conditioned
SFT were changed according to the dialogue pro-
gression during inference. Specifically, (1) until
the end of the third turn, only the attribute value of
the CD willingness was set to positive. (2) From
the fourth turn to the sixth turn, only the attribute
value of the PI willingness was set to positive. (3)
Beginning from the seventh turn, only the attribute
value of the GA willingness was set to positive.6

GPT-4o as a reference: This model represents
the untuned GPT-4o model (gpt-4o-2024-05-13).
This untuned model allowed us to assess the profi-
ciency of a cutting-edge largescale language model
in executing sales dialogues. Note that the evalua-
tion results obtained with this model are presented
only for reference. We believe that the effective-
ness of our dataset, specifically its inclusion of
the user willingness labels, should be discussed
in terms of the evaluation results obtained by the
previously described models because GPT-4o has
a model scale advantage over GPT-3.5.

6.2 Evaluation Settings

We For this experimental evaluation, we recruited
48 participants through crowdsourcing, and each
worker engaged in a dialogue with each of the four
systems. The workers evaluated the four systems
following the same process and settings used for the
in the data collection process, as discussed in (Sec-
tion 4.1). The In addition, the sequence in which
the dialogues are were conducted may introduce an
order effect bias in evaluating the aforementioned
four models . To Thus, to mitigate this potential
bias, our the experiment employed a counterbalanc-
ing method, whereby the order of the conditions
was randomized among the participants.

6Considered neutral except for the positive label.

https://platform.openai.com
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Model Train data Willingness Strategy Success rate Avg. #turns

GPT-3.5 Succcess dialogues - - 0.23 9.35
GPT-3.5W All Dialogues ✓ - 0.33 9.23
GPT-3.5WD All Dialogues ✓ ✓ 0.44 9.08

GPT-4o - - - 0.58 5.81

Table 3: Performance of sales dialogue models in user evaluation experiment.

(a) GPT-3.5 (b) GPT-3.5W (c) GPT-3.5WD (d) GPT-4o

Figure 6: Average user willingness for each model in the user evaluation experiment at the dialogue progression
level.

7 Experimental Results and Discussion

Table 3 shows the performance of the four models
in the user evaluation experiment in terms of the
rate of dialogues in which the user’s purchasing
intent was increased. In addition, Figure 6 shows
the average user willingness scores obtained by the
four models at the dialogue progression level.

7.1 Results on Willingness Label Effectiveness
Success rate. The two models that explicitly con-
sidered the utterance-level user willingness labels,
i.e., the GPT-3.5W and GPT-3.5WD models, ob-
tained higher success rates than the baseline model.
Notably, the GPT-3.5WD model obtained the high-
est success rate. These results suggest that explic-
itly considering user willingness can enhance the
dialogue success rate effectively. Furthermore, in-
corporating the dialogue strategies based on our
analysis could further increase the effectiveness of
utilizing the user willingness labels.

Willingness evaluation. Figure 6 shows that the
fine-tuned GPT-3.5 model (i.e., the baseline model),
which obtained the lowest success rate among the
compared models, obtained high user willingness
scores in the early stages of the dialogue; however,
these scores were low at the end of the dialogue.
In contrast, the GPT-3. 5W model, which obtained
the second-highest dialogue success rate, obtained
lower user willingness scores in the early stages of
the dialogue process compared with the GPT-3.5

model; however, these scores were high at the end
of the dialogue. Notably, the GPT-3.5WD model,
which obtained the highest dialogue success rate
among the three models, obtained higher user will-
ingness scores in the early and final stages of the
dialogue compared with the other two models. The
observed trends for the GPT-3.5WD model corre-
spond with the dialogue strategy intentionally in-
corporated in its design, as discussed in Section 6.1.
This alignment indicates that our strategic modifi-
cations were implemented successfully in the GPT-
3.5WD model. In addition, the GPT-3.5WD model
demonstrated superior performance compared with
the other models.

7.2 Results of GPT-4o

We found that the untuned GPT-4o model obtained
the highest dialogue success rate among all four
compared models, as shown in Table 3. In addi-
tion, the untuned GPT-4o model exhibited a shorter
average turn count than the other models, which
suggests that this model conducted dialogues more
efficiently to enhance the user’s purchase intention;
however, minimizing the number of turns in sales
dialogues is not the primary focus of this study.
Furthermore, Figure 6 also shows that the GPT-4o
model obtained higher average user willingness
scores throughout the dialogues compared with the
other models.

Nevertheless, there may be potential to enhance
the sales talk capabilities of the GPT-4o model. For
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Speaker Utterance

User What is the difference between other products?
Sales The willingness to continue dialogue is increas-

ing.

Table 4: Dialogue example with an unclear intention.
English translations of the original Japanese data are
shown.

Model # of unclear
dialogues

# of successful
dialogues

GPT-3.5 7 1/10
GPT-3.5W 6 4/10
GPT-3.5WD 3 4/10
GPT-4o 1 6/10

Table 5: Number of dialogues containing at least one
sales utterance annotated as having unclear intentions.

example, a potential area of improvement appears
to lie in the relatively low user willingness scores
obtained at the end of the dialogues (Figure 6). Our
previous analysis revealed the relationship between
the increase in the GA willingness at the end of
dialogues and successful outcomes (Section 5.2).
Thus, optimizing the GPT4o model’s ability to in-
crease the users’ GA willingness during the final
stages of the dialogues could improve the model’s
success rate considerably. The collected successful
sales dialogue data shows a notable increase in GA
willingness at the end of the dialogue (Figure 4a);
thus, training GPT-4o on these data may solve this
problem.

7.3 Analysis of Failure Cases

We sampled a total of 40 dialogues (10 dialogues
for each model) from the dialogue data utilized
in the user experiments, and two annotators were
recruited to classify the causes of each dialogue
failure. As a result, a potential correlation emerged
between the number of responses with unclear in-
tentions and the dialogue success rate. An example
of a response with an unclear intention is presented
in Table 4.

In addition, the number of dialogues containing
at least one sales utterance annotated as having un-
clear intentions for each model is shown in Table 5.
Here, we deemed utterances to contain unclear in-
tentions if both annotators agreed that the intention
was unclear. The results shown in Table 5 suggests
that models with lower numbers of these dialogues
obtained higher success rates.

8 Conclusion

Sales talk is an attractive and practically effective
application of dialogue research, and user willing-
ness is a significant factor in practical sales talk. In
this study, we developed a sophisticated data col-
lection process based on high ecological validity to
faithfully reproduce actual sales dialogue system
usage scenarios, and we constructed a sales dia-
logue dataset that includes subjective user willing-
ness information. The analysis of the constructed
dataset yielded various insights into the relation-
ship between user willingness and sales success,
as well as valuable insights into effective sales talk
strategies. In the user evaluation experiment, we
found that explicitly considering user willingness
can effectively enhance the dialogue success rate.
In addition, the experimental results demonstrated
that incorporating sales talk strategies based on our
analysis can further increase the effectiveness of
considering user willingness in such systems. In
the future, we plan to develop a sales dialogue sys-
tem that can dynamically switch the target user
willingness type based on real-time user responses
to improve the performance of such sales dialogue
systems.

Limitations

In this study, we constructed a dataset that assesses
user willingness in sales dialogues; however, sev-
eral limitations must be acknowledged and consid-
ered. For example, the dataset was assembled for a
specific product category, i.e., wireless earphones,
which may limit the generalizability of the results
to other product categories. In addition, outcomes
may differ based on the price of the product and
the characteristics of the target users. In addition,
the dataset was collected in the Japanese language,
which could limit the applicability and generaliz-
ability of the findings to other languages or cultural
contexts. Finally, the user-side participants in this
study did not actually purchase a product; thus, it
remains uncertain to what extent their genuine in-
tentions were mirrored in the constructed dataset.
Therefore, to address this issue, we plan to conduct
a demonstration experiment in which users have
the opportunity to actually purchase a product.

Ethical Considerations

Prior to conducting the experiments in this study,
we obtained ethical approval (CAE-2023-06), and
the participants in the dialogue data collection and
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user evaluation experiments were sourced through
a crowdsourcing service. To ensure fair compen-
sation, an hourly wage of 1500 yen was provided,
which exceeds the minimum wage in Tokyo, Japan,
as of November 2, 2023. This payment was made
in accordance with the actual hours worked by the
participants. For the dialogue data collection pro-
cess, we employed the Wizard of Oz method as the
dialogue setting. This involved a dialogue between
a crowd-worker, who assumed the role of the user,
and an experienced salesperson who simulated the
sales dialogue system. Upon completion of the ex-
periment, a debriefing was conducted for the user-
side participants, where they were informed that
their dialogue partner was a human (not a comput-
erized system) to ensure transparency and ethical
integrity. In addition, in the user evaluation exper-
iment, we employed largescale language models
(i.e., the GPT-3.5 and GPT-4o models). Conse-
quently, there is a concern that harmful statements,
inaccurate information, or biases may arise during
language generation.
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A User Analysis

Motivation. Users with extremely low prepur-
chase intent are liable to be largely unaffected by
sales talk. Therefore, if the dataset contains many
dialogues by such users, measuring the effective-
ness of the sales talk can be difficult. This means
that the presence of users with low prepurchase
intent affects the quality of the dataset.

Result. As discussed in Section 4.1, all users par-
ticipating in the dialogue collection answered a
pre-purchase intention to purchase question prior
to participating in the sales talk. The distribution
of pre-purchase intentions of user-side participants
is shown in Figure 7. Only 26 of the 109 users indi-
cated that their pre-purchase intentions were lower
than “4: Neither,” indicating that the majority of
users had moderate or higher pre-purchase inten-
tions. Notably, no user in this dataset gave the low-
est score of “1” for pre-purchase intention. Based
on these findings, we conclude that our dataset is
of sufficient quality to allow us to measure the ef-
fectiveness of the sales talk.

Figure 7: Distribution of user evaluations regarding
prepurchase intentions.

B Dialogue Platform

The interface of the chat tool used in the experiment
is shown in Figure 8. The text chat tool is a system
based on slurk (Götze et al., 2022), and is deployed
on a cloud server. In the experiment, when the
participants access the chat tool URL, a pair of
user role and sales role participants are matched,
and the dialogue experiment begins automatically,
creating a chat room. In addition to basic text chat
features, this chat tool implements functions that
are appropriate for our study, such as displaying
and sharing product information, and ending the
dialogue.

Figure 8: Chat-tool interface for sales talk.
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