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Abstract

The rampant spread of cyberbullying content
poses a growing threat to societal well-being.
However, research on cyberbullying detection
in Chinese remains underdeveloped, primarily
due to the lack of comprehensive and reliable
datasets. Notably, no existing Chinese dataset
is specifically tailored for cyberbullying detec-
tion. Moreover, while comments play a cru-
cial role within sessions, current session-based
datasets often lack detailed, fine-grained anno-
tations at the comment level. To address these
limitations, we present a novel Chinese cyber-
bullying dataset, termed SCCD, which con-
sists of 677 session-level samples sourced from
a major social media platform Weibo. More-
over, each comment within the sessions is an-
notated with fine-grained labels rather than con-
ventional binary class labels. Empirically, we
evaluate the performance of various baseline
methods on SCCD, highlighting the challenges
for effective Chinese cyberbullying detection.

1 Introduction

The rapid proliferation of social media platforms
has exacerbated the severity of cyberbullying. Cy-
berbullying encompasses various forms of bullying
or harassment conducted via digital devices and the
Internet, where individuals can view, comment, and
share content (Alhajji et al., 2019). In response to
the rapid growth of harmful content on social me-
dia, increasing research efforts have been devoted
for automatic cyberbullying detection across vari-
ous languages (Cheng et al., 2019b; Ge et al., 2020;
Murshed et al., 2022; Maity et al., 2022), aiming
to curb abusive behaviors and prevent further harm
(Royen et al., 2017; Rosa et al., 2018).

Existing work on cyberbullying detection pre-
dominantly concentrates on analyzing isolated so-
cial media posts or comments. These sentence-
level detection methods commonly focus on text
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Figure 1: An illustration of a cyberbullying session from
Weibo with repetitive offensive behaviors.

analysis to identify aggressive and harassing con-
tents. For example, Dani et al. (2017) augmented a
unigram model with sentiment coherence attributes,
integrating TF-IDF values as content characteris-
tics to enrich the feature set. However, relying
solely on sentence-level content features would
constrain the ability to capture intricate contextual-
ization and diversity (Salawu et al., 2020), which is
of prominent importance for real-world cyberbully
detection. However, a broader session-level anal-
ysis is rarely touched in previous studies (Yi and
Zubiaga, 2023).

Social media sessions are ubiquitous ecosystems
of cyberbullying, which comprise a source post,
the subsequent series of comments and associated
attributes (e.g., post time, location and the number
of likes) (Yi and Zubiaga, 2022). A key charac-
teristic of cyberbullying is the repeated aggression
nature (Smith et al., 2008). Figure 1 shows an
example of a cyberbullying session. The repetitive-
ness cannot be captured by previous sentence-level
methods, which motivates researchers to move to
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Dataset lSeevseslion Size 3::11:; “
g%f}% )et al. Yes 970 31%
Xz}.c(zzy(;]m Yes 115864 e
(\;/3;1(%) et al. No 47000 16%

Table 1: The imbalance of available cyberbullying
datasets. If the dataset is session-based, size denotes the
number of sessions. Otherwise, it indicates the number
of texts. Balance index denotes the proportion of cyber-
bullying instances within the dataset.

session-level cyberbullying detection. Despite re-
cent advancements on session-level studies, they
focus on English (Cheng et al., 2021; Yi and Zubi-
aga, 2023), while the research on other languages
is insufficient.

Cyberbullying datasets are fundamental to the
development of effective detection models. How-
ever, there only exists a handful of English session-
level datesets, lacking Chinese datasets. Moreover,
existing datasets generally suffer from several lim-
itations. (1) The class imbalance existing at both
session and sentence levels (Yi and Zubiaga, 2022)
would degrade the performance of machine learn-
ing classifiers (Chawla, 2005; Zhang et al., 2016).
Table 1 highlights the imbalance factor in existing
datasets; (2) Only the overall session-level label
is provided, and the lack of fine-grained labels of
comments cannot support reliable and trustworthy
prediction.

To address these gaps, we introduce the first
publicly available Chinese dataset for cyberbul-
lying detection: SCCD (Session-based Chinese
Cyberbullying Dataset). SCCD is balanced and
contains 677 sessions, with 52.3% classified as
instances of cyberbullying. Each cyberbullying
session is annotated with an overall severity level
categorized as low, medium, or high. All comments
are carefully annotated, providing detailed labels
that capture multiple aspects of the text. Examples
of comments with fine-grained labels are shown in
Table 2. In particular, the dataset offers the source
post, the comments, user details and other relevant
attributes. For further details, please refer to Ap-
pendix A.

The key contributions of our work are summa-
rized as follows:

* To the best of our knowledge, SCCD is the
first open-source Chinese cyberbullying detec-
tion dataset, which systematically gathers and
formalizes sessions from diverse topics.

* SCCD also presents fine-grained annotations
of session comments to enable more detailed
analysis and more explainable detection.

* Experimental validation with several estab-
lished baselines on SCCD identifies the chal-
lenges for future research on Chinese cyber-
bullying detection.

2 Related Work
2.1 Cyberbullying Detection

Recently, most researchers have utilized methods
of deep learning to tackle the problem of cyber-
bullying detection. Cheng et al. (2019a) and Chen
and te Li (2020) used a hierarchical network to
model the structure of social media sessions and
applied an attention mechanism to capture multi-
grained embeddings. More recent research turned
into investigating temporal information of cyber-
bullying (Cheng et al., 2020; Soni and Singh, 2018;
Gupta et al., 2020). For example, Ge et al. (2020)
attempted to utilize the interactions of users them-
selves within a session by modelling topic coher-
ence and temporal user interactions.

In addition to text, numerous methods incorpo-
rated multimodal information into cyberbullying
detection. XBully (Cheng et al., 2019b) reorga-
nized multimodal social media data into a hetero-
geneous network. Maity et al. (2022) introduced
the task of sentiment-emotion-sarcasm aware mul-
timodal cyberbully detection and proposed an at-
tention based multi-task multimodal framework.

In conclusion, it is evident that research on cyber-
bullying detection in foreign countries has reached
a relatively mature stage. In contrast, this field re-
mains largely unexplored within China, partly due
to the lack of available Chinese datasets.

2.2 Cyberbullying Dataset
2.2.1 Non-Chinese Dataset

Efforts to build non-Chinese cyberbullying datasets
at the sentence level are comprehensive (Dadvar
et al., 2014; Wang et al., 2020; Maity et al., 2022),
but our focus is on session-based datasets. Two
session-based datasets (Hosseinmardi et al., 2015;
Rafiq et al., 2015) labeled each session as either
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Comment Cyberbully  Expression Sarcastic  Target Category
NS AT T - B .
When Henan people see a manhole cover, CB Implicit Yes Group Region

they just can’t resist stopping.
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CB Explicit No Individual -
Shut up, you loser!
oy AT !
B, R onch _ _ _

Damn, we lost.

Table 2: Three types of comments in SCCD: group-targeted cyberbullying comments, individual-targeted cyberbul-
lying comments and normal comments. CB refers to cyberbullying.

Dataset Size Expression Category Sarcasm Target Group Category
COLD (Jiawen et al.,

2022) 37480 X X v X

SWSR (Jiang et al., 2021) 8969 v b 4 v b 4
TOXICN  (Hartvigsen

etal., 2022) 12011 v X b 4 v

SCCD (ours) 38999 v 4 v 4

Table 3: Comparison between proposed dataset and other related Chinese datasets. The expression category

includes explicit expression and implicit expression.

cyberbully or non-cyberbully. Gupta et al. (2020)
extracted 100 sessions and manually labeled each
comment to study its temporal properties. Later,
Hamlett et al. (2022) expanded the labels to capture
diverse granularities, such as purpose, to explore
content patterns. These studies demonstrate that re-
searchers have increasingly focused on the analysis
of comments within sessions.

Nevertheless, current session-based datasets of-
ten lack detailed comment labels or are too small
for extensive research. Hence, our dataset provides
fine-grained annotations for all comments within
each session.

2.2.2 Chinese Dataset

There remains a dire scarcity of relevant dataset
in Chinese. To the best of our knowledge, there
is no available session-based Chinese dataset for
cyberbullying detection. In Table 3, we list all
relevant sentence-level datasets in Chinese to com-
pare with ours. Jiang et al. (2021) presented the
first Chinese sexism dataset as well as a large Chi-
nese lexicon and Jiawen et al. (2022) proposed the
first benchmark— COLD for Chinese offensive lan-
guage analysis. Previous work failed to separate
hate speech from general offensive language, so
Lu et al. (2023) proposed a fine-grained dataset of
Chinese toxic language with an insult lexicon.
However, they are not specifically designed for

Chinese cyberbullying. In addition, the available
datasets are not session-based, lacking the neces-
sary contextual information for analysis. Therefore,
our work presents the first Chinese cyberbullying
dataset with fine-grained analysis to fill these gaps.

3 Data Construction

3.1 Overview

In this section, we describe the annotation strate-
gies employed and the construction of SCCD,
which is divided into four stages: data collection,
data preprocessing, data annotation and data vali-
dation. An overview of data construction is shown
in Figure 2. Finally, a snapshot of basic statistics
of the final dataset is shown.

3.2 Data Collection and Preprocessing

In order to gain insights into the current status of
cyberbullying in China, we crawl the published
sessions from Weibo, a public online social plat-
form that serves as a prototypical representative
of Chinese social media due to its vast user base
composed predominantly of local individuals. Our
data collection employs two strategies: keyword
querying and crawling from typical instances of cy-
berbullying. This approach ensures that our dataset
captures both prevalent topics related to cyberbully-
ing as well as specific, high-profile cases that offer
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Figure 2: Overview of data construction. The data annotation process involves two steps: first, using a large
language model (LLM) to annotate the comments, and then manually labeling the conversations.

valuable insights into the phenomenon.

We find that cyberbully tends to occur in discus-
sions of several sensitive topics, including gender,
region, race, and LGBTQ. Therefore, we compile
a list of relevant keywords for each topic and use
them to obtain related samples. The collected key-
words are shown in Appendix B. Subsequently, we
manually compile a list of prominent cyberbully-
ing incidents in China over the past three years and
crawl data related to these events. In addition, to
ensure the representativeness and universality of
our dataset, we also crawl data from daily popular
events across various themes, including entertain-
ment, society, and politics. The overview of the
data distribution associated with the collection strat-
egy is presented in Appendix A.1.

User-generated content naturally contains a high
level of noise. To minimize the noise, we apply
various preprocessing steps to normalize the noisy
posts and comments. We clean the noisy informa-
tion in the original text, including URLSs, emojis,
white space and some irrelevant contents, such as
"retweeted Weibo posts." Meanwhile, we standard-
ize the text by converting all letters to lowercase
and transforming traditional Chinese characters
into simplified Chinese characters. To protect user
privacy, we anonymize the data, by removing all
@USERs from the text and encrypting the IDs.

3.3 Data Annotation

We have established a standardized annotation
guide to assist annotators in the fine-grained la-
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Figure 3: The annotation guideline of comments. It
outlines four key questions that determine the five labels.

beling of comments, which is shown in Figure 3.

3.3.1 Annotation Procedure

Huang et al. (2023) demonstrated the great poten-
tial of ChatGPT as a data annotation tool, due
to its better performance than human in detect-
ing implicit hateful speech and providing natural
language explanations. Cyberbullying and hate
speech, both categorized under toxic language,
share numerous similarities, particularly in their
implicit expressions, which pose significant chal-
lenges for detection. Therefore, to improve the
annotation efficiency, we introduce the large lan-
guage model (LLM) to facilitate the labeling pro-
cess. Considering the annotation requirements in
the Chinese context and after conducting evalua-
tions, we utilize Doubao-pro-128k as the annota-
tion tool. The annotation procedure consists of two
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distinct stages: comment annotation and session
annotation.

Comment Annotation. We propose a human-
in-the-loop approach to enhance the collaboration
between human annotators and the LLM. Initially,
the session’s post is provided to the LLM to estab-
lish context and background understanding. We
then employ demonstration-based prompting to en-
able few-shot learning in the LLM. Subsequently,
we engage a human-in-the-loop process: select a
subset of comments, label them with the LLM, ver-
ify these labels by human annotators, manually
rectify any erroneous samples and utilize them as
demonstrations, pass demonstrations to the LLM.
In Figure 2 we present the pipeline of our method-
ology.

Specifically, within the loop, we systematically
select comments in descending order of likes, pri-
oritizing those with a higher degree of popularity.
Human annotators are tasked with verifying the
labels generated by the LLM. If the accuracy of
the labels reaches 90%, the LLM is deemed a com-
petent annotator, and the remaining comments in
this session are subsequently labeled directly by
the LLM. Otherwise, the process will continue in a
loop until the threshold is met.

Session Annotation. Once all comments in a
session are annotated, human annotators review the
initial post along with the annotated comments to
determine whether the session involves cyberbul-
lying or remains normal. If a session is identified
as cyberbullying, human annotators will assess the
cyberbullying severity of the session.

3.3.2 LLM Annotation

To optimize the LLM’s performance as an annota-
tor, we employ prompt engineering to equip it with
the necessary knowledge and enhance its ability to
understand conversational contexts.

Role Definition. Defining explicit roles for
large language models (LLMs) is one of the most
prevalent approaches in prompt engineering, sig-
nificantly improving the quality and efficiency of
their responses. To leverage the extensive knowl-
edge encoded within large language models, we
define the LLM as a Chinese cyberbully specialist
and a social media veteran. The specific prompt is
presented in Appendix C.3.

Demonstration-based prompting. As a method
of few-shot learning, demonstration-based prompt-
ing, has been shown to activate the in-context learn-
ing capabilities of LLMs and guide the models to

Total Low Medium High Avg. L
. 354
CB Session (52.3%) 106 105 143 67.9
Avg. CB / 20.6 20.9 34.9 /

Table 4: The label distribution of the sessions in SCCD.
Cyberbullying sessions constitute 52.3% of the dataset.
CB refers to cyberbullying and Avg. L is the average
number of comments per session. Avg. CB denotes
the average number of cybeybullying comments per
session.

superior performance (Gao et al., 2021; Hartvigsen
et al., 2022). Here, owing to the strong correlation
between comments and conversational contexts,
we manually select and annotate a subset of com-
ments for each session, providing detailed expla-
nations to clarify the rationale behind each annota-
tion. Specifically, human annotators are instructed
to select 10% of the comments they deemed both
challenging and representative for LLMs. Then,
the carefully selected comments, along with anno-
tations and explanations, are passed to the LLM,
enhancing its annotation capabilities.

3.3.3 Human Annotation

We employed five native Chinese speakers from
our team for the labeling tasks, ensuring a gender
balance with three male and two female annotators,
all of whom possess expertise in cyberbullying re-
search. Each annotator underwent rigorous training
and passed an annotation test successfully.

3.4 Annotation Validation

As a key quality assurance measure, we sample
10% of the comments from each session and review
them for labeling accuracy. If the accuracy falls
below 90%, we manually reannotate all comments
within that session. We find that 9% of the sessions
failed to meet the required accuracy, with the lowest
accuracy being 81%. Among the errors, expression-
related issues are the most prevalent.

3.5 Data Statistics

Table 4 shows the label distribution of the sessions.
The dataset consists of a total of 677 sessions,
where 354 are tagged as cyberbullying (further la-
beled with cyberbullying severity). As it can be
seen, our dataset is balanced. Table 5 presents ba-
sic statistics of the final comments. Across all 677
sessions, 9,805 comments are labeled as cyberbul-
lying and 29,194 as non-cyberbullying.
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CB Expression  Sarcasm Target Group Category
Comments Exp. Imp. Yes No Ind. Grp. Sex. Reg. Rac. LGBTQ
S;;Eon 9380 (39%) 8262 1118 1270 8110 5593 3787 578 1390 1349 470
SonCB 58 371 54 56 369 269 156 30 90 29 7
€ss1on
Total 9805 (25.1%) 8633 1172 1326 8479 5862 3943 608 1480 1378 477

Table 5: The basic statistics of SCCD (Exp.: Explicit, Imp.: Implicit, Ind.: Individual, Grp.: Group, Sex.: Sexism,
Reg.: Region, Rac.: Racism). In the column "CB Comments," the values in parentheses indicate the proportion of

cyberbullying comments to the total number of comments.

We observe an imbalance in sample distribu-
tion across different categories of comments, with
notably fewer cyberbullying comments compared
to normal ones. This distribution mirrors the
real-world conditions of social media platforms
(Mathew et al., 2020). Therefore, we opt not to
implement additional interventions to address the
imbalance.

Next, we seek to elucidate the relationship be-
tween expression categories and sarcasm. Our cor-
pus contains 1,172 cyberbullying comments with
implicit expressions, of which 318 are marked as
sarcastic, while 854 are non-sarcastic. In contrast,
from a total of 8,633 comments with explicit ex-
pressions, only 1,008 are designated as sarcastic,
whereas the overwhelming majority, 7,625, are la-
beled as non-sarcastic. It indicates that implicit
cyberbullying comments are more likely to exhibit
sarcasm than explicit comments.

4 Experiments

To illustrate the complexity of cyberbullying detec-
tion at hand, we present initial experimental results
on the novel dataset, which are intended to serve
as benchmarks for further experiments. Since our
dataset contains labels for both sessions and indi-
vidual comments, the experiments are conducted
in two parts:

* CL-CD (Comment-Level Cyberbullying
Detection): We evaluate the performance of
several models in recognizing cyberbullying
instances at the sentence-level, which is to as-
sign the label y (CB or Non-CB) to the given
comment c.

* SL-CD (Session-Level Cyberbullying De-
tection): We present the results of session-
based cyberbullying detection methods on our
dataset.

4.1 Baselines

Here we introduce all baseline models of our ex-
periments.

Baidu Text Censor (Baidu TC)'. As a widely
used online API, it is designed to detect and filter
harmful and inappropriate content across various
online platforms.

COLDETECTOR (Jiawen et al., 2022). As
an offensive language detecting model based on
bert-base-chinese, it is fine-tuned on the proposed
COLDataset.

CNN (Kim, 2014). CNN is a type of feedfor-
ward neural network that incorporates convolu-
tional computations and possesses a deep structure,
widely utilized in single sentence classification.

LSTM (Hochreiter and Schmidhuber, 1997).
LSTM is a special type of Recurrent Neural
Network (RNN) that effectively resolves long-
sequence dependency via memory cells and gates.

BERT (Devlin et al., 2019). Bert is a language
representation model designed to pre-train deep
bi-directional representations from unlabeled text.
The version of bert-base-chinese,” which has 12
layers and 12 attention heads, is used as the base-
line.

RoBERTa (Liu et al.,, 2019). RoBERTa is
an optimised BERT-based model, which removes
Next Sentence Prediction (NSP), employs larger
datasets, longer training, and dynamic masking.
Similarly, we utilize the most commonly used chi-
nese version of Roberta, roberta-base-chinese.?

GPT-4 (Achiam et al., 2023). We use the version
of GPT-40. Due to the extensive length of sessions,
conveying all comments and supplementary infor-
mation to GPT is both economically burdensome
and inefficient. Hence, we provide only the post

"https://ai.baidu.com/tech/textcensoring

Zhttps://huggingface.co/bert-base-chinese

3https://huggingface.co/hfl/
chinese-roberta-wwm-ext
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Model Precision Recall Micro F1
Baidu TC 62.3 21.9 76.7
COLDETECTOR  64.0 39.0 79.2

Bert 70.24+4.2 62.5£5.7 84.2+0.8

Roberta 73.5+27 659457 85.8+0.2

Table 6: Results of various models on our dataset at the
sentence-level. The best results are in bold.

content and the five most-liked comments for anal-
ysis by GPT.

4.2 Experimental Setup

For the two experiments, different baseline models
are employed.

In CL-CD, four existing methods are evaluated:
Baidu TC, COLDETECTOR, BERT and RoBERTa.
BERT and RoBERTa are fine-tuned on the training
data to optimize model performance.

For SL-CD, we utilize three types of baseline
models: neural text classification models (CNN,
LSTM), several transformer-based pre-trained lan-
guage models (BERT, RoBerta) and a large lan-
guage model (GPT-4).

CNN is often used for single sentence classifi-
cation. In our experiment, we implement it at the
comment level, averaging the resulting comment
representations to derive a session-level represen-
tation. Likewise, we employ LSTM to model the
comments and classify sessions by averaging their
comment-level representations. In addition, PLMs
are limited in the length of the text inputs they
can handle (usually 512 tokens), while the lim-
ited length is not enough for social media sessions,
which poses a challenge for modelling lengthy so-
cial media sessions for cyberbullying detection.
Therefore, we utilize the truncation strategy de-
fined by Sun et al. (2019).

Implementation Details. We employ three
widely recognized evaluation metrics in cyberbul-
lying detection tasks: recall (R), precision (P) and
micro-F1 (Mic F1I), which are also typically used
in imbalanced classification tasks. All the samples
in SCCD are split into a training set and a test set
with a ratio of 7:3. All baselines, except for Baidu
Text Censor and COLDETECTOR, are repeated
five times, with average performance and standard
deviation reported.

4.3 Experimental Results
43.1 CL-CD

The experimental results are shown in Table 6.
Analysis of the experimental results leads to the
following conclusions:

(1) Achieving satisfactory performance on this
task solely with existing resources is difficult. To in-
vestigate whether Chinese cyberbullying texts can
be effectively detected by current resources alone,
we evaluate Baidu TC and COLDETECTOR. How-
ever, they perform poorly on our dataset, with recall
scores of only 0.219 and 0.39. The low recall indi-
cates that the models frequently fail to detect actual
instances of cyberbullying, resulting in a high rate
of missed identifications. This suggests significant
limitations in handling cyberbullying texts that are
subtle, ambiguous, or implicitly expressed.

(2) Our dataset facilitates the advancement of
Chinese cyberbullying detection in online commu-
nities. The fine-tuned BERT and RoBERTa models
demonstrate exceptional performance, significantly
outperforming other models with an average recall
score improvement of 33.75%.

(3) Despite fine-tuning, the models still show
limited effectiveness in discovering the cyberbully-
ing contents, often recognizing cyberbullying texts
as Non-CB. We hypothesize that the low recall may
be attributed to a lack of contextual information.

4.3.2 SL-CD

This set of experiments seeks to show the perfor-
mance of existing session-based models when uti-
lized within Chinese linguistic contexts. According
to Ge et al. (2020) and Yi and Zubiaga (2023), three
categories of baselines are used to be evaluated on
the dataset. The results are reported in Table 7.
From the table, we can find that:

(1) Compared with traditional neural text classi-
fication models, the pre-trained language models
achieve better performance, even when provided
with a limited subset of comments. The superior
performance of PLMs can be attributed to their ad-
vanced feature extraction capabilities and the com-
prehensive language understanding gained through
pre-training.

(2) As expected, GPT achieves the best perfor-
mance across all evaluation metrics, particularly
excelling with an exceptionally high recall (89%),
which indicates that large language models hold
great potential for cyberbullying detection at the
session level.
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Approach Model Precision Recall Micro F1
Neural text CNN 86.4+9.9 63.8 + 12.4 72.0 428
classification models LSTM 82.9+ 1.7 63.3 + 10.6 717443
Pre-trained Bert 89.5+ 7.5 84.7 + 8.8 84.9 4+ 2.3
language models Roberta 91.9+3.7 83.4+2.1 86.3+ 1.8
Large
GPT-4 91.4 89.0 90.0

Language models

Table 7: Evaluation of three types of session-based cyberbullying detection models. The best results in each group

are shown in bold.

Approach Precision Recall Micro F1
Most liked comments 91.4 89.0 90.0
Without comments 90.4 64.5 77.9
Random comments 92.0 78.6 85.3

Table 8: Performance of GPT with different comment
selection strategies. The best results are in bold.

(3) While all models achieve high precision, their
recall rates are relatively lower in comparison. For
example, CNN achieves notable performance in
precision (86.4%), but its recall rate is only 63.8%.

Finally, we conduct additional experiments to
explore the significance of comments in session-
based cyberbullying detection. We use GPT as
the baseline model, maintaining the experimental
setup used in SL-CD. Additionally, we design two
control experiments: one without comments and
another with randomly selected comments. The re-
sults are presented in Table 8. Without comments,
GPT demonstrates a low recall (64.5%), signifi-
cantly underperforming compared to when com-
ments are included. This highlights the importance
of comments in session contexts. In addition, com-
pared to randomly selected comments, using the
strategy of selecting comments with the most likes
improves the recall score by 10.4%. The improve-
ment means that highly liked comments tend to
be more representative and contain richer informa-
tion, enhancing the model’s ability to comprehend
context and detect cyberbullying more effectively.

5 Conclusion

In this paper, we propose SCCD, a Chinese session-
based dataset, which represents a pioneering effort
for Chinese cyberbullying detection. We annotate
the entire corpus of session comments with a fine-
grained labeling scheme, which is overlooked by
existing session-level datasets. Comments with de-

tailed labels enable diverse research directions in
the field of cyberbullying, like studying temporal
properties of cyberbullying and mitigating bias. It
can also be used as a benchmark for the evaluation
of cyberbullying detection models. We evaluate
various types of widely used models and reveal
that detecting cyberbullying in Chinese contexts
is challenging. Additionally, through comparative
experiments, we highlight the critical role of com-
ments in enhancing the effectiveness of session-
based cyberbullying detection. We expect that our
resources, benchmarks, and analyses will assist
relevant professionals in detecting cyberbullying.

Limitation

The annotations for our comments are primarily
generated by a large language model. Although
partial manual verification and random sampling
checks are conducted to ensure a certain level of
accuracy, labeling errors are inevitable in data that
have not undergone human review. If all comments
were annotated manually, the performance of the
existing model would likely improve significantly.

Furthermore, during the data collection, we use a
keyword-based query approach focused on specific
topics. This method may introduce potential biases
into our dataset, such as lexical bias. In future
work, we plan to explore ways to mitigate biases
in conversation-based cyberbullying datasets.

Ethical considerations

During the data collection, we strictly adhere to
the terms of service of the relevant platforms. All
user-related data undergo rigorous de-identification
procedures to ensure that no personally identifiable
information is disclosed.

The objective of our research is to detect and
safeguard against cyberbullying, rather than to
propagate harmful content. The dataset introduced
is designated exclusively for academic research
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and for the development of tools aimed at prevent-
ing cyberbullying. Additionally, any aggressive or
derogatory content utilized within this paper serves
an illustrative function and does not reflect the per-
spectives of the authors.
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A Supplement of Dataset Description

A.1 Source Composition of Sessions

Our data were collected through three different
strategies. Here, we provide an overview of the
data distribution associated with each strategy. Al-
though we do not have precise statistical data,
based on our estimates, keyword-related data ac-
count for over 30%, data related to major events
account for over 20%, and data related to everyday
popular events account for over 40%.

A.2 Details of Dataset

To enable researchers to understand and utilize our
dataset, we provide a detailed description of its
components. The dataset consists of four parts:
post information, comment information, repost in-
formation, and user details.

A.2.1 Posts

The original post functions as both the starting
point and the central content of the entire session.
Consequently, we offer detailed information for
each post, including the poster’s ID, posting time,
number of likes, number of comments, number of
reposts, and the content of the post. A sample is
shown in Figure 4.

O}
"post_id": "WfHrmaH2CToBiLTy",
"user_id": "gm787PQCEdFoMkMB",
"publish_time": 1694788874,
"like_num": 228,
"comment_num": 65,
"repost_num": 21,
"post_content™: "ENEHHRESA: HF1962FH)
kT, BEASEANMSEHE! "
"label": "CB",
"cyberbullying_severity": "high"
}

Figure 4: A sample of post information in the dataset.

To address the impact of time zone discrepancies,
we standardize posting times using UNIX times-
tamps. It is important to note that the number of
comments or reposts we have stored may be less
than the numbers reported here, as some contents
may have been deleted or blocked.

A.2.2 Comments

In our dataset, we provide information related to
comments, including comment ID, post ID, user

ID, comment time, number of likes, comment con-
tent, ID of the replied comment, and five annotated
labels. An example is presented in Figure 5.

O
"comment_id": "pRW4XJALTmZ2wBIu",
"post_id": "363S0OE9elOwaQx|7",
"user_id": "_p-obyv2MIJPmmé6c;j",
"comment_time": 39,
"like_num": 6,
"comment_content™: "[EREEKNE"
"to_id™: ",
"label": "CB",
"expression™: "Explicit",
"sarcasm™": "No",
"target": "Individual",
"group category™: "N/A"

}

Figure 5: An example of comment information in the
dataset.

To further investigate the temporal properties of
cyberbullying, the comment time is recorded as
the difference from the original post’s timestamp,
measured in minutes. If a comment is not a reply
to another comment, the to_id field remains empty.

A.2.3 Reposts

Similar to Twitter, Weibo allows users to repost
others’ posts with additional comments. Posts cre-
ated through reposting are commonly referred to
as "quote posts". We also provide information on
quote posts within the sessions, as this form of
content dissemination can potentially initiate or
escalate cyberbullying incidents. In Figure 6, we
present an illustration of repost.

O{
"repost_id": "iqy74spYixEvcdbhS",
"post_id": "ieiuTdnh5J4xvJPo",
"user_id": "x70bX2WtOjhDRRiq",
"repost_time": 548,
"like_num": 33,
"comment_num': 3,
"repost_num'": 39,
"repost_content™: "G)&zE(!

Figure 6: A sample of repost in the dataset.

The handling of repost time follows the same
approach as comment timestamps, being converted
into time differences. In addition, if a user reposts
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a Weibo without adding a comment, the platform
automatically sets the repost content to "Repost
Weibo." In such cases, we remove the repost con-
tent.

A.2.4 User Details

The dataset includes information on three types of
users: posters, commenters, and reposters. The
user information includes user ID, gender, personal
description, location, number of followers, number
of friends, number of posts, number of likes re-
ceived, and user type. Here we provide an example
in Figure 7.

o1
"user_id": "knLZarWphCgnYTQe",
"gender": "f",
"description™: "AHEX, ",
"location": "jE4h EE",
"fan_count™: 620,
"follow_count": 276,
"post_count": 157,
"like_count™: 79,
"user_type": "HISHRKIEAN"

Figure 7: Overview of all stored information for a user
in the dataset.
B Keywords of Data Collection

The keywords of each topic used in data collection
are shown in Table 9.

Topic Keywords

Sexism  EAF 7, PERNBHL, PIPE, 4S 40,
i, d2, #AL
IR, WA, RAEA, EALTT,

Region  1%F, Fb4, LI E SR, LigHESN,
FELR, N, EE, T

Racism o A, BHA, B EIEA, |
LN

LGBTOQ léb/ig [Rl, Z [, WA, B,

Table 9: Topic and keywords.

C Details of Annotation

C.1 Demonstration

When utilizing the LLM for annotation, we em-
ploy demonstration-based prompting to guide the

process. A sample of demonstration is shown in
Figure 8.

Demonstration

e BIEICATEZRA

RE: {CB, Implicit, Yes, Group, Region}
5. SLUEEEMTe, T EERETH, FER
FitA, BRSERINRIGILAZEE

Figure 8: A demonstration from the annotation process,
which includes a comment, five lables and an explana-
tion.

To ensure accuracy, each example is thoroughly
discussed, and the final label is jointly determined
by all annotators. What’s more, the core of the
demonstration lies in providing detailed explana-
tions to help annotators clearly understand the
meaning of complex comments. The primary goal
is to assist the LLM in accurately labeling com-
ments that are highly ambiguous or polysemous,
thereby avoiding misunderstandings or biases. This
process enhances the overall accuracy and consis-
tency of the annotations.

C.2 Annotation Guideline

The annotation guideline of comments is presented
in Figure 3. Therefore, we provide the annotation
guide for sessions, as shown in Figure 9. It is im-
portant to note that a session will not be labeled as
cyberbullying simply because it contains a few cy-
berbullying comments. A session is only classified
as cyberbullying when the amount of cyberbullying
content reaches a certain threshold.

Task: Cyberbullying Session Annotation

Q1: Please read the original post and comments, adding relevant background
information if necessary. Considering the entire conversation, do you think it is
cyberbullying? Cyberbullying is defined as intentional behavior aimed at harming
others, typically through attacks, insults, demeaning remarks, or defamatory

statements.

O Yes, it is cyberbullying (Go to Q2)
O No, it is not cyberbullying (End)

Q2: Please evaluate the overall level of cyberbullying within the session, taking into
account all comments. It is important to consider the emotional tone of the entire
session, rather than focusing solely on explicit cyberbullying remarks. Excessive

criticism or accusatory comments may also escalate the level of bullying.
O Low

O Medium
O High

Figure 9: Summary of our session annotation guide-
lines.
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C.3 Prompt of Role Definition

In this section, we provide the detailed prompts
designed within the role definition. The special
prompt is as follows:

You are an expert in Chinese language
analysis and a seasoned internet user
deeply familiar with online culture and
communication styles. You excel at iden-
tifying bullying behavior in online inter-
actions, including explicit and implicit
expressions, as well as sarcasm or humor
that may disguise aggressive language.
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