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Abstract

Infants are capable of learning language, pre-
dominantly through speech and associations, in
impoverished environments—a phenomenon
known as the Poverty of the Stimulus (POS).
Is this ability uniquely human, as an innate
linguistic predisposition, or can it be empiri-
cally learned through potential linguistic struc-
tures from sparse and noisy exemplars? As
an early exploratory work, we systematically
designed a series of tasks, scenarios, and met-
rics to simulate the POS. We found that the
emerging speech model wav2vec?2.@ with pre-
trained weights from an English corpus can
learn well in noisy and sparse Mandarin envi-
ronments. We then tested various hypotheses
and observed three pieces of evidence for ab-
straction: label correction, categorical patterns,
and clustering effects. We concluded that mod-
els can encode hierarchical linguistic abstrac-
tions through exemplars in the POS environ-
ments. We hope this work offers new insights
into language acquisition from a speech per-
spective and inspires further research.

1 Introduction

Humans are excellent language learners. Many
complex phenomena that the best linguistic theo-
ries today cannot thoroughly describe yet- coar-
ticulation, grammar (Hardcastle and Hewlett,
1999)—are easily perceived and proficiently used
by a 3-year-old infant (Lust, 2006; Tardif, 1993),
without any formal study in Phonetics and Syn-
tax. This drives linguists represented by Chomsky
(1986, 2011) to form a strong belief that there exists
an innate predisposition in the human brain dedi-
cated to language processing. One key argument
supporting the theory is the Poverty of the Stimulus
(POS) (Chomsky, 1980, 2014), which claims that
the linguistic input available to children is inad-
equate to account for the sophisticated language

*These authors contributed equally to this work.

abilities they acquire according to empiricist theo-
ries (Pullum and Scholz, 2002), including sparse
environments (Longa and Lorenzo, 2008) and mis-
leading noise (Roberts, 2016). Meanwhile, many
studies (Clark and Lappin, 2010; Legate and Yang,
2002; Cook, 1991; Piantadosi, 2023) have chal-
lenged this argument by arguing the existing advan-
tages in infants’ learning are sufficient to overcome
POS environments (Warstadt and Bowman, 2022).

Recently, we have witnessed the great break-
through of Neural Networks (Achiam et al., 2023)
and challenged the longstanding linguistic assump-
tion that only humans can understand language
well (Chomsky, 2002). However, unlike infants
learning languages in POS environments, machines
are mostly trained on sufficient data of carefully
annotated labels with huge memories. This obser-
vation naturally raises an insightful question, which
could test the hypotheses and assess the robustness
and generalization capabilities of neural networks
under real severe scenarios:

Can models also perform as well as infants
within the Poverty of the Stimulus Environment?

As our first contribution, we found that the
speech model can perform well in the Poverty of the
Stimulus environments, supporting the empiricist
theories and showing superior learning capabilities.
Considering that infants primarily acquire language
through speech and associative learning (Mattock,
2012), we selected phoneme and tone recognition
as two fundamental and representative tasks and
designed sparsity and noise scenarios, to simulate
the Poverty of the Stimulus environments using the
wav2vec?.0 (Baevski et al., 2020) speech model.
We found that by fine-tuning pretrained weights
from an English corpus, the model can recognize
phonemes with 93.81% accuracy and tones with
92.32% accuracy in Mandarin using only one label
per utterance. Even with 90% of training labels be-
ing incorrect, the model can recognize phonemes
with 93.41% accuracy. Contextual tone acquisition
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Figure 1: An Overview of inner structures and potential learning mechanisms in the Poverty of the Stimulus (POS)
environments. Left: Human brains and wav2vec2.@ models can learn in POS environments, while typical animals
and basic 3-layer MLPs cannot. Right: Two potential perception mechanisms: Exemplar Model, which relies on
stored instances and comparison, and Linguistic Abstractions.

experiments showed the impact of surroundings on
model recognition is similar to human perception,
known as carryover and anticipatory effects (Flege,
1988; Xu, 1993).

Based on these findings, we sought to offer new
insights into the underlying mechanisms. Addition-
ally, this can help determine whether observations
are simply based on memorization (Bender and
Koller, 2020) from limited datasets.

As our Second contribution, we found the per-
ception follows a mixture hypothesis instead of a
dichotomy (Ambridge, 2020a): The model learns,
corrects, and re-represents exemplars—speech and
labels—into abstractions as parameters, moving
beyond simple memorization. Firstly, with 90% of
training labels being incorrect, the speech model
not only performs well but correctly labels 93.82%
of the training data compared to the original 10%
correct training labels. Secondly, non-central
frames showed high probabilities—92.14% for
matching phoneme labels and 91.47% for tone la-
bels, each with only one label per utterance. Ad-
ditionally, the embeddings of non-central frames
from different categories were separated and clus-
tered around the same central frame clusters. The
experiments also demonstrated that the speech
model robustly encodes abstractions with noise
levels up to a high threshold, beyond which perfor-
mance rapidly deteriorates.

2 Background

Poverty of the Stimulus. Poverty of the Stimu-
lus (POS) proposes that entities do not encounter
sufficiently rich data within their environments to
develop their capabilities, a phenomenon that has

been found in many species. For example, bees
could successfully navigate to food on their first ex-
posure during heavily overcast mornings (Dyer and
Dickinson, 1994; Gallistel, 2009), indicating an
innate endowment (Berwick et al., 2011). Several
studies have found that neural vision (Vong et al.,
2024) or language models (Begus et al., 2023a;
Forster et al., 2018; Yedetore et al., 2023; Ma-
howald et al., 2024) can learn meaningful represen-
tations in human acquisition or POS environments.
However, given that infants primarily acquire lan-
guage through speech and associative learning, the
study of simulating speech POS environments and
their perception mechanisms is important yet less
explored.

Exemplar Models. Exemplar Theory (Am-
bridge, 2020b) argues that unwitnessed forms are
produced and understood through on-the-fly anal-
ogy across all exemplars. Under Exemplar The-
ory, hearing or saying "apple" involves no fixed
phoneme retrieval. Instead, the brain constructs the
word by referencing a multitude of stored exem-
plars—varied pronunciations of "apple" heard in
the past and each exemplar carries phonemic com-
ponents. Mahowald et al. (2020) noticed that neural
networks cannot definitively preclude abstraction,
raising an open question: are modern neural net-
works truly examples of exemplar models?

Categorical Perception: Liberman et al. (1957)
proposed Categorical Perception by observing that
humans simplify the variety and number of sounds
into distinct phoneme categories, as a well-known
pattern of speech abstractions. For example, when
an infant hears the phrase "apple’, the continuous
speech is not perceived uniformly but most frames
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Figure 2: An overview of our task selection. Each frame is represented by a small square, and each syllable
is indicated by a bold bracket, containing multiple frames. Left: A segment of Mandarin audio (waves) with
corresponding words, tonal syllables, tones, and initials & finals. The tasks include tone classification (5 labels)
and initials & finals classification (66 labels). Right: Using the tone classification task as an example, only the
predictions for the middle frame of each syllable are used to compute loss and accuracy. The same approach is

applied to the initials & finals classification task.

are segmented into distinct phonemes /&/, /p/,
and /1/ and the transitions are sharp (Hauser et al.,
2002).

3 Methodology

3.1 Task Selection: Phoneme and Tone
Recognition as Fundamental Language
Acquisition Abilities

Humans can acquire language through speech and
associative learning during infancy. During the per-
ception, recognizing phonemes and pitch variations
are basic and representative abilities. Phonemes,
as the segmental elements, abstract continuous
sounds into distinct units by filtering out non-
essential details, a fundamental abstraction also
observed in other mammals like sperm whales (Be-
gus et al., 2023b). Pitch variations, in contrast,
enrich these units by conveying nuances such as
emotions (Mozziconacci, 2002) and grammatical
structures (Yip, 2002). In tonal languages like Man-
darin, pitch variations are classified into specific
categories known as tones, and different tones rep-
resent different meanings. Recognizing tones relies
on context due to factors including tonal coartic-
ulation (Hardcastle and Hewlett, 1999) and tone
sandhi (Chen, 2000).

Therefore, we selected the two basic and rep-
resentative tasks in experiments: tone classifica-
tion (5 labels) and phoneme classification (66 la-
bels). As illustrated on the left of Figure 2, each
audio segment corresponds to a transcription of
tones along with initials and finals (phonemes),

forming a sequence of categories. During training,
only the central frame of each tone or phoneme
is labeled with a target, and all other frames are
labeled as category ’0’, which is excluded from
loss calculations. Assume we have N utterance-
label pairs (L;, Yz)f\il We denote the label Y; of
the i-th utterance as Y; = (y; 1, ..., Yix,) and the
prediction as Y; = (¥i,1s - Uik, ), frame by frame.
We adopt the loss function as Equation 1, following
the study (Yuan et al.).

ks

N
1
LOSS:—NZZyZCIOgy'LL XI{yzc#o} (l)

i=1 c=1

3.2 Task Setting: Sparsity and Noisy Labels to
Simulate POS environments

To simulate the Poverty of the Stimulus environ-
ments, we designed two scenarios: sparsity and
noise, as illustrated in Figure 3. We also examined
the contextual influence by adjusting the surround-
ings of the target, considering that tone recognition
relies on context.

Sparsity Scenarios. In the sparsity scenarios,
we quantified model performance by varying the
degree of label sparsity, from complete labels to
having only one label per utterance. This approach
allowed us to systematically study how different
levels of sparsity affect the model’s recognition
capabilities.

Noise Scenarios. In the noise scenarios, we ex-
amined the effects of label replacement by setting
different replacement rates and adjusting the posi-
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Figure 3: An overview of our task setting exemplified by tone classification. Each frame is represented by a small
square, and each syllable is indicated by a bold bracket, containing multiple frames. Left: Sparsity experiment,
showing each utterance with 50% of labels (bottom) and each utterance with only one label (top). Right: Noise
experiment. For the position part, ’front’ indicates randomly retaining a certain proportion of syllables and randomly
selecting an incorrect label of the syllable to the front; "back’ indicates selecting an incorrect label of the syllable to
the back; and "both’ indicates replacing the incorrect labels on both sides. For the strategy part, ‘'random’ means
randomly selecting from the overall labels (marked in blue), while ’incorrect’ means randomly selecting from the
remaining labels not belonging to the syllable (marked in red).

tion of randomly placed labels. We assessed how
noise introduced at the front, back, and both posi-
tions of a syllable impacts recognition performance.
Two types of noise conditions were tested: one in-
volved randomly selecting labels from the overall
labels, and the other involved selecting incorrect
labels from the remaining labels not belonging to
the syllable.

3.3 Task Evaluation: Probing Performance
and Acquisition Theories

Due to the black-box nature of neural networks,
it is challenging to understand their internal work-
ings. To address this, we chose several metrics to
evaluate the performance and acquisition theories.

Performance Evaluations. The effectiveness
of the model and the impact of different POS envi-
ronments can be directly evaluated by the accuracy
variations on the test sets in various sparse and
noisy simulation experiments.

Memorization Probes. In noise scenarios, we
substitute a fraction of the true labels from the
training set, denoted as ), with incorrect labels,
referred to as the replaced labels ),.. Subsequently,
we fine-tune the model using this modified training
set. Then, we evaluate the degree of memorization
by comparing the accuracy on the training set us-
ing the true labels ), and replace labels ), as the

ground truth, respectively. If the model achieves
high accuracy on the replace labels ), but low ac-
curacy on true labels )}, it suggests that the model
tends to memorize samples. Conversely, it implies
noisy environments contain learnable hierarchical
linguistic rules, and models can correct replaced
labels and generalize beyond mere memorization.

Categorical Patterns. We treat frames within
a phoneme as different representations of the
phoneme and compare their probabilities to test
whether they were categorized through categori-
cal perception or memorized as exemplars. First,
we compute the average probabilities for the cen-
tral and all frames of each tone or phoneme with
the target label. If categorical patterns are present,
both probabilities should be high. However, if the
probability for all frames is significantly lower, it
suggests continuous variation among phonemes,
indicative of exemplar theory. Furthermore, we
provide intuitive visualizations by plotting average
probability changes from one syllable to the next.
Categorical patterns will manifest as parallel lines
with steep slopes corresponding to syllables, while
exemplar theory would be represented by a nearly
smooth, continuous line.

Clustering Effects. Considering the tone clas-
sification task has only five labels, we extracted
the last layer features of frames from the test set
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and conducted dimensionality reduction. If clear
clustering patterns are observed and correspond to
the target category, this further substantiates the
model’s abstraction capabilities.

4 Experiments Setup

Data. Our experiments utilized the Aishell-1
dataset (Bu et al., 2017), a commonly used re-
source for Mandarin automatic speech recognition
(ASR). This dataset includes 165 hours of read
speech along with word transcriptions in Mandarin
Chinese, collected from 400 speakers. It is par-
titioned into training, validation, and testing sets,
comprising 150 hours, 10 hours, and 5 hours of
speech, respectively.

Forced Alignment. We performed forced align-
ment on the dataset, using an HMM-GMM based
forced aligner trained with the HTK toolkit* and the
pronouncing dictionary provided with the dataset.
In the dictionary, words are transcribed into initials
and tonal finals in Pinyin, the Romanized phonetic
transcription system for Mandarin Chinese. From
the results of forced alignment, a label was assigned
to every frame in an utterance. The central frame
within the boundary of a tone or phone received the
corresponding label, while all other frames were
labeled as ’0’. This ’0’ label represents a special
category that is excluded from cross-entropy loss
computation during fine-tuning. The framerate was
set at 20ms to align with the output framerate of
Wav2Vec?2.0.

Model. We finetuned the Wav2Vec2.0 large
model, which was pre-trained on 960 hours of Lib-
rispeech audio (1ibri960_big.pt), to perform ex-
periments on tone and phoneme recognition. A
fully connected layer was added on top of the
Wav2Vec2.0 model to convert the contextual rep-
resentations into label tokens. Subsequently, the
entire model is fine-tuned by minimizing a cross-
entropy loss, with the O’ category excluded from
the loss calculation. The experiment was carried
out using the Fairseq platform . Initially, only
the output classifier was trained for the first 10k
updates, followed by fine-tuning of the entire net-
work. The maximum token count was set to 1 mil-
lion, equivalent to 62.5 seconds of audio sampled
at 16 kHz, and the learning rate was 1le-5. The total
number of updates was set to 100k. It took approx-
imately 12 hours for a model to be trained on an

“https://htk.eng.cam.ac.uk/
"https://github.com/facebookresearch/fairseq

A100 GPU. During inference, each audio utterance
was fed forward through the fine-tuned model. The
model’s output at the central frame of every phone
or tone was compared against its reference label to
compute the classification accuracy.

S The Speech Model Performs Well in
POS Environments

In this section, we investigated whether the speech
model could perform well in POS environments
by examining the accuracy variations across vari-
ous sparse and noisy simulation experiments. To
simulate the sparse POS, we randomly selected a
number of non-“0" labels (i.e., tone and phoneme
labels at the center of the unit) from the label se-
quence and replaced them with “0” for each ut-
terance, which is ignored in training. For noisy
POS, we replace some labels in the training data
with incorrect ones. For example, a label *T1” was
replaced with one randomly selected from other
tones, or a label ’a’ was replaced with one ran-
domly selected from other phonemes. The same
pre-trained wav2vec?2 .0 model was fine-tuned us-
ing labels generated with these strategies and were
then used to perform inference on the test set.

5.1 The Speech Model Performs Well in
Sparse POS Environments

We set different proportions of labels in an utter-
ance to be kept in the training set, without replacing
them with “0”: all labels, 75% of labels, 50% of
labels, 25% of labels, and only 1 label was not re-
placed with “0”. Specifically, tone and phoneme
recognition utilized 7.1% and 3.5% of training la-
bels with only one label per utterance.

Discussion (Left). The results in Fig 4-left
show that the model performs well in sparse en-
vironments. As the proportion of labels per ut-
terance used for training decreases, the model’s
performance only slightly lowers. Even with only
one label per utterance for training, the models in
sparse environments are quite robust, with perfor-
mance decreasing by only 2.65% for phonemes
(from 96.46% to 93.81%) and 3.63% for tones
(from 95.95% to 92.32%).

5.2 The Speech Model Performs Well in Noisy
POS Environments

To test the noisy environments, we choose differ-
ent proportions in an utterance were replaced with
another tone/phoneme label: 1 label per utterance,
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Figure 4: Phoneme and tone recognition accuracy on the test set in POS Environments. Left: Accuracy with All,
90%, 75%, 50% 25%, 10% labels and only 1 label per utterance. Mid: Accuracy with no, 1, 25%, 50%, 75%, 90%
labels and all but 1 (1 Right) label per utterance replaced from incorrect labels. Right: Accuracy with no, 1, 25%,
50%, 75%, 90% labels and all but 1 (1 Right) label per utterance are incorrectly replaced and replaced uniformly
from four fixed phoneme classes.

Task
Acc (%)

13 Random
60.18%

13 Incorrect
44.86%

Back Random
72.61%

Front Random
70.79%

1 Correct
92.32%

2 Correct
93.40%

3 Correct
94.09%

Table 1: Tone recognition accuracy on the test set under different surroundings.‘k Correct* indicates sequences
with k consecutive correct tones per utterance. ‘Front Random‘ and ‘Back Random‘ describe scenarios where two
consecutive tones have either the first or last label randomized and the other correct per utterance. ‘13 Incorrect®
and ‘13 Random‘ signify 3 consecutive labels per utterance, where the first and third labels are incorrect and

randomized respectively, with the middle label remaining correct.

25% of the labels, 50% of the labels, 75% of the
labels, 90% of the labels, and finally only 1 label
per utterance was not replaced with an incorrect
one (1 Right).

Discussion (Mid). The experimental results on
the test set in Fig 4-mid show that the model per-
forms well in noisy environments. With 50% of
the data incorrectly replaced, phoneme recognition
achieves 95.98%, and tone recognition achieves
90.36%. Moreover, the model is more robust
in recognizing phonemes than tones, with perfor-
mance decreasing by only 0.74% for phonemes
(from 95.98% to 95.24%) and 29% for tones (from
90.36% to 61.43%) when 75% of the data is incor-
rectly replaced. One key reason is that tones are
contextual and influenced by factors like coartic-
ulation (Hardcastle and Hewlett, 1999) and tone
sandhi (Chen, 2000), making them harder to recog-
nize than phonemes (McBride-Chang et al., 2008).
It is worth noting that the tone recognition rate
plummets to 5.54% under the 90% incorrect labels
setting, signifying a collapse of the models due
to incorrect attacks. This implies that the model
might robustly handle biased noise up to a certain
threshold, beyond which its performance rapidly
deteriorates.

To further test this, we examined more biased
phoneme labels, selecting incorrect labels uni-
formly from just four classes. The four classes
were randomly chosen from all 66 classes and then
fixed.

Discussion (Right). Results in Fig 4-right sup-
port the assumption: the model is robust but de-
teriorates beyond a certain attack threshold. The
experimental results show that up to a certain limit,
from 0% to 50%, the model performs well for both
correct labels and incorrect labels replaced only
from four specific phoneme classes. Even at the
50% level, the model with the Incorrect(4) setting
outperforms. However, when the proportion in-
creases further, the model’s performance rapidly
declines. In the 90% Incorrect(4) labels setting, the
recognition rate drops sharply to 0.14%.

5.3 Contextual Tone Acquisition as
Contextual Recognition

As Fig4-right shows, tone recognition is more af-
fected by context compared to phonemes. Relying
on this, we choose different noisy surroundings to
test their influence of the speech model.
Discussion. As illustrated in Table 1, we found
the surroundings matter. Both front and back labels
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Figure 5: We compared the average probability values at the central frame with the corresponding average probability
values within the boundaries produced by forced alignment for the given true label classes. This comparison was
performed for two different tasks: phoneme (left) and tone (right).

significantly influence tone recognition, causing
a performance decrease of more than 20%. This
aligns with the carryover and anticipatory effects
in tonal phonetics. The carryover effect appears to
have a greater impact on tone recognition than the
rear label, resulting in an additional 1.82% error
rate, consistent with the findings described in the
study by Xu (1993). An incorrect front tone label
may lead to a shift in the preceding tone feature,
affecting attention at the signal level and resulting
in decreased accuracy. In addition, incorrect la-
beling, compared to random labeling, has a more
severe impact on the language acquisition process,
even though there is only a difference of one class.
The accuracy drops by 33.51% (from 94.09% to
60.18%) with random labels, while incorrect label-
ing results in a decrease of 49.23% (from 94.09%
to 44.86%).

6 Language Acquisition Theories in POS
Learning Environments

From above, the models trained under different
sparsity and noise conditions perform well on tone
and phoneme recognition in POS environments.
To explore the underlying acquisition theories, we
conducted a series of experiments.

6.1 Beyond Memorization: Speech Model
Corrects Noisy Training Labels

As illustrated in Fig 4-mid, the speech model per-
forms consistently well across various noise levels.
We further calculated the accuracy of the training
set with replaced and true labels as the ground truth
separately to test if the performance was simply
based on memorization and analogy.

Discussion. The experimental results in Fig-
ure 6 show that the model does not solely depend
on memorizing and comparing each specific exem-
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©
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000
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Figure 6: Phoneme recognition accuracy with replaced
labels and true labels as ground truth on the training set,
with no, 1, 1%, 25%, 50%, 75%, 90% labels and all but
1 (1 Right) label per utterance incorrectly replaced.

plar, even though the model learns through exam-
ples. Instead, it efficiently encodes large amounts
of noisy training data into meaningful abstractions
represented by parameters. As the proportion of re-
placed labels increases, the accuracy with replaced
labels significantly decreases. As noise levels in-
crease, the accuracy associated with the true labels
decreases slightly, whereas the accuracy of the re-
placed labels declines rapidly. This trend indicates
that the model is highly robust in environments
with substantial noise, indicating that the model is
highly robust in such a noisy environment.

6.2 Speech Models Encode Abstractions in
POS with Categorical Patterns

Then, we tested the categorical patterns of speech
models in two aspects: (1) the average probabilities
for central and all frames of each tone or phoneme
with the target label, as shown in Figure 5, and (2)
the transitions between categories of central frames,
reflected by the decreasing probability of frames
using the first central frame’s label as the target
and the increasing probability of frames using the
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Figure 7: Phoneme and tone recognition probability changes between central frames. The gray line marks the
boundary. The solid lines show the decreasing probability of frames using the first central frame’s label as the target,
while the dashed lines show the increasing probability of frames using the second central frame’s label as the target.

second central frame’s label as the target, as shown
in Figure 7.

Discussion. As illustrated in Figure 5, the model
maintains consistently high probabilities for all
frames in both tone and phoneme recognition tasks
under sparsity scenarios. However, in noise sce-
narios, the probability for central and all frames
gradually declines, indicating a reduction in the
model’s abstraction capabilities. While the rate
of probability decline slows down, the increasing
rate of accuracy drop in noisy POS environments,
as shown in Figure 4, further supports the notion
that the model can robustly handle biased noise
up to a certain threshold, beyond which its perfor-
mance rapidly deteriorates. Similar patterns were
observed in Figure 7, where noise affects abstrac-
tions more significantly compared to sparsity sce-
narios. Near the boundaries identified by force
alignment, the probabilities drop rapidly. This sug-
gests that there is a specific period where the model
consistently groups tokens into a single category
before abruptly switching to another.

6.3 Speech Models Encode Abstractions in
POS with Clustering Effects

Additionally, we extract the features from the final
layer of all frames under various conditions with
Umap (Mclnnes et al., 2018) in Figure 8. The first
row presents outputs with all labels, and the second
row shows outputs with 25% and 75% noise.
Discussion. As illustrated in Figure 8, the model
exhibits hierarchical abstractions in different POS
environments. In both 25% sparsity and noise sce-
narios, the model shows clustering patterns similar
to those using all labels, where frames are clearly
divided into five clusters corresponding to the five

All Sparsity (25%)

Noise (25%)

Noise (75%)

Figure 8: Tone recognition clusterings for both central
and other frames with all labels, 25% labels(Sparsity),
25% incorrect, and 75% incorrect labels(Noise).

tone categories. However, in high-noise environ-
ments (75% noise), the model’s performance de-
teriorates, with frames from different categories
mixing, making recognition difficult.

7 Discussion and Conclusion

Through extensive speech experiments, we found
that models can learn well in the Poverty of the
Stimulus environments and encode hierarchical ab-
stractions through exemplars, which implies that
POS environments contain rich and learnable hi-
erarchical linguistic rules. Further research is
promising, especially when combined with find-
ings of other modalities, such as syntactic abstrac-
tions (Leonard et al., 2024; Leong and Linzen,
2023), linguistic abilities (Begus et al., 2023a), and
so forth.
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8 Limitation

Due to the workload and cost constrains, this pa-
per focuses on phoneme and tone classification
tasks using the model wav2vec2.0 with pretrained
weights from an English corpus exclusively. Fur-
ther experiments involving additional tasks and
models could be conducted. Additionally, we focus
on the performance of speech models in the Poverty
of the Stimulus environments and their perceptual
mechanisms from a cognitive perspective. We do
not delve into why machine learning develops such
mechanisms, as this is another research direction
requiring further exploration.
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