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Abstract

With the rapid development of large language
models, AI assistants like ChatGPT have be-
come increasingly integrated into people’s
works and lives but are limited in personalized
services. In this paper, we present a plug-and-
play framework that could facilitate personal-
ized large language model assistants with evolv-
ing conditional memory. The personalized as-
sistant focuses on intelligently preserving the
knowledge and experience from the history dia-
logue with the user, which can be applied to fu-
ture tailored responses that better align with the
user’s preferences. Generally, the assistant gen-
erates a set of records from the dialogue, stores
them in a memory bank, and retrieves related
memory to improve the quality of the response.
For the crucial memory design, we explore dif-
ferent ways of constructing the memory and
propose a new memorizing mechanism named
conditional memory to enhance the memory
management of the framework. We also in-
vestigate the retrieval and usage of memory in
the generation process. To better evaluate the
personalized assistants’ abilities, we build the
first evaluation benchmark from three critical
aspects: continuing previous dialogue, learning
personalized knowledge and learning from user
feedback. The experimental results illustrate
the effectiveness of our method.

1 Introduction

The large language model (LLM) has developed
rapidly recently. A LLM assistant based on dia-
logue system such as ChatGPT has been used by
millions of people and receives great interest from
the public. These systems can chit-chat with the
human user and provide assistance by answering
questions or executing instructions.

Unfortunately, one main problem for the current
AI assistant is that the information in one dialogue
only lasts for one dialogue session. When a user
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Figure 1: An example of what a personalized LLM
assistant with evolving memory can do.

starts a new session, the AI assistant is reset to its
initial state and will not preserve any information
from previous dialogue sessions. This prevents the
AI assistant from acquiring knowledge and experi-
ence from the long-term dialogue, to improve the
quality of its responses, like humans do. As shown
in the example in Figure 1, when the user asks the
assistant to help him capitalize some words, the as-
sistant chooses to capitalize the first letter of each
word, which is not what the user expected. Then
the user provides more detailed feedback to avoid
ambiguity and get the answer he wants. If the assis-
tant is a human, he can learn that “capitalize" refers
to capitalizing each letter according to this user’s
preference and can give the more suitable response
in the later dialogue, while a LLM assistant fails to
achieve this. Therefore, our aim is to explore how
to endow the LLM assistant with such an essential
capability that allows it to learn knowledge and ex-
perience from previous dialogues and apply them
to later ones.
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In this work, we propose to adopt a memory-
based framework as a wrapper outside the LLM
assistant to address this challenge. Such personal-
ized LLM assistant mainly consists of three parts:
an existing LLM assistant, an evolving memory,
and a prompt-based framework conducting inter-
actions between the assistant and the memory. As
shown in Figure 2, the framework utilizes the ongo-
ing dialogue and LLM assistant itself to construct
memory records and store them in the memory. Ev-
ery time the assistant generates a response, we use
a retrieval model to retrieve a series of memory
records related to the user input from the memory
and combine the information with the user input to
generate a better response. Using a memory-based
framework has a few advantages. This method
does not require additional finetune of the LLM,
which is crucial when most of the current LLMs
are unattainable or expensive to finetune. It also
allows the framework to be easily deployed on any
device with an LLM API, without the need for a
GPU. Moreover, the memory file is the only place
that stores user-specific information, so it is private
and can be easily transferred between users’ own
devices.

To further explore the details of the memory-
based personalized LLM assistant, we conduct our
research from three aspects. 1) The memorizing
mechanism is a key point for a memory-based
model. The way to convert a large amount of di-
alogue history into effective memory records is
crucial but challenging for the performance of the
entire model. Two straightforward ideas based on
history and summaries from previous works (Xu
et al., 2021; Park et al., 2023) are tested under
this setting. By combining the advantages of both
intuitive ideas, we propose conditional memory,
where we believe that the memorization timing
and the content of the memory records should be
conditional. This allows the memory to capture
detailed information while being relatively concise.
2) We also present a self-reflection mechanism for
memory retrieval, which allows the LLM assistant
to determine whether the retrieved information is
sufficient to respond and whether to conduct fur-
ther searches. 3) Considering there is no existing
dataset that is appropriate for testing the ability of
an LLM assistant with long-term memory, we build
three datasets using GPT-4 with different ability as-
pects: continuing previous dialogue, learning new
knowledge, and learning from human feedback.

Our contribution can be concluded as follows:

Memory

Memory 
Construction

Retrieval

......

U
ser Experience

AI Assistant User

Figure 2: The framework of personalized assistant with
evolving memory.

(1) We propose a plug-and-play framework to facil-
itate the personalized LLM assistant with external
evolving memory. (2) For the crucial memory de-
sign in personalized LLM assistants, we propose
an effective conditional memory mechanism and
a self-reflection memory retrieval strategy. (3) We
construct the first benchmark to evaluate the person-
alized assistants’ ability to capture user preferences
for tailored responses.

2 Related Work

Retrieval-based dialogue system is a popular topic
in the field and has long been studied as an impor-
tant paradigm. Open-domain chit-chat dialogue
system is a typical embodiment of this paradigm.
Such dialogue systems are challenging due to the
diversity of possible responses to a single dialogue
history. Hence, external knowledge is necessary
for avoiding safe but boring responses. These di-
alogue systems usually retrieve information from
the dialogue corpora and focus on how to integrate
the retrieved dialogue into the generation process
(Wu et al., 2019; Cai et al., 2018; Yang et al., 2019;
Gupta et al., 2020; Paranjape et al., 2021). Other
work further extends the external information to
different types of knowledge such as knowledge
bases and external documents (Dinan et al., 2018;
Lian et al., 2019; Qin et al., 2019; Wu et al., 2021;
Komeili et al., 2021).

Another type of work using the paradigm is
conversational question answering. Considering
it is a combination of both dialogue and QA, a re-
trieval system that searches the answer information
from the knowledge base or document corpus is
inevitable for improving the accuracy of the an-
swer. Different from the open-domain dialogue
system, conversational QA pays more attention to
the accuracy of the retrieval including the retrieval
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optimization and query understanding (Qu et al.,
2019; Christmann et al., 2019; Qu et al., 2020;
Vakulenko et al., 2021; Adlakha et al., 2022).

Recently, as a stronger version of the dialogue
system, LLM-based chatbots such as ChatGPT can
also be augmented by retrieval. These systems
are capable of providing a more informative and
faithful answer by retrieving question-related web
documents directly from the Internet (He et al.,
2022; Ram et al., 2023; Liu et al., 2023a). There
also exist many toolkits for building this type of
system such as LangChain.

Memory-based models can be considered a spe-
cial type of retrieval-based model. Instead of re-
trieving information from an existing source, the
memory-based models retrieve useful information
from its memory while keeping add more memory
records to it. This also makes how to construct the
memory a key point in the research of this type of
model. Some researchers (Park et al., 2023) apply
the memory-based dialogue system on interactive
agents where some AI agents simulate humans in
a virtual environment. A history-based memory
system is used to help the agents achieve long-term
interaction. Other researchers (Xu et al., 2021)
use it on continuing a multi-session dialogue and
propose a summary-based memory system. In our
work, we also adopt a solution based on a mem-
ory system and target its application in building an
personalized LLM assistant.

3 Method

The memory-based framework of the personalized
LLM assistant consists of two parts: the memory
construction during the dialogue and the retrieval,
as well as use of the memory records in response
generation. In this section, we mainly focus on the
methods and more details such as prompt design
are shown in the Appendix.

3.1 Memory Construction

The construction of memory is a crucial problem
in a memory-based model. The varying forms or
sources of memory can significantly affect the effi-
cacy of the model. In our research, we investigate
three distinct memory types and compare their re-
spective influence on the assistance’s performance.
The example and statistic of the three types of mem-
ory is shown in Table 1.

History-Based Memory Utilizing the unpro-
cessed version of the dialogue history directly as

the memory is a simple but practical approach, es-
pecially considering it does not require any addi-
tional generation from the LLM assistant. A simi-
lar approach has been widely adopted in question-
answering or knowledge-grounded dialogue. Here,
we concatenate both the role of the dialogue (user
or assistant) and its content with a colon as the
memory record. All dialogue history is added into
the memory sequentially.

Summary-Based Memory Dialogue summaries
can also be used as memory. As stated by (Xu et al.,
2021), using dialogue summaries as memory pro-
vides more context information than using dialogue
history for the retrieval and generation process. In
this work, we use GPT-4 to generate a summary
for each dialogue session. Here, a dialogue session
stands for multiple utterances that are continuous
in time and content. These generated summaries
are stored as memory records.

Conditional Memory Although the above ap-
proaches are commonly used, they have two poten-
tial drawbacks: (1) They do not distinguish what
information is important and worth memorizing
in detail. In terms of history-based memory, it
treats all information equally, resulting in a large
amount of redundancy in the memory. In terms
of summary-based memory, they store important
information in a simplified way, often lacking de-
tail for key contents. In fact, not all information is
worth preserving, and it is important to know when
to memorize. (2) The effectiveness of memory
records may be conditional, limited only to spe-
cific situations. Therefore, the background context
information is crucial for a memory record dur-
ing memory retrieval. History-based memory fails
to store any context information, while summary-
based memory can only provide the background
of the whole dialogue rather than specific context.
Therefore, we believe that the timing and content
of memory are both conditional.

Memorizing only the important information is
crucial to reduce redundancy in the memory and
highlight key points. We believe that the impor-
tance of an utterance is related to the amount of
information it contains that is unknown to the LLM.
For example, unimportant utterances stand for sim-
ple instructions or questions and phatic commu-
nication like greetings. These utterances usually
occupy a large proportion of the dialogue. For im-
portant utterances, it could contain domain knowl-
edge unfamiliar to LLM, user’s requirement, or
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Figure 3: The LLM assistant using conditional memory with self-reflection retrieval. Here, the yellow parts refer to
the input contents in one LLM assistant call, while the green parts are the responses from the LLM assistant. And
the blue parts suggest the interaction with the memory. Hence, there are at most two LLM calls in one utterance.
One is used to get the dialogue response from the assistant and to judge whether the utterance is worth memory.
And the other call aims to generate conditional memory if the previous judgment is yes.

Memory Frequency Length Example
History 1 52.6 Assistant: Do you prefer going to the gym? User: I like the

controlled environment. I don’t want to depend on the weather.
Summary 0.2 74.6 The user and the assistant discussed their preferences for running

and going to the gym. ... They also discussed the availability of
parks and running trails in the area.

Conditional 0.5 46.8 Context: The user and the assistant are discussing the inconve-
nience of running outdoors due to weather conditions. Knowledge:
User likes gym workouts due to a controlled environment and not
having to depend on weather.

Table 1: Statistics and examples of the three types of memory generated from chit-chat dialogue in multi-session
chat dataset (Xu et al., 2021). “Frequency" refers to the average number of memory records generated per utterance.
“Length" represents the average length of the generated memory records.

personal preference. In this work, we combine the
instruction prompt and the good/bad examples with
GPT-4 to determine whether each utterance is im-
portant enough to be stored in memory. As shown
in Figure 3, the decision is made together with the
response generation in one LLM call using some
prompt engineering techniques. Hence, it does not
largely increase the cost of LLM.

Based on our assumption that dialogue infor-
mation is conditional, we propose to divide one
memory record into two parts: context and knowl-
edge. Context is a summary that describes the
background of the target utterance based on its
neighbors, and knowledge is the high-level con-
clusion about what the assistant learns from the
target utterance. By setting different objectives for
the two parts, we can achieve a more comprehen-
sive memory record that takes into account both

retrieval and generation abilities. We use the GPT-4
to generate the two parts with different prompts.

Multi-View Memory There is no limitation that
only one type of memory record is allowed in the
memory. It is possible that a single type of memory
record is not sufficient to contain all information
related to user input. Here, we also try to find
out whether the multi-view memory provides more
diverse information for the response generation.

3.2 Memory Retrieval and Application

Memory Retrieval We use dense retrieval to
search the related memory records based on the
user input. We encode the user input and each
memory record to a vector using SimCSE model
(Gao et al., 2021). Considering the scale of the
memory is not large enough to use the FAISS, we
calculate the cosine similarity between the repre-
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Sample Session Turn Turn
Dataset Num Source Source Test
Knowledge 300 4 23.5 3.8
Feedback 200 1 5 1
Continue 200 1 4 1

Table 2: The statistics of datasets. “Session Source"
and “Turn Source" refers to the average session number
and utterance number of source dialogues.“Turn Test"
represents the average utterance number for testing.

sentation of the memory record and the user input
and use the top K records for response generation.

Self-Reflection on Memory To utilize the mem-
ory in response generation, a common practice is
to concatenate all the retrieved memory records
with the original prompt as background informa-
tion. However, we can not ensure that retrieved
memory records are all useful, and there might
even be situations where there is no relevant in-
formation at all, which can be misleading for the
LLM assistant. Here, we propose to adopt a self-
reflection mechanism to address this problem. This
self-reflection process contains two steps. After
we obtain the retrieved memory records, we ask
the LLM to make a decision about whether the
retrieved information is enough for it to respond
to the user input. If the answer is yes, the LLM
assistant selects the related information from these
memory records as output. If the answer is no,
the LLM assistant is required to improve the orig-
inal query (user input) to find more information.
In practice, the improvement is reified as generat-
ing some keywords/phrases representing the miss-
ing information. We can extend the original query
with these keywords for another retrieval. The self-
reflection process can be conducted multiple times
until the LLM assistant finds enough information.

4 Dataset

To evaluate a personalized assistant, we construct
datasets from following aspects: continuing previ-
ous dialogue, learning new knowledge, and learn-
ing from user feedback. Data samples from the
three datasets follow the same structure, which con-
tains a dialogue history as the source for construct-
ing memory and some testing dialogue utterance
with reference responses. All the three datasets
are synthetic data based on GPT-4. In this case,
due to the high cost of GPT-4 usage, the datasets
are only small-scale datasets. The statistics of the

datasets are shown in Table 2. Here, we briefly
introduce the three datasets and their construction
process. The human evaluation for datasets and
construction details are in the appendix. This al-
lows the researchers to generate more data samples
with GPT-4.

4.1 Continuing Previous Dialogue

For a personalized assistant with memory, continu-
ing a previous dialogue session is a basic ability. It
requires the model to use information from previ-
ous dialogues to enhance the diversity or readabil-
ity of the next response. For example, in Figure 4,
when a question related to heatmap is asked by the
user, the assistant can utilize the project discussed
under the topic of heatmap before as an example
in its response. To construct such a dataset, we
convert it to a dialogue continue writing problem.
Given the dialogue between the user and the AI
assistant, we use the GPT-4 to continue writing a
new utterance that contains information from the
existing context. This generated utterance is used
for testing and the existing dialogue is used as the
history for memory construction. In practice, we
adopt a code discussion dialogue between AI assis-
tant and user (Yang et al., 2023) as source dialogue,
since it has rich contextual connections.

4.2 Learning New Knowledge

Another important ability of the personalized assis-
tant is acquiring personal knowledge from its dia-
logue with the user. We construct such data based
on a multi-session chat (MSC) dataset (Xu et al.,
2021). The MSC dataset contains a multi-session
chit-chat between two human and their personal set-
tings. And these personal settings can be inferred
from the dialogue. In our dataset, as shown in Fig-
ure 4, we assume that one of the two participants
in the dialogue is the user and the other one is the
assistant. These dialogue sessions are considered
dialogue history. Then we use GPT-4 to convert the
personal settings of the user to question-answer ut-
terances aiming to test whether the assistant learns
these knowledge in the dialogue.

4.3 Learning from Human Feedback

The last ability we test is whether the personalized
assistant can learn from the user’s feedback or pref-
erence and use it properly in a similar situation.
For instance, in Figure 4, the user seeks for infor-
mation about table tennis and provides feedback
about requiring more information on how to play
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Continuing Previous Dialogue

User: Regarding the charts.HeatMap class, I
am not quite familiar with its specific usage.
Could you briefly explain what it is used for?
Assistant: Of course. Firstly, charts.HeatMap
is a class that belongs to the Multi-Label
Dataset Analyzer...
User: Suppose I need to analyze a data study
on normal body temperature and flu patient
body temperature, can I use this HeatMap
class to create a heat map?
Assistant: Yes, the charts.HeatMap class is
suitable for this kind of scenario ...

User: Can you teach me how to create a
heatmap?
Assistant: Of course, you can. The basic
steps to create a heatmap are as follows: ...
For example, in the body temperature case we
discussed earlier, ...

Long Time Later

Learning New Knowledge
User: Hello, how are you doing?
Assistant: Hello. Pretty good, thanks. And yourself?
User: Awesome, I just got back from a bike ride.
Assistant: Cool! Do you spend a lot of time biking?
User: Yup. Its my favorite thing to do. 

User: What is my favorite out-door sport?
Assistant: Your favorite out-door sport is going to a bike ride.

Long Time Later

Learning from Human Feedback
User: I am interested in playing Table tennis.
Assistant:  I'm sure it's a great way to socialize.
User: It is a good idea to provides more information about
table tennis on how to play it.
Assistant: Sure, table tennis is a fun sport requiring quick
reflexes and good hand-eye coordination. To play table tennis,
you can follow these basic steps: ...

User: Recently I find football is very interesting. 
Assistant: I'm glad you've found an interest in football! To
play football, you can follow these basic steps: ...

Long Time Later

Figure 4: The examples of the three constructed test datasets. The red parts refer to information that is critical
for later conversation, while the blue parts suggest how these information are used to enhance the responds from
personalized LLM assistant.

it. In the future, when the user asks for informa-
tion about another sport football, the assistant can
directly add information about how to play it in its
response. In terms of dataset construction, given a
seed instruction/question sampled from the seed set
of self-instruction (Wang et al., 2022), we first gen-
erate a response using GPT-4 and generate sugges-
tions to improve the response. These suggestions
are regarded as pseudo human feedback. Then we
use the suggestions to improve the response. In
this case, we obtain a two-turn dialogue with hu-
man feedback. We also add a background dialogue
before it with GPT-4 using a similar method with
(Yang et al., 2023). The concatenation of the two
dialogues is used as dialogue history. For testing,
we generate a similar instruction or question with
the seed one and generate a reference response that
also follows suggestions given in dialogue history.
The assistant is expected to learn from previous
feedback and directly generate the reference re-
sponse in the later dialogue.

5 Experiment

5.1 Application Details

Considering we aim to test the effectiveness of dif-
ferent memory mechanisms without the limitation
of the LLM, we use GPT-4, current strongest LLM,

as the backbones of LLM assistants in all exper-
iment. For the evaluation metrics, we use an N-
gram similarity metric, Rouge (Lin, 2004) includ-
ing Rouge-1 and Rouge-2. We also use the GPT-4
for more complicated evaluations, which are shown
in the next subsection. For the hyperparameter, we
set the number of the retrieved memory records
K as 3 for history-based memory and conditional
memory, and we set K as 1 for summary-based
memory. It is also worth to notice some source
dialogue history can be relatively short. To simu-
late the long-term use of an assistant, we merge the
memory of every 10 data samples into one in the ex-
periment of learning from feedback and continuing
previous dialogue.

5.2 Automated Evaluation with GPT-4

There are three different types of GPT-4 evalua-
tion in our experiment: scoring, comparing, and
multiple choice. To ensure the fairness in GPT-4
evaluation (Wang et al., 2023), we list the details
and related prompts in the appendix.

Scoring (Liu et al., 2023b; Fu et al., 2023) fo-
cuses on giving a predicted response a score be-
tween a predefined margin when the reference an-
swer is clear. We call it GPT-score. The GPT-4 is
required to give a 0-2 score for a response. Here,
“0” represents the response is totally wrong, “1”
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Dataset Cond+His vs Cond Cond+Sum vs Cond
Learning New Knowledge 0.58 / 0.63 0.69 / 0.63
Learning from Feedback 27% / 29% / 44% 34% / 36% / 30%
Continuing Previous Dialogue 28% / 50% / 22% 29% / 53% / 18%

Table 3: The evaluation result of combining conditional memory (Cond) with history (His) and summary (Sum).
For evaluation metrics, we adopt GPT-score for learning new knowledge, and GSB test for the other two datasets.

Memory GPT-score Rouge-1 Rouge-2
No memory 0.15 33.17 11.46
History 0.56 40.42 15.49
Summary 0.57 43.92 16.63
Conditional 0.63 46.08 17.38

Table 4: The GPT-score and Rouge result of different
types of memory in learning new knowledge.

represents the response contains part of informa-
tion in the reference answer and “2” represents the
response contains all information.

Comparison (Zheng et al., 2023) aims to con-
duct a Good/Same/Bad test (GSB) between two
candidates, which is applied in a more complicated
evaluation situation. The GPT-4 is used to make
a decision about which candidate is better given
the reference response and other necessary infor-
mation. Multiple choice is similar to comparison,
but the GPT-4 needs to choose the best candidate
among multiple options.

We use GPT-score for learning new knowledge.
As for the GSB test, it is used for learning from
feedback and continuing previous dialogue. The
main reason for such difference is that learning new
knowledge provides clear reference answers where
a direct comparison is more precise, while the other
two tasks have more open answers that are more
suitable for the GSB test.

5.3 Experiment Results
We summarize the experiment result as the follow-
ing conclusions.
Conditional memory achieves the relatively best
result among the three forms of memory. In
Table 4 and Figure 5, we display the effective-
ness of different forms of memory on test datasets.
The conditional memory achieves the best result in
learning new knowledge and learning from human
feedback, which shows the ability of conditional
memory to abstract and retain important dialogue
information. As for continuing previous dialogue,
the best result is achieved by directly using dia-
logue history as memory, and the other two forms

Conditional 
27%

No 
13%

History 
33%

Summary 
27%

Conditional 
41%

No 
8%

History 
21%

Summary 
30%

Preference Rate for Learning from Feedback
0 10 20 30 40 50 60 70 80 90 100

Preference Rate for Continuing Previous Dialogue
0 10 20 30 40 50 60 70 80 90 100

Figure 5: The multi-choice result of different types
of memory in learning from feedback and continuing
previous dialogue.

of memory also obtain a comparable result. Con-
sidering that this task usually requires more details,
using dialogue history can have more advantages.
Multi-view memory does not always brings bet-
ter performance, but the combination between
conditional memory and summary-based mem-
ory can improve the performance. In Table 3,
we show the influence of combining conditional
memory with the other two memory types as the
multi-view memory. On the one hand, we find that
history-based memory leads to a performance drop
in learning new knowledge and learning from hu-
man feedback and a small improvement in continu-
ing previous dialogue. This suggests that there is a
overlap between history-based memory and condi-
tional memory and the combination usage of them
brings redundancy rather than useful information.
On the other hand, we find that summary-based
memory is an effective complement to conditional
memory and brings improvement in all datasets.
Self-reflection retrieval is effective in most cases,
especially on summary-based memory. To evalu-
ate the effectiveness of self-reflection retrieval, we
apply it to the LLM assistant with all three types
of memory. Here, we limit the self-reflection to no
more than one time. As shown in Table 5, in most
cases, adding a self-reflection retrieval makes the
retrieval results more accurate and brings a slight
improvement in the outcomes. It is particularly



3771

Dataset Conditional History Summary
Learning New Knowledge 0.65 / 0.63 0.59 / 0.56 0.64 / 0.57
Learning from Feedback 28% / 46% / 26% 33% / 37% / 30% 32% / 40% / 28%
Continuing Previous Dialogue 23% / 57% / 20% 26% / 44% / 30% 33% / 50% / 17%

Table 5: The GPT-score and GSB result for the influence of self-reflection retrieval. The GSB test compare the
models with and without self-reflection.

Dataset No Selection No Context No Knowledge
Learning New Knowledge 0.65 / 0.63 0.62 / 0.63 0.58 / 0.63
Learning from Feedback 30% / 33% / 37% 27% / 30% / 43% 20% / 29% / 51%
Continuing Previous Dialogue 30% / 55% / 15% 28% / 41% / 31% 21% / 52% / 27%

Table 6: The GPT-score and GSB result for the ablation study. It compares the ablated models and the original ones.

Figure 6: The GPT-score result of different number of
retrieved memory records in learning new knowledge.

evident in the one with summary-based memory.
Considering summary-based memory contains far
more information than is required for user input, it
leads to relatively poor search accuracy. And the
self-reflection retrieval can alleviate this situation.

5.4 Analysis and Discussion
Ablation study on conditional memory We fur-
ther explore how different components contribute
to conditional memory. In Table 6, we first dis-
play the result when we generate and store memory
records from all dialogue utterances instead of the
selected important ones (No selection). We can
find that in situations where crucial information is
sparse (learning new knowledge and learning from
feedback), utilizing information from all history
utterances does not bring significant improvement,
and may even result in negative influence. This
indicates that conditional memory can filter large
amounts of redundancy information. Meanwhile, it
is not surprising that more information is better for
the task of continuing previous dialogue, when the
necessary information may be scattered across the
whole history dialogue. But it also brings increas-

ing usage of the LLM in memory construction. We
also give the result when we remove the context
part (No Context) or knowledge part (No Knowl-
edge) in each conditional memory record. It is clear
that the absence of context or knowledge will lead
to a decline in the results, which suggests that the
information in them is complementary and both are
crucial for conditional memory.

Effect of number of retrieved memory records
In Figure 6, we conduct a brief analysis of the
effect of the number of retrieved memory records.
For the fine-grained memory records, history-based
memory and our conditional memory, the result is
no longer significantly improved after K reached
3. Hence, we select the top-3 memory records for
history-based memory and conditional memory in
our experiment. For the coarse-grained summary-
based memory records, the value of K has little
effect on the result. Hence, we select one memory
record for summary-based memory. Combining
with memory records length in Table 1, adding
conditional memory to the assistant increase 140
tokens to the prompt size per utterance on aver-
age. This is far more smaller than dialogue history
with thousands of tokens, which helps alleviate the
problems from having a limited context window.

6 Conclusion

In this paper, we propose to use evolving condi-
tional memory to build an easy-access personalized
Large Language Model assistant that can learn ex-
perience or knowledge during its dialogue with the
human user. We focus on the influence of different
forms of memory records and the effective usage
of the retrieved memory records in generating the
response. Moreover, considering the lack of dataset



3772

for evaluation in such scenario, we build three test
datasets based on different abilities required by
a personalized LLM assistant. The experiments
show the effectiveness of our proposed methods
and bring interesting conclusions.

Limitations

One limitation for this work is that we only use
GPT-4 rather than other LLM (GPT-3.5, Vicuna)
in this paper. And the main reason we use GPT-4
is that it is the strongest LLM now. And we be-
lieve this task and the experiments are not easy. So
we would like to test the effectiveness of different
memory mechanism without the limitation of the
LLM. Using weaker model like GPT-3.5 may lead
to more results where no model can provide the
right answer. But we do think that testing on differ-
ent LLMs can provide more insights. Meanwhile,
it is worth pointing out that we only investigate the
foundation of the idea in this paper, and other key
points such as the time stamp or forgetting mech-
anism are still waiting to be explored in further
works.

Ethics Statement

The scientific artifacts we used are available for re-
search with permissive licenses, including ROUGE
and the GPT-4 model. The use of these artifacts is
consistent with their intended use. Considering all
the datasets we constructed are built up based on
GPT-4 and other existing public available datasets,
we think there are no potential ethics risks. All in
all, this work complies with the ACL Ethics Policy.
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A Details for Datasets Construction

A.1 Human Evaluation for the Constructed
Datasets

To better understand the quality of the constructed
testing dataset, we conduct a small-scale sanity
check by human annotators. For each dataset, we
randomly select 50 data samples and employ three
fluent English speakers to check each of them. The
human annotators need to answer two question: (1)
Whether the test utterance is related to the source
dialogue; (2) Whether the respond in the testing ut-
terance is appropriate based on the source dialogue.
If the answers for both questions are yes, the data
point is considered as qualified.

As shown in the Table 7, we display the qualified
percentage of data samples and the Fleiss Kappa
coefficient between the three human annotators.
We can find that the qualified rate for Learning
New Knowledge dataset is relatively lower. The
reason is that the dataset is constructed based on
multi-session chat (MSC) dataset. In MSC, a set of
personal information is firstly given and the annota-
tors are required to conduct the multi-session chat
based on these information. In our dataset, we just
directly transfer these personal information into
question-knowledge pairs for testing. So it is possi-
ble that not all personal information are mentioned
in the dialogue in MSC dataset. Considering there
is over 1000 testing utterance in Learning New
Knowledge dataset, these unqualified data sample
will not largely effect the experiment result. Af-
ter all, no model can provide a right answer when
facing these testing utterance.
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————–Input————-

[Dialogue]:
User: .....
Assistant: .....
.....
User: .....
Assistant: .....

————–Prompt————-

The input is a [Dialogue] between a human user and a AI assistant. The
background situation is that after the [Dialogue] is finished, some time later, the
user want to continue this dialogue with the assistant. Following the previous
dialogue, you are reuqired to extend the dialogue to one more turn (user starts
the first and then assistant make the respond). The new dialogue turn should
follow closely with the [Dialogue]. The new dialogue turn must to utilize or
mention the information from the [Dialogue]. In other words, the new dialogue
turn can not be independent from the [Dialogue]. The user input can not be
respond without the [Dialogue] or the respond is different with or without the
[Dialogue]. But do not use pronoun to represent any information in [Dialogue]
for the new dialogue. As for the user in the new dialogue, do not apologize, do
not compliment, do not thanks, just directly give your question or instruction.
The input from the user need to start with "<user>" and the respond from the
assistant need to start with "<assistant>".
Example: "<user> XXX <assistant> XXX", where "XXX" refer to the dialogue
content.

Table 8: Prompt for constructing continuing previous
dialogue dataset.

————–Prompt————-

Input: I own a Jeep.
Output: What kind of car do I own? [sep] You own a Jeep.
Input: I enjoy exercising at the gym.
Output: Where do I excercise? [sep] You enjoy exercising at the gym.
Input: I have a marketing job.
Output: What job do I have? [sep] You have a marketing job.
Input: I don’t eat meat.
Output: What kind of food I do not eat? [sep] You don’t eat meat.
Input: I am from New England.
Output: What am I from? [sep] You are from New England.
Input: .....
Output:

Table 9: Prompt for constructing learning new knowl-
edge dataset.

A.2 Prompt for Continuing Previous Dialogue
When constructing the test dataset for continuing
the previous dialogue, we aim to continue writing
a existing dialogue. The related prompt is shown
in Table 8.

A.3 Prompt for Learning New Knowledge
For constructing the test dataset for learning new
knowledge, we need to transfer a set of personal set-
tings to a question-answering test utterance. Con-
sidering it is a relatively easy task, we adopt in-
context learning to solve this problem. We display
the in-context examples we used in Table 9.

A.4 Prompt for Learning from Human
Feedback

To construct the test dataset for learning from hu-
man feedback, we decompose it into three steps

————–Prompt————-

Generate a similar question based on the Input. The two question should be the
same type and topic but with different details.
Input: Is there anything I can eat for a breakfast that doesn’t include eggs, yet
includes protein, and has roughly 700-1000 calories?
Output: Is there anything I can eat for a lunch that doesn’t include meat, yet
includes protein, and has at least 1000 calories?
Input: Brainstorm a list of possible New Year’s resolutions.
Output: Generate a list of possible Summer Vacation’s resolutions.
Input: Create a fun math question for children.
Output: Create a physics question for children.
Input: Write a program to compute the sum of integers from k to n.
Output: Write a program to compute the sum of even from 0 to 10.
Input: I am interested in playing Table tennis.
Output: I start to find playing Football is fun.
Input: Let’s talk about the famous singer, Taylor Swift.
Output: Let’s talk about Michael Jackson.
Input: .....
Output:

Table 10: Prompt for step 1 of constructing learning
from human feedback dataset.

————–Input————-

[Question 1]: .....
[Answer 1]: .....
[Question 2]: .....
[Answer 2]: .....

————–Prompt————-

Given two question-answer pairs, you need to generate one suggestion or
critique that improves the quality of the answers for both QA pairs. The
suggestion should be generic for both of them and do not focus on very specific
content. Only generate the suggestion, do not provide the answers improved by
the suggestion.

Table 11: Prompt for step 2 of constructing learning
from human feedback dataset.

with different instruction prompts. Given a seed
question/instruction, the first step is to generate a
similar question/instruction used for testing. Here,
we also use in-context learning. The in-context
examples are shown in Table 10. Then we use
the LLM to obtain an initial response for the two
questions/instructions. The second step is to gen-
erate feedback that can be applied to the two both
input-response pairs. Hence, we take both pairs
as input and use the LLM to generate feedback
for them. The instruction prompt is displayed in
Table 11. With the feedback, we can get an opti-
mized response from the LLM for both seed input
and test input. To complete the source dialogue,
the last step is to generate a background dialogue
for this input-respond-feedback-respond process.
The related instruction prompt is shown in Table
12. Here, the input in the prompt is the seed ques-
tion/instruction.
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————–Input————-

[Input]: .....

————–Prompt————-

You need to generate a multi-turn dialogue between human and assistant in
English. The dialogue should end with human saying [Input]. The generated
dialogue can be related to the topic of the [Input] or just chatting. Exam-
ple"<start_chat> <Human 1>: XXX <Assistant 1>: XXX <Human 2>: XXX
<Assistant 2>: XXX <end_chat>", where "XXX" refer to the actual content of
the dialogue.
The dialogue should follow the following plan:
<start_chat>
<Human 1> chat, do not mention [Input]
<Assistant 1> chat, do not mention [Input]
<Human 2> chat, do not mention [Input]
<Assistant 2> chat, do not mention [Input]
<Human 3> chat, do not mention [Input]
<Assistant 3> chat, do not mention [Input]
<Human 4> [Input]
<end_chat>

Table 12: Prompt for step 3 of constructing learning
from human feedback dataset.

B Details for GPT-4 Evaluation

Note that the GPT-4 has a position bias and can-
didates at a specific position (first or second) may
have more advantages. Hence, we conduct the eval-
uation twice and exchange the position of the two
candidates. Only when the two evaluation meets
the result of each other, the result is definite. If
the results are different, we consider it as a tie.
Similarly, for multiple choice evaluation, we solve
the position bias problem by randomly placing all
candidates in different positions.

In the following section, we introduce the de-
tailed prompts that are used in the evaluation.

B.1 Prompt for Scoring (GPT-score)

GPT-score aims to give a predicted response a score
between a predefined margin. The LLM is required
to give a 0-2 score for a response. Here, “0” repre-
sents the response is totally wrong, “1” represents
the response contains part of personal information
in the reference and “2” represents the response
contains all information. We display the related
prompt in Table 13. The input of the prompt is the
reference response and the predicted response.

B.2 Prompt for Comparing (GSB test)

Comparison aims to conduct a Good/Same/Bad
test (GSB) between two candidates. The LLM is
used to make a decision about which candidate
is better given the reference response and other
necessary information. As shown in Table 14, the
two candidates are assigned to option A or option
B, and we also provide the user input ([Question]

————–Input————-

[Reference Answer]: .....
[Predict]: .....

————–Prompt————-

Given a [Reference Answer], is [Predict] covers information in the [Reference
Answer]? If the [Predict] covers all the information in the [Reference Answer],
generate "2". If the [Predict] covers part of the information in the [Reference
Answer], generate "1". If the [Predict] contains no information in the [Reference
Answer], generate "0". Do not generate any explanation.

Table 13: Prompt for scoring (GPT-score).

————–Input————-

[Question]: .....
[Reference Answer]: .....
A: .....
B: .....

————–Prompt————-

Given a [Question] from user and its corresponding [Reference Answer] from
assistant, which candidate answer (A,B) is the best? Best answer refers to the
answer that is most similar to the [Reference Answer]. Generate the best answer
with "A" or "B", just give the option. Do not give any explanation.

Table 14: Prompt for comparing (GSB test).

in the prompt) and the reference response for the
background information.

B.3 Prompt for Multiple Choice
Multiple choice is similar to comparison, but the
LLM needs to choose the best candidate among
A, B, C, and D, four options. The corresponding
prompt is shown in Table 15.

C Details for Methods

C.1 Prompt for Summary-Based Memory
Construction

Dialogue summaries can also be used as memory.
We use LLM to generate a summary for each dia-
logue session. The instruction prompt for generat-
ing summaries for the dialogue is shown in Table
16.

C.2 Prompt for Conditional Memory
Construction

The construction of conditional memory mainly
consists of two parts: the decision-making together
with the response generation and the memory con-
struction. We display the prompt for the first part
in Table 17. Here, user input is the input question
or instruction from the user and memory stands for
the retrieved memory records. It is worth noticing
that the context for the current dialogue is not in
the prompt, but it is entered as a dictionary like
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————–Input————-

[Question]: .....
[Reference Answer]: .....
A: .....
B: .....
C: .....
D: .....

————–Prompt————-

Given a [Question] from user and its corresponding [Reference Answer] from
assistant, which candidate answer (A,B,C,D) is the best? Best answer refers to
the answer that is most similar to the [Reference Answer]. Generate the best
answer with "A" or "B" or "C" or "D", just give the option. Do not give any
explanation.

Table 15: Prompt for Multiple Choice.

————–Input————-

[Dialogue history]:
User: .....
Assistant: .....
.....
User: .....
Assistant: .....

————–Prompt————-

Summarize the [Dialogue history].

Table 16: Prompt for summary-based memory construc-
tion.

normal LLM assistant. Compared with the normal
response generation, we can see that we convert it
to a two-step instruction and give an output exam-
ple for it to better separate the outcome. Only the
generated response will be shown to the user and
the yes/no decision is hidden behind the model.

We also need to point out that the prompt used
here for response generation (only the first step)
is also applied to summary-based memory and
history-based memory.

For the second part of memory construction, we
display its prompt in Table 18. Here, the dialogue
context refers to ongoing dialogue just including
the current utterance. It is also decomposed into
three steps. The first step requires the LLM to find
the related context from all dialogue contexts. The
second step requires the LLM to summarize the
related context. And the last step requires the LLM
to generate knowledge that is worth memorizing.
For the output, we only store the summary and
knowledge as the memory record, and the related
context is considered to be a mid product.

C.3 Prompt for Self-Reflection Retrieval

This self-reflection retrieval contains two steps and
we show its prompt in Table 19. The input includes

————–Input————-

[User Input]: .....
[Memory]: .....

————–Prompt————-

The first step, generate a response based on the given [User Input] and [Memory].
It should start with "<Respond>: ".
The second step, imagine you are an assistant, make a judgment about the [User
Input] on whether it should be remembered. Here are some examples. Answer
"yes" if the [User Input] is an requirment for the assistant. Answer "yes" if
the [User Input] is a reflection for the assistant previous responds. Answer
"yes" if the [User Input] is knowledge worth remembering for the assistant.
Answer "no" if the [User Input] is a simple question that requires the assistant to
answer. Answer "no" if the [User Input] is phatic communication like greetings.
Only answer "yes" or "no", and do not give any reason. It should start with
"<Decision>:" .
Example: "<Respond>: response to the given [User Input] <Decision>: yes or
no"

Table 17: Prompt for decision making in conditional
memory construction.

————–Input————-

[Dialogue Context]:
User: .....
Assistant: .....
.....
User: .....
Assistant: .....
[User Input]: .....

————–Prompt————-

The first step, copy the context dialogue that related to [User Input] from
[Dialogue Context]. Generate "NaN" if there is no dialogue that related to [User
Input]. It starts with "<Context>:".
The second step, summarize why the user make [User Input] based on [User
Input] itself and the <Context>. It is possible that <Context> is "NaN". If
<Context> is "NaN", do not ask for it. The summary needs to describe the
situation/reasons/context why the user makes such respond. It starts with
"<Summary>:". The third step, imagine you are an assistant, you would like to
better serve the user in the future, rewrite the [User Input] into a note for future
reference. The note should also contains the new information/knowledge from
[User Input]. It starts with "<Note>:".
Example: "<Context>: dialogue related to current user respond <Summary>:
the summary of the dialogue history <Note>: the generated note"

Table 18: Prompt for memory record construction in
conditional memory construction.

the user input and a set of retrieved candidate mem-
ory records. We ask the LLM to make a decision
about whether the retrieved information is enough
for it to respond to the user input. If it is enough,
the LLM assistant selects the related information
from these memory records as output. If it is not
enough, the LLM assistant is required to improve
the original query (user input) to find more infor-
mation. In practice, the improvement is reified
as generating some keywords/phrases representing
the missing information.
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————–Input————-

[Candidate memory]:
candidate memory 1
.....
candidate memory n
[User Input]: .....

————–Prompt————-

Imagine you are a helpful assistant and is going to respond to the [User input].
Decide whether the information from the [Candidate memory] is enough to
make the respond to the [User input]. If the information is enough, starting
with "<Memory>:" and then copy the memory sentences that related to [User
input] from [Candidate memory]. If the information is not enough, starting with
"<Query>:" and then extend the [User input] with some new keywords to better
retrieve the information that you think missing in [Candidate memory].
Example: "<Memory>: the crucial information related to [User input]" or
"<Query>: keyword, ..., keyword", "..." refers to unlimited number of keywords.

Table 19: Prompt for self-reflection retrieval.
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