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Abstract
Tokenization and morphological segmentation
continue to pose challenges for text process-
ing and studies of human language. Here, we
focus on written Soranî Kurdish, which uses
a modified script based on Persian and Ara-
bic, and its transliterations into the Kurdish
Latin script. Importantly, Perso-Arabic and
Latin-based writing systems demonstrate differ-
ent statistical and structural properties, which
may have significant effects on subword vocab-
ulary learning. This has major consequences
for frequency- or probability-based models of
morphological induction. We explore the possi-
bility that jointly training subword vocabularies
using a source script along with its translitera-
tion would improve morphological segmenta-
tion, subword tokenization, and whether gains
are observed for one system over others. We
find that joint training has a similar effect to
increasing vocabulary size, while keeping sub-
words shorter in length, which produces higher-
quality subwords that map onto morphemes.

1 Introduction

Different scripts for the same language may con-
vey different linguistic and structural properties,
such as phonological transparency, word bound-
aries (e.g., whitespace), morpheme boundaries, se-
rial position within a word, or present different or-
thotactic and spelling constraints. In this work, we
examine the relationship between script variation,
morphological acquisition, and subword vocabu-
lary construction. Obtaining high-quality morpho-
logical annotations is critical for linguistic analysis,
so unsupervised methods for learning morpheme-
like representations are often an acceptable compro-
mise. Here, we explore the usefulness of subword
vocabulary training for morphological segmenta-
tion of written Soranî Kurdish, a central dialect of
Kurdish spoken mainly in Iran and Iraq. Soranî
is morphologically complex but relatively underre-
sourced, with few large annotated corpora (Veisi

et al., 2019; Malmasi, 2016; Goldhahn et al., 2012;
Ahmadi, 2020a; Mahmudi and Veisi, 2021), and
none with adequate morphological glosses or seg-
mentations for downstream language model devel-
opment (Alkaoud and Syed, 2020; Banerjee and
Bhattacharyya, 2018) or linguistic analysis.

Soranî has some unlabeled raw text corpora,
which opens the possibility to leverage the statisti-
cal properties of the text for unsupervised subword-
based vocabulary induction. The existence of mul-
tiple writing systems for Kurdish languages ad-
ditionally presents a challenge for NLP systems,
and jointly training subword tokenization models
may be advantageous for Central Kurdish NLP in
general. We thus ask whether training a subword
vocabulary on multiple scripts can induce adequate
morphological segmentations and compare such
systems against models trained solely on single
scripts of equivalent or larger sizes.

2 Soranî morphology and script variation

Our manipulation leverages script variability in the
written Kurdish dialects. Kurdish dialects have
been written with diverse writing systems includ-
ing Arabic, Latin, Yekgirtú (unified), Cyrillic and
Armenian scripts. There is no unified orthography
for Kurdish despite previous efforts (Ahmadi et al.,
2020). This variation presents an intriguing op-
portunity to explore the impact of input diversity
on the learning of subword vocabulary. Further-
more, demonstrating the potential usefulness of
joint training on multiple scripts could produce
higher-quality multi-dialect Transformer language
models (Kanjirangat et al., 2023).

The Soranî writing system used for Central and
Southern Kurdish is written in a modified Perso-
Arabic script and has an alphabetic structure with a
high degree of phonological transparency, relative
to Arabic and Persian scripts (Chyet and Schwartz,
2003; Ahmadi, 2020b). The Latin-based Hawar al-
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phabet, used by Northern Kurdish dialects, shares
this transparency, making it feasible to transliterate
Soranî script into a Latin-based one (Mahmudi and
Veisi, 2021). The Latin script has two allographs
per segment (e.g., H/h), which mostly encode sen-
tence position, but the Perso-Arabic script has three
for word-initial, -medial, and -final positions (e.g.,
the phoneme /h/ is represented by ‘�ë’ word ini-

tially, by ‘�ê�’ word medially and by ‘ è’ or ‘ é�’ word
finally.

3 Subword tokenization

We explore multiple tokenization models for So-
ranî Kurdish, with a primary focus on Byte Pair
Encoding (BPE; Sennrich et al., 2016a) and Un-
igram tokenization (Kudo, 2018). We assessed
these models’ performance with respect to morpho-
logical and phonological structure and critically
assess claims of better morphological induction
by Unigram relative to BPE (Bostrom and Durrett,
2020). Both BPE and Unigram LM have proba-
bilistic components based on frequency and vocab-
ulary likelihood, respectively. These models were
selected for their ability to handle diverse linguis-
tic data and to learn meaningful linguistic units
from large datasets without extensive annotated re-
sources. The focus on these tokenization models
that are used in modern neural methods is to align
any prospective tokenization system with current
trends, enabling scalability and robustness across
different datasets and providing an exploration of
their adaptability to the morphological richness of
Kurdish in both Latin and Arabic scripts.

Byte-Pair Encoding. BPE is a simple and com-
mon subword tokenization algorithm (Gage, 1994;
Sennrich et al., 2016a) that grows a vocabulary
from individual characters into more complex sub-
words by merging the most frequent co-occurring
character sequence, up to a specified number of
merges. Given the frequency-based merging pro-
cess of BPE, it is plausible that manipulating the
relative frequency of subwords by training multi-
ple scripts will influence the resulting vocabularies.
We further hypothesize that the different character
frequency distributions of Latin and Perso-Arabic
scripts may help BPE to learn subwords that bet-
ter align with morphological boundaries and better
capture the tendency of non-stem morphemes in
Kurdish to be short.

Unigram tokenization. This subword method it-
eratively splits words into subwords by optimizing

the likelihood of the training data, which provid-
ing a probabilistic approach to subword segmenta-
tion that may capture more nuanced linguistic pat-
terns compared to BPE’s frequency-based merging
strategy (Kudo, 2018). Unigram tokenization has
been argued to produce better morphological seg-
mentations than algorithms like BPE or WordPiece
(Bostrom and Durrett, 2020). We expect Unigram
tokenization to potentially provide more compre-
hensive coverage of Soranî morphology compared
to BPE, due to the likelihood objective of Unigram.

4 Experiments

We used the huggingface tokenizer package for
BPE (Sennrich et al., 2016b) and Unigram tok-
enization (Kudo and Richardson, 2018). For our
experiments, we used the normalized version of the
Asosoft corpus (Veisi et al., 2019) consisting of 188
million word tokens and 4.66 million word types.
The corpus was chosen for its comprehensive cov-
erage of the Soranî dialect. The corpus includes
58,000 documents from textbooks and magazines
and 400,000 documents from web crawls. We re-
moved newline characters, repeated characters (Ra-
jadesingan et al., 2015), and redundant whitespace
before subword training. We tested separate mod-
els for Latin and Arabic scripts, each with a 5k
vocabulary size. Additionally, we constructed a
joint Arabic-Latin script corpus for data augmen-
tation and further constrained model size based on
script-specific vocabulary sizes derived from this
joint corpus.

Vocabulary size. We explored various vocabu-
lary sizes within a range of 1,000 to 10,000 sub-
words to identify the optimal balance between gran-
ularity and generalization. For BPE, we found that
a larger vocabulary size of 5,000 subwords pro-
vided the best results, and so we use this size in all
our experiments. This size qualitatively offered
a good trade-off between identifying roots and
affixes versus learning morphologically complex
words, capturing the morphological complexity of
Soranî in both Latin and Arabic scripts. Across all
of our measures, 5,000 subwords each for the Latin
and Arabic scripts led to the highest performance.

Transliteration. The Latin-based script exhibits
a one-to-one correspondence between phonemes
and alphabet letters (Esmaili et al., 2013) that can
be deterministically transliterated from the Arabic
script using Asosoft (Mahmudi and Veisi, 2021). In
addition to changing character frequencies caused
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Model Vocab Size Script Avg. Len. Tokenization
Agreement (%) Syllabification (%)

BPE - Small 2514 Latin 2.94
75.29

2446 Arabic 2.87 4.87
BPE - Large 5000 Latin 3.46 79.67

5000 Arabic 3.38 12.64
BPE - Joint 2514 Latin 3.04

77.08
2446 Arabic 2.98 26.70

Unigram - Large 5000 Latin 3.33
74.28

5000 Arabic 3.24 11.73
Unigram - Joint 3892 Latin 3.09

76.72
3647 Arabic 3.01 25.77

Table 1: Comparison of tokenization models for Soranî Kurdish in Latin and Arabic scripts.

by multiple allographs, transliteration into the Latin
script introduces the letter “i” for the schwa, which
is not encoded in the Perso-Arabic script. The rela-
tive transparency of the Latin script may produce
more accurate segmentations than the Arabic script.

Data “augmentation.” We define a joint tok-
enizer as a tokenization model trained on text data
from multiple scripts simultaneously. For Kurdish
languages, which can be written in both Latin and
Arabic scripts, a joint tokenizer aims to create a
unified subword vocabulary that can effectively to-
kenize text for multiple dialects. This approach
combines text data from both scripts for a balanced
training set, which the BPE and Unigram model
then uses to develop a script-agnostic tokenization
strategy based on subword frequency. This effec-
tively doubles the training data set size and may
alter the relative frequencies of subwords in the
data. We measure the different tokenizers’ preci-
sion against verified morphological segmentations
of Soranî Kurdish, along with segmentation accu-
racy. We hypothesize changes in subword tokeniza-
tion following from the fact that the two scripts
have slightly different orthotactics (see Section 2).
Transliteration is hypothesized to enhance subword
vocabulary training by increasing the number of
data points under consideration (Shazal et al., 2020;
Biadgligne and Smaili, 2023).

5 Results

5.1 Subword vocabularies

We first characterize the subword vocabularies
and their behavior for words in the training cor-
pus. Our analysis includes the token match rate
between Latin and Arabic scripts, average token
length, syllable-token correspondence, and token-

morpheme match rate to assess the effectiveness
of subword tokenization models in capturing the
linguistic structure of Soranî Kurdish (Table 1).

Token length. The average length of the tokens
reveals the granularity of the subword segmenta-
tion, with shorter lengths indicating finer segmen-
tation. Unigram model tends to produce longer
subwords, indicating differences in the granular-
ity of tokenization caused by the split procedure.
The BPE models produce shorter subwords, which
follows given the merge-based training procedure,
and this is especially true for small, single-script
models.

Tokenization consistency. The percentage of
tokenizations that are at the same boundaries across
both Arabic and Latin scripts (Token % in Table
1) highlights the models’ ability to maintain con-
sistency across different writing systems, which is
crucial for script-agnostic NLP applications. It is
meant to measure the consistency of tokenization
by comparing boundary positions in both scripts,
quantifying the percentage of boundaries that coin-
cide. The larger independently-trained BPE mod-
els achieve the highest token match rate at 79.67%,
suggesting that similar types of merges are occur-
ring for both scripts.

Syllabification. Syllable-token correspondence
measures the alignment of tokens with the syllabic
structure of the language. The highest percentage
of matching occurs with BPE trained jointly.

5.2 Morphological coverage

We assess the quality of the subword vocabularies
by computing the overlap between the tokens gen-
erated by BPE and the morphemes of the words,
as well as the proportion of token strings that cor-
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Setting Model

Mean
tokens in

morpheme
set

Mean
morphemes in

vocabulary

Morpheme
Coverage %

Segmentation
Accuracy %

Latin Script
Joint training BPE 0.349 0.345 43 26

Unigram 0.428 0.423 47 34
2514 subwords BPE 0.336 0.333 41 25
5000 subwords BPE 0.379 0.370 50 29

Unigram 0.440 0.435 51 36

Arabic Script
Joint training BPE 0.368 0.361 44 28

Unigram 0.484 0.479 49 40
2446 subwords BPE 0.353 0.349 41 26
5000 subwords BPE 0.402 0.390 52 32

Unigram 0.496 0.485 54 43

Table 2: Performance metrics of tokenization models for Soranî Kurdish.

respond to morphemes and the proportion of mor-
phemes that are present in the subword vocabulary.

To create the test set for evaluating the tokeniza-
tion models, we selected words from the corpus that
represent a variety of linguistic phenomena in So-
ranî. This included words with ezafe constructions,
compounds, preverbal constructions, and words
that incorporate prepositions. We also chose words
that contain a half space or Zero Width Non-Joiner
(ZWNJ) to assess the models’ ability to handle this
aspect of the script. To evaluate the models’ per-
formance in capturing the morphological structure
of Soranî, 1500 words were manually tokenized to
accurately segment the morphemes. Table 3 illus-
trates the efficacy of different tokenization models
in segmenting Soranî words into their respective
morphemes. We compare Unimorph and BPE with
different vocabulary sizes, across a selection of
words. The comparison focuses on how each model
tokenizes the words and aligns these tokens with
the linguistically motivated morpheme boundaries.
For instance, the word “destîpêkird” is tokenized
differently by Unimorph and BPE, reflecting each
model’s approach to parsing the underlying mor-
phological structure of the language.

Combining two scripts has a small but positive
effect on tokenization quality in terms of morpho-
logical accuracy for BPE, relative to the small
single-script models. When BPE is trained to a
larger subword vocabulary for either script, it per-
forms slightly better in terms of morphological cov-

erage compared to other models, including the joint
BPE model. This highlights the potential trade-offs
between vocabulary size and script coverage in sub-
word tokenization for Soranî Kurdish. However,
Unigram tokenization consistently outperforms on
all measures of morphological structure, as seen
in prior work (Bostrom and Durrett, 2020). We
summarize these comparisons in Table 2.

6 Future work

A specific subset of words containing the Zero-
width non-joiner (ZWNJ) was deliberately isolated
to assess tokenization performance of the Unigram
tokenizer with 5000 subwords, particularly within
the Perso-Arabic script. The presence of ZWNJ,
which can act as a morphological delimiter in word
or appear after the letter ‘ è’ /a/ by pressing the E
key on the keyboard, helps in achieving more ac-
curate segmentation outcomes. For instance, in
the word tokmetir ‘Q�K éÒ»�ñ�K’ ‘stronger’, the word

tokme ‘ éÒ»�ñ�K’ is separated from the comparative

morpheme tir ‘Q�K’ by a ZWNJ which gets tokenized
as a two actual morphemes by the Unigram tok-
enizer. This structural feature can provide clues to
tokenization models, enabling more precise iden-
tification and segmentation of morphemes and a
higher granularity in morpheme segmentation com-
pared to the Latin script. Such findings underscore
the importance of leveraging script-specific ortho-
graphic cues to improve tokenization models for
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Tokenizer vocab word Latin Tokens Morphemes

Unimoph 5k destîpêkird [‘destîpêkird’] [XQº�J��J��� èX] dest-î-pê-kird

Unimorph 5k meseley [’meseley’] [ø éË é� éÓ] mesele-y

Unimorph 5k pîlangêřîyekan [‘pîlan’, ‘gêř’, ‘îyekan’] [ 	àA¿éJK , Q�
��Ã , 	àCJK�] pîlan-gêřî-yek-an

BPE 5k destîpêkird [‘destî’, ‘pêkird’] [XQº�JK� , ú �æ� èX] dest-î-pê-kird

BPE 5k lebexda [‘lebexda’] [@Y 	« éK. éË] le-bexda

BPE 2514/2446 damezrawekanî [‘damez’, ‘rawe’, ‘kanî’] [ú 	GA¿è ,ð@P , 	P éÓ@X] damezraw-ekan-î

BPE 2514/2446 lelayekewe [’lelay’, ’ek’, ’ewe’] [ èð è , ¸ è , øB éË] yekêtî-ye

BPE 2514/2446 gořanêk [‘gořan’, ‘êk’] [¹�K , 	à@P�
�ñÃ] gořan-êk

Table 3: Token and morpheme segmentation examples across Unimorph and BPE tokenizers

under-resourced language contexts.

While recognizing the contributions of tradi-
tional unsupervised segmenters such as Morfes-
sor (Creutz and Lagus, 2005), Adaptor Gram-
mars (Johnson et al., 2006) and DPSeg (Dirichlet
Process-based Segmenter) (Goldwater et al., 2005)
in morphological analysis, this research primarily
explores the application these subword tokenizers
that are used in modern neural methods. We will
extend this comparison to include these traditional
segmenters, particularly focusing on their unigram
versions which share similarities with the Unigram
model used in this study. For future work, we
wish to explore the effects of using smaller training
datasets with less bias in frequency distribution,
build tokenization models based on vocabularies
rather than corpora, and train greedy contextual
decoding tokenizers (e.g., Uzan et al., 2024).

7 Conclusion

In this study, we have explored the capacity of
different tokenization models to segment Soranî
Kurdish text into morphologically well-formed sub-
words. Our findings highlight the differentical ef-
fects of pruning and merging on the inductive bi-
ases of these models, shedding light on their ability
to capture morphological structures. We find that
Unigram tokenization leads to the highest quality
off-the-shelf morpheme segmentation and find that
data augmentation is a less effective strategy than
increased vocabulary size in a monoscript context.
This research will contribute to the development
of more effective NLP tools for low-resource lan-
guages with smaller sources and only vocabulary
lists, with a focus on morphologically and phono-
logically motivated analyses.
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The python version used in this paper is 3.9.6. The
Hugging Face tokenizer library version 0.15.2 is
used for training BPE and Unigram models. Sen-
tencepiece is trained using version 0.2.0.

56

https://doi.org/10.1109/AICCSA.2013.6616470
https://doi.org/10.1109/AICCSA.2013.6616470
https://doi.org/10.18653/v1/2023.vardial-1.2
https://doi.org/10.18653/v1/2023.vardial-1.2
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/D18-2012
https://doi.org/10.18653/v1/D18-2012
https://doi.org/10.18653/v1/D18-2012
https://doi.org/https://doi.org/10.1016/j.csl.2021.101222
https://doi.org/https://doi.org/10.1016/j.csl.2021.101222
https://doi.org/https://doi.org/10.1016/j.csl.2021.101222
https://aclanthology.org/W16-4812
https://aclanthology.org/W16-4812
https://doi.org/10.1145/2684822.2685316
https://doi.org/10.1145/2684822.2685316
https://doi.org/10.18653/v1/P16-1162
https://doi.org/10.18653/v1/P16-1162
https://aclanthology.org/2020.wanlp-1.15
https://aclanthology.org/2020.wanlp-1.15
https://aclanthology.org/2020.wanlp-1.15
http://arxiv.org/abs/2403.01289
http://arxiv.org/abs/2403.01289
https://doi.org/10.1093/llc/fqy074
https://doi.org/10.1093/llc/fqy074
https://doi.org/10.1093/llc/fqy074

