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Abstract
Employing Large Language Models (LLMs)
to assess the quality of generated responses,
such as prompting instruct-tuned models or
fine-tuning judge models, has become a widely
adopted evaluation method. It is also known
that such evaluators are vulnerable to biases,
such as favoring longer responses. While it
is important to overcome this problem, the
specifics of these biases remain under-explored.
In this work, we qualitatively identify six types
of biases inherent in various judge models.
We propose EVALBIASBENCH as a meta-
evaluation collection of hand-crafted test cases
for each bias type. Additionally, we present de-
biasing dataset construction methods and the as-
sociated preference dataset OFFSETBIAS. Ex-
perimental results demonstrate that fine-tuning
on our dataset significantly enhances the ro-
bustness of judge models against biases and
improves performance across most evaluation
scenarios. We release our datasets and the fine-
tuned judge model to public.1

1 Introduction

Language model-based evaluation has become a
scalable solution for evaluating text generated by
language models. The use of proprietary large lan-
guage models (LLMs) such as GPT-4 (OpenAI,
2024) as evaluators has demonstrated high correla-
tions with human evaluations (Liu et al., 2023) and
is increasingly being adopted in LLM evaluation
benchmarks (Zheng et al., 2024). Subsequently,
concerns regarding cost and reproducibility have
led to fine-tuning of open-source models as cost-
effective judge models (Wang et al., 2024; Zhu
et al., 2023b; Li et al., 2024; Kim et al., 2024a,b).

Although model-based evaluators have shown
potential, they often struggle in certain evalu-
ation scenarios, especially with adversarial in-
stances (Zeng et al., 2023). Judge models are
* Equal contribution. † Corresponding Author. Work per-
formed while at NC Research.
1 https://github.com/ncsoft/offsetbias
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Figure 1: Illustration of a judge model bias. Although
the model is capable of distinguishing good and bad
responses written in a similar style, its judgment fails
when exposed to a more appealing style of response
regardless of the actual correctness.

reported to be heavily influenced by superficial
qualities of texts (Zheng et al., 2024; Huang et al.,
2024). Figure 1 illustrates an example of common
failure where judgments are influenced by stylistic
elements. Such discrepancies are known as biases.
Although overcoming biases in models is essential
for improving judge models, the specific textual
qualities that cause these biases remain relatively
under-explored.

In order to tackle the bias problem, we first ex-
plore what textual elements influence judge models.
For this we test various judge models on different
meta-evaluation test cases to empirically identify
major biases. As a result, we establish six bias
types and propose EVALBIASBENCH, a collection
of 80 evaluation instances which intend to quantify
the robustness of judge models towards the iden-
tified biases. Our findings show that many judge
models, both proprietary and fine-tuned models,
often incorrectly prefer wrong responses in such
misleading scenarios.

To reduce the identified biases in judge models,
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we construct a preference dataset OFFSETBIAS to
be integrated into training procedures of judge mod-
els. The dataset is created by leveraging GPT-4 and
Claude-3 (Anthropic, 2024) and employing prompt-
ing strategies such as Off-topic response method
and Erroneous response method. Each instance in-
cludes a good response and a bad response, where
the bad response contains critical errors but exhibits
stylistic qualities preferred by judge models. The
dataset is added to the judge model training data as
to offset existing biases.

We verify the effectiveness of the dataset
OFFSETBIAS by training two judge models: by us-
ing existing human preference data only and by us-
ing the same data supplemented with OFFSETBIAS.
We find that incorporating OFFSETBIAS signifi-
cantly increases performance on EVALBIASBENCH

and improves results on other benchmarks as well.
Additionally, we show that this dataset can be uti-
lized in training a reward model. Thus, we propose
that building bias-aware training data to offset ex-
isting biases is an effective way to improve judge
model performance.

In summary, the main contributions of our paper
are as follows:

1. We identify six types of biases that judge mod-
els are prone to and propose EVALBIASBENCH,
a collection of such test cases.

2. We propose OFFSETBIAS dataset and its con-
struction methods to enhance judge models’
performance on challenging evaluation in-
stances.

3. We show that incorporating OFFSETBIAS into
judge model training improves robustness to
existing bias types and further improves gen-
eral judging capability.

2 Related Work

2.1 LLM-based Evaluation

To judge the quality of text generated by LLMs,
Zheng et al. (2024) suggests using LLM-as-a-judge,
prompting strong LLMs (e.g., GPT-4) to evaluate
responses to open-ended questions by chat assis-
tants. Concerns about the cost and controllability
led to a trend of fine-tuning judge models based on
open-source LLMs (Wang et al., 2024; Zhu et al.,
2023b; Li et al., 2024; Kim et al., 2024a,b). Our
work aligns with fine-tuned judge model research,
aiming to create a compact yet competitive judge
model.

2.2 Meta-Evaluation Benchmarks and Judge
Model Biases

As more judge models are developed, the need
for meta-evaluation benchmarks to fairly compare
their performance becomes critical. Human pref-
erence benchmarks (Dubois et al., 2024b; Wang
et al., 2023a; Zheng et al., 2024; Wang et al., 2024;
Zhang et al., 2023) are commonly employed for
this purpose. Huang et al. (2024) demonstrated that
LLM judges exhibit a preference for superficial
qualities over strict adherence to instructions. For
instance, length bias and position bias are widely
known (Zheng et al., 2024) and existing works
try to alleviate those biases (Dubois et al., 2024a;
Wang et al., 2023a). Zeng et al. (2023) proposed
a meta-evaluation benchmark with adversarial ex-
amples, unveiling the weakness of judge models.
Our work explores deeper on when such mislead-
ing behavior of judge models occurs and attempts
to mitigate it as a way to improve judge model
performance.

3 Bias of Judge Models

We deal with the scenario where a judge model
receives an instruction and a pair of good and bad
responses and must choose the good response. We
assume that a judge model fails when its decision
is influenced more by certain stylistic patterns and
less by critical errors within responses. Figure 1
illustrates such scenario. When response styles are
similar, the model is capable of rejecting critical er-
rors. However, when the wrong response includes
a seemingly more concrete reference, the model
may erroneously prefer this style, leading to an in-
correct decision. We refer to these overly preferred
patterns as biases. We hypothesize that mitigating
these biases is important towards building a better
judge model and investigate the specific types of
common biases present in judge models.

From prior research, it is known that judge mod-
els exhibit certain biases such as verbosity bias and
self-enhancement bias (Zheng et al., 2024). We opt
to get a more dissected view of the bias through
case-by-case investigation. We collect examples of
judge model failures to qualitatively identify which
pattern of response the models tend to prefer and
categorize them as bias types. In order to discover
existing biases, we follow these steps:

1. Make inferences on various meta-evaluation
benchmarks (e.g., LLMBar (Zeng et al.,
2023), HHH (Askell et al., 2021)) with
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Instruction: Come up with a analogy to explain this concept. Concept: Network Topology

Good Response

Network topology is like a roadmap; it 
shows how the different components of 
a network are connected and arranged.

The internet protocol suite is like a postal system's rules for delivering mail.

The Internet Protocol (IP) is the address on the  [...]  types of data transfer.

Together, these protocols ensure data moves smoothly across the internet, just like mail in a 
postal system.

Bad Response

Type 1. Length Bias

Instruction: Is eating orange good for our health?

Type 2. Concreteness Bias

Good Response

Eating oranges is good for well-being. They provide essential 
vitamins, particularly vitamin C, and antioxidants.

According to a study published in the Journal of Nutrition (2020), 
eating apples daily can reduce the risk of chronic diseases by 25%

Bad Response

Instruction: I need some tips on improving my skills.

Type 3. Empty Reference Bias

Good Response

I'd be glad to help! Can you specify which skills you're looking to 
improve? Knowing the specific area will allow me to give you 
tailored advice. Whether it's related to work, a hobby, or personal 
development, I'll provide practical tips and resources. Let's make 
sure we target your goals effectively.

To improve your public speaking skills, practice regularly, get 
feedback from peers, and watch videos of skilled speakers for tips. 
Additionally, try recording your speeches to identify areas for 
improvement. Remember, confidence grows with consistent effort 
and real-world practice.

Bad Response

Instruction: What does it mean by “I was too shy. I just kept the ice there. “

Type 6. Familiar Knowledge Bias

Good Response

The sentence suggests that the person was too shy to start a 
conversation or make the situation more comfortable, so the initial 
awkwardness or silence ("the ice") remained unbroken.

It means that despite feeling nervous or uncomfortable in a social 
situation, the person made an effort to initiate conversation or 
interaction to make things less awkward and more comfortable for 
everyone involved.

Bad Response

Instruction: Paraphrase the following sentence.

                     He wanted to watch a movie but she wanted to go to a party.

Type 4. Content Continuation Bias

Good Response

He was interested in watching a movie, while she preferred 
attending a party.

They compromised and decided to do both by watching a movie at 
the party.

Bad Response

Instruction: Read the following sentence and suggest one correction.

                     Are you familiar with the the US?

Type 5. Nested Instruction Bias

Good Response

You might need to omit one of the adjacent 'the' in the sentence. Yes, including various aspects of society and daily life.

Bad Response

Figure 2: Identified bias types and examples. Each example is included in EVALBIASBENCH.

multiple off-the-shelf judge models (GPT-4-
1106-preview, GPT-3.5-turbo-0125, Llama-3-
70b-instruct, Llama-3-8b-instruct (AI@Meta,
2024), Prometheus2 (Kim et al., 2024b) and
AutoJ (Li et al., 2024)).

2. Analyze error cases and make a bias type hy-
pothesis that predicts the reason for the judge
model’s erroneous preference.

3. Test the bias type hypothesis on additional ex-
amples that reflect the bias pattern. Additional
examples are gathered from test sets or man-
ually crafted, which is analogous to making
adversarial examples (Zeng et al., 2023) or
designing attacks (Zheng et al., 2024).

4. Accept the bias type hypothesis if models con-
sistently show performance loss with the bias

pattern. Reject the hypothesis if patterned
examples do not cause performance loss for
most models. Examples of rejected bias hy-
potheses are reported in Appendix G.

The examples that are used to confirm the
bias types are later utilized in building the
EVALBIASBENCH dataset. As a result of this pro-
cess, we identify a total of 6 bias types, and report
them in the following section. Figure 2 demon-
strates examples for each bias type.

3.1 Identified Bias Types

Type 1. Length Bias
A well-known yet significant bias is length
bias (Zheng et al., 2024; Huang et al., 2024), which
refers to the tendency of judge models to prefer
longer responses, regardless of their quality or how

1045



well they adhere to the instruction. We find that
length bias is one of the most prominent source of
bias for judge models.

Type 2. Concreteness Bias
Concreteness bias refers to the tendency to assign
greater credibility to responses with specific details,
including citation of authoritative sources, numeri-
cal values and complex terminologies. The effect
of such elements to language models is also dis-
cussed in Hubinger et al. (2024).

Type 3. Empty Reference Bias
In case of an incomplete instruction, such as a
request for summary without target text, a good
response would be to ask back to clarify the in-
struction or to honestly state the response’s uncer-
tainty (Parrish et al., 2022). Weak models would
often respond with hallucinated responses to imag-
inary input content. Empty reference bias refers to
the tendency of judge models to prefer such hallu-
cinated content that seem to be associated with the
instruction.

Type 4. Content Continuation Bias
When instructions are accompanied with input text,
weak models can give story completion responses
that continue the input text. Content continuation
bias refers to the tendency to favor responses that
complete the input text, rather than those that cor-
rectly follow the given instruction. This may be
caused by the model assigning higher likelihood to
the completion of the most recent text.

Type 5. Nested Instruction Bias
Nested instruction bias is the tendency of judge
models to favor responses to questions or requests
embedded within the input text of a given instruc-
tion. It is similar to content continuation bias but
more challenging as the wrong response seemingly
follows the instruction and the model need to dis-
cern whether the response deals with the main in-
struction instead of the nested one.

Type 6. Familiar Knowledge Bias
Familiar knowledge bias refers to the preference
for responses that describe knowledge commonly
encountered in real-world data. When an instruc-
tion is related to a real-world knowledge such as
idioms or commonly known facts, the judge mod-
els favor the more familiar text over responses that
precisely meet the instruction.

Other type: Position Bias
Position bias refers to the influence of the order

Figure 3: Accuracy Degradation with Increasing Ratio
of Bad / Good Response Lengths, measured with Base-
data Model on LLMBar test sets.

in which responses are presented on the judgment
of LLM evaluators, which has already been identi-
fied (Wang et al., 2023a; Zheng et al., 2024; Huang
et al., 2024). This bias is not included in the pro-
posed EVALBIASBENCH as it is not tied to any spe-
cific instruction-response pair. Nevertheless we
examine this bias through metrics such as pairwise
swap accuracy and model choice agreement (Zheng
et al., 2024; Wang et al., 2023a) in Section. 6.

3.2 Construction of Bias Benchmark

With the identified biases, we construct
EVALBIASBENCH, a collection of 80 evalua-
tion examples that are categorized into 6 bias
types. The examples are first taken from the
bias identification process previously described.
Examples are then filtered, edited or newly crafted
until all authors agreed on whether the correct and
incorrect responses are objectively discernible and
whether the intended bias element is represented in
the incorrect response.

For bias types other than length bias, we aim to
isolate the effect of the desired bias from the in-
fluence of length difference. To estimate at which
point length bias takes effect, we measure the judge
performance of Base-data model (see Section 5.1)
on test instances grouped in different response
length ratios. Figure 3 suggests that length bias
becomes influential when the bad / good response
length ratio surpasses 2.0. Based on this result, we
manually edit the good and bad responses to keep
their lengths under twice the length of each other.

We use the newly constructed EVALBIASBENCH

as a test set to measure the robustness of judge
models for each bias type and report the results in
Table 4.
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4 Training Data Construction

To reduce biases inherent in judge models, we aim
to train them on a collection of counter-examples
to biases. We assume that biases inherent in judge
models originate in pre-training and instruction-
tuning data, and that including training examples
that reject responses with spuriously preferred qual-
ities can effectively reduce the biases.

To achieve this, we build OFFSETBIAS, a pair-
wise preference dataset that aims to complement
existing training datasets for judge models. The
dataset consists of triplets of an instruction I , a
good response Rg, and a bad response Rb. The
training instances are intended to be challenging
for judge models. Concretely, Rb contains critical
errors while having better qualities than Rg as to
confuse judge models.

4.1 Bad Response Generation

We first sample instructions from four exist-
ing datasets: Alpaca (Taori et al., 2023), Ultra-
chat (Ding et al., 2023), Evol-Instruct (Xu et al.,
2024), and Flan (Longpre et al., 2023). For Ultra-
chat, we use the first utterance as the instruction.
We leverage the generation capability of GPT-4-
1106-preview (referred as GPT-4) to automatically
create responses to a set of instructions with desired
qualities: containing biases and errors at the same
time. To achieve this, we initially try prompting
with emphasis on bias types. However we find it
difficult to make GPT-4 to craft a wrong answer
with a specified bias with the desired level of diffi-
culty. Instead, we discover that prompting focused
on intended error types is more effective. As a re-
sult we employ two methods to create high-quality
but incorrect responses: Off-topic response method
and Erroneous response method.

4.1.1 Off-topic Response Method
We adapt the GPTInst methodology proposed by
Zeng et al. (2023) as an effective way of produc-
ing adversarial evaluation instances. Given an in-
struction I , we use GPT-4 to create a similar but
different instruction I ′. We then take a relatively
weaker model to create a correct response R(I)
and a stronger model to create a response R(I ′).
This naturally creates a more concrete style of an-
swer that is off-topic from the original instruction
I . As the weaker model, we leverage GPT-3.5-
turbo-0125 or reference responses from original
datasets, and for the stronger model we use GPT-4.

To ensure that I and I ′ are different enough, we
prompt GPT-4 to judge whether the two are mean-
ingfully distinct instructions. See Appendix A for
the specific prompts used in the process.

4.1.2 Erroneous Response Method
In this method we task GPT-4 and Claude-3-Opus
to create Rb with specific errors. The response
fallacies include: include wrong fact, make incom-
plete response, add irrelevant parts, omit necessary
parts, and deviate from instruction. To induce the
errors a one-shot prompt was designed for each
type. The output of each fallacy type was randomly
sampled to ensure diversity of error types in the
final dataset. Finally, we prompt GPT-4 to ensure
that the intended wrong response is truly incorrect,
filtering out any unintentionally correct responses.
For Rg we adopt reference responses from existing
dataset. See Appendix A for the prompts used in
the process.

4.2 Difficulty filtering

To improve the judging capabilities of evaluation
models against biases, we use a Base-data model
(see Section 5.1) and GPT-3.5-turbo-0125 to as-
sess the difficulty of the new evaluation data. Ex-
amples correctly judged by both models are dis-
carded as they are regarded too easy. After the
difficulty filtering, the remaining training data in-
cludes only challenging examples. This process,
along with filtering out poor response generations
in Section 4.1, removes about 60% of the gener-
ated instances. Through bad response generation
and difficulty filtering, we create a total of 8,504
data instances, consisting of 3,062 Off-topic re-
sponse instances where all bad responses are gen-
erated by GPT-4 and 5,442 Erroneous response
instances where 1,044 bad responses are generated
by Claude-3-Opus and 4,398 are by GPT-4.

5 Experimental Setup

5.1 Model Description

We fine-tune LLaMA-3-8B-Instruct into two judge
models: one using Base-data only, and other with
OFFSETBIAS added on Base-data. The Base-data
consists of a 268k human preference dataset, which
includes Ultrafeedback (Cui et al., 2023), Helpsteer
(Wang et al., 2023b), HH-RLHF-Helpful-Online,
HH-RLHF-Harmless-Base (Bai et al., 2022), and a
subset of PKU-SafeRLHF (Dai et al., 2024). Un-
like other datasets designed for pairwise preference
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task, Ultrafeedback and Helpsteer datasets are de-
signed for single scoring task. However, we empir-
ically find that including them improves pairwise
preference accuracy. To mitigate position bias, we
augment the all pairwise training data by swapping
the positions of responses. See Appendix B for the
prompts used for training the evaluation instances
and Appendix C for the training data details.

We also train reward models to further test the ef-
ficacy of OFFSETBIAS. Training as a reward model
can eliminate the influence of prompting and feed-
back generation in judge model performance, leav-
ing only the impact of the (I , Rg, Rb) triplets of
the data. However, directly fine-tuning on already
fine-tuned reward models with new data can result
in catastrophic forgetting. Therefore, we adopt the
weight merging method proposed by Ramé et al.
(2024). Specifically, we train an intermediate re-
ward model using a subset of the original model’s
training data combined with OFFSETBIAS. This in-
termediate model is then merged with the origi-
nal model to obtain the final model using SLERP
method (Goddard et al., 2024). We choose FsfairX-
LLaMA3-RM-v0.1 (Xiong et al., 2024) as the orig-
inal model. See Appendix C for implementation
details.

5.2 Benchmarks
For generative models, we adopt three benchmarks:
LLMBar (Zeng et al., 2023) is composed of a Nat-
ural subset and four Adversarial subsets, named
Neighbor, GPTInst, GPTOut and Manual based on
their construction methods. The Natural set is de-
rived from existing human-preference datasets and
contains objectively better outputs. The Adversar-
ial set contains unfavourable outputs that deviate
from instructions but often exhibit good superficial
qualities.
HHH-Alignment (Askell et al., 2021) assesses
LLMs based on alignment, pragmatically catego-
rized into helpfulness, honesty, harmlessness and
others. These categories are useful for evaluating
different aspects of model alignment.
MT-Bench Human Judge (Zheng et al., 2024) uti-
lizes 80 prompts from the MT-Bench. Human an-
notators labeled 3.3k pairwise human preferences
for model responses generated by six models: GPT-
4-1106-preview, GPT-3.5-turbo-0125, Claude-v1,
Vicuna-13B, Alpaca-13B, and LLaMA-13B.

For reward models, we adopt RewardBench
(Lambert et al., 2024), which consists of eight pub-
lic benchmark datasets. These are divided into four

criteria: Chat, Chat Hard, Safety, and Reasoning.
Finally, we evaluate the models on each type of

bias using our EVALBIASBENCH test set.

5.3 Baselines
Generative model baselines We employ Ope-
nAI’s GPT-4o-2024-05-13 and GPT-3.5-turbo-
0125 as proprietary baselines, PandaLM (Wang
et al., 2024), AutoJ (Li et al., 2024) and
Prometheus2 (Kim et al., 2024b) as state-of-the-
art evaluator models, and LLaMA-3-8B-Instruct
(AI@Meta, 2024) as a baseline model. We
adopt original prompt templates of the models
for fair comparison. Additionally, we employ
Phi-3-medium (Microsoft, 2024), Mixtral-8x-7B-
instruct (MistralAI, 2024), LLaMA2-Chat-70B
(GenAI@Meta, 2023) and LLaMA3-70B-Instruct
(AI@Meta, 2024) for the EVALBIASBENCH evalua-
tion.

Reward model baselines We employ a diverse
set of reward models based on various foundation
models, including LLaMA, Mistral and Yi. Con-
sequently, we adopt Eurus-RM-7B (Yuan et al.,
2024), Starling-RM-34B (Zhu et al., 2023a), RM-
Mistral-7B and FsfairX-LLaMa3-RM (Xiong et al.,
2024) as baselines.

6 Experimental Results

6.1 Generative Model Results
Table 1 presents the results of the generative
models. We observe that PandaLM, AutoJ and
PROMETHEUS-2 models score low accuracy in the
LLMBar benchmark. Compared to the Base-data
model, our OFFSETBIAS model shows improve-
ments in all categories of each benchmark. Signif-
icant improvements are shown in LLMBar subsets
such as Neighbor, GPTInst and Manual. Addi-
tionally, notable performance enhancement is ob-
served in the Helpful and Honest subsets of the
HHH Alignment benchmark.

The positional agreement rate in Table 2 shows
that the OFFSETBIAS model achieves the highest
average score, outperforming even the proprietary
models. This is further discussed in the Ablation
Study section.

6.2 Reward Model Results
Table 3 presents the results of the reward models.
We observe a significant performance increase in
the Chat Hard subset, as well as enhancements in
the Safety and Reasoning scores. On the other
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Model LLMBar HHH Alignment MT Bench
Natural Neighbor GPTInst GPTOut Manual Avg. Helpful Honest Harmless Other Human GPT4-Pair
n=200 n=268 n=184 n=94 n=92 n=838 n=118 n=122 n=116 n=86 n=2,568 n=2,140

GPT-4o-0513 96.5 79.1 86.4 74.5 76.1 79.0 90.7 82.8 96.6 97.7 80.8 86.4
GPT-3.5-0613 80.5 20.1 28.8 40.4 34.8 31.0 83.9 71.3 86.2 86.0 72.5 76.7
PandaLM 54.0 14.9 16.8 46.8 15.2 23.4 73.7 48.4 66.4 60.5 70.4 71.7
AutoJ-13B 71.0 22.4 20.7 47.9 18.5 27.4 79.7 64.8 81.0 80.2 73.6 79.3
PROMETHEUS-2-7B† 78.0 22.4 32.1 58.5 44.6 39.4 76.3† 73.8† 87.9† 76.7† 74.6 81.6
PROMETHEUS-2-8x7B† 81.5 18.7 34.2 60.6 46.7 40.1 84.8† 82.0† 96.6† 76.7† 73.6 82.2
LLaMA3-8B-Instruct 75.0 32.1 44.0 55.3 47.8 44.8 83.1 76.2 83.6 88.4 72.2 74.3
+Base-data 81.5 64.2 73.4 59.6 57.6 63.7 86.4 76.2 88.8 88.4 73.7 79.1
+OFFSETBIAS 86.5 81.0 91.8 60.6 71.7 76.3 89.0 83.6 92.2 90.7 77.9 83.6

Table 1: Pairwise comparison accuracy on human preference datasets. We augment the test set by doubling its size
through the swapping of response pair positions. The size of each subset is denoted by n. The best accuracy of
each subset is bolded except proprietary LMs. Random guess would score 50%. Note that the Avg. of LLMBar
is macro-average, following the original author’s method. For PROMETHEUS-2†, the HHH Alignment scores are
sourced from the original paper, where the authors utilized different evaluation prompts optimized for each category.

Models LLM
Bar

HHH
Algn.

MT-
Bench

Avg.

GPT-4o-0513 89.5 93.7 84.5 85.9
GPT-3.5-0613 64.7 86.4 62.3 64.4
PandaLM 70.4 72.4 66.3 67.3
AutoJ-13B 77.3 86.4 80.5 80.5
PROMETHEUS-2-7B 78.3 83.7 82.0 82.6
PROMETHEUS-2-8x7B 76.6 86.4 80.1 80.1
LLaMA3-8B-Instruct 66.1 87.8 62.5 64.9
+Base-Data 82.6 83.7 78.6 79.5
+OFFSETBIAS 91.9 90.0 88.4 89.0

Table 2: Positional agreement rate of the generative
judge models when the position of two responses is
swapped. The highest average accuracy is marked in
bold. Random guess would achieve 50% agreement.

hand, there is a decrease in the Chat score. A sim-
ilar phenomenon occurs in the EVALBIASBENCH

results as well, which we discuss in the Section 7.

6.3 EvalBiasBench Results

In Table 4, we find that prior generative judge mod-
els struggle with almost every type of bias, whereas
reward models perform relatively better. We specu-
late that this is due to the different objective func-
tions of the two models: reward models benefit
from a training method that leverages direct com-
parison to maximize the score gap between good
and bad responses while generative models rely on
token generation. We find performance increases
in both the generative model and reward model
in total average accuracy when OFFSETBIAS is ap-
plied. However, in case of the reward model, score
decreases are also observed in several categories
such as Familiar Knowledge.

6.4 Ablation Study

To determine the impact of dataset construction
methods, we report additional ablation experiment

Models Chat Chat
Hard

Safety Reason
-ing

Avg.

n=358 n=456 n=740 n=1,968 n=3,522

Eurus-RM-7B 98.8 65.6 81.2 86.3 83.1
Starling-RM-34B 96.9 57.2 88.2 88.5 81.4
RM-Mistral-7B 96.9 58.1 87.1 77.0 79.3
FsfairX-LLaMA3-RM 99.4 65.1 87.8 86.4 85.8
+OFFSETBIAS 97.2 80.7 89.0 90.6 89.8

Table 3: The result of RewardBench. Each score repre-
sents accuracy. The size of each subset is denoted by n.
The highest score is marked in bold.

results in Table 5.

Position Swap
As explained in Section 5.1, we augmented the data
by swapping the position of the response pairs in
the input prompts. The ablation study on Swap
aug. shows that this does not significantly improve
the positional agreement score, but it enhances ac-
curacy in all benchmark sets. This indicates that
positional swapping contributes to the robustness
of the generative judge model.

Data Construction Method
The exclusion of Off-topic response method (ORM)
dataset from OFFSETBIAS results in a significant
performance drop on the LLMBar benchmark. This
can be attributed to the similarity of data construc-
tion method with LLMBar GPTInst subset. On the
other hand, the exclusion of Erroneous response
method (ERM) dataset leads to a 3 to 5 percentage
point decrease in accuracy across all benchmark
sets. This suggests that while both methods con-
tribute to enhancing the model’s judgment ability,
ORM’s effect is mostly associated with adversarial
cases and ERM enhances judging ability in a more
diverse setting.
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Model EVALBIASBENCH
Length Concreteness Empty

Reference
Content

Continuation
Nested

Instruction
Familiar

Knowledge
Total

n=34 n=28 n=26 n=24 n=24 n=24 n=160
GPT-4o-0513 91.2 92.9 50.0 100.0 91.7 95.8 86.9
GPT-3.5-0613 20.6 60.7 30.8 87.5 33.3 45.8 45.0
Phi-3-medium 47.1 78.6 15.4 83.3 33.3 66.7 53.8
Mixtral-8x7B-Instruct 35.3 42.9 3.8 62.5 12.5 45.8 33.7
LLaMA2-Chat-70B 0.0 50.0 53.8 62.5 20.8 37.5 35.6
LLaMA3-70B-Instruct 61.8 89.3 65.4 95.8 66.7 75.0 75.0
PandaLM 0.0 14.3 7.7 41.7 16.7 37.5 18.1
AutoJ-13B 11.8 46.4 46.2 70.8 37.5 20.8 37.5
PROMETHEUS-2-7B 17.6 46.4 46.2 29.2 25.0 45.8 34.4
PROMETHEUS-2-8x7B 14.7 57.1 30.8 54.2 12.5 37.5 33.8
LLaMA3-8B-Instruct 23.5 53.6 61.5 79.2 41.7 58.3 51.2
+Base-data 76.5 92.9 34.6 83.3 29.2 75.0 66.3
+OFFSETBIAS‡ 85.3 100.0 92.3 95.8 50.0 83.3 85.0
Eurus-RM-7B 41.2 71.4 84.6 66.7 66.7 33.3 60.0
RM-Mistral-7B 47.1 100.0 69.2 91.7 58.3 91.7 75.0
Starling-RM-34B 11.8 57.1 84.6 91.7 41.7 50.0 53.8
FsfairX-LLaMA3-RM 41.2 100.0 53.8 91.7 58.3 91.7 71.3
+OFFSETBIAS 82.4 92.9 46.2 100.0 83.3 58.3 77.5

Table 4: Accuracy results of generative judge models and reward models on EVALBIASBENCH. We augment the
test set by doubling its size through the swapping of response pair positions. The size of each subset is denoted
by n. The sections denote proprietary LMs, instruct-tuned models, generative judge models, the baseline and our
generative models, and reward models in order from top to bottom. The highest accuracy for each bias type is
bolded except for proprietary LMs. The total score represents the micro-average calculated across all samples. The
values shaded in gray indicate that our generative OFFSETBIAS‡ model performs better with statistical significance
(two proportion z-test, p < 0.05). Only GPT-4o-0513 scores significantly better than ours in Nested Instruction,
which is highlighted in blue. An additional analysis with random guess is shown in Appendix H.

Model LLMBar HHH Algn. MT Bench
Acc. Agr. Acc. Agr. Acc. Agr.

OFFSETBIAS 81.4 91.9 88.7 90.0 80.5 88.4
- Swap Aug. 76.4 88.5 88.5 93.2 78.7 88.3
- ORM 67.2 79.2 88.5 89.6 80.1 86.7
- ERM 77.6 88.1 83.3 93.7 77.1 80.7

Table 5: Ablation Study results: we use micro-average
accuracy and agreement rate for precise analysis.

7 Discussion

Coverage of Bias Types by OFFSETBIAS
While EVALBIASBENCH focused on bias types, the
OFFSETBIAS construction methods are not directed
to cover all bias types. Due to difficulties in data
construction described in Section 4.1, we had to fo-
cus on errors and leave GPT-4 to naturally generate
qualities that would manifest some of the biases we
identified. The decreased performance of reward
model in Familiar Knowledge bias type in Table 4
suggests that our data creation methodology might
not have full coverage for the biases. However,
the observed improvements in most bias types of
EVALBIASBENCH suggest that either training the
model to reject errors helped focusing on errors

instead of bias elements, or training the model to
reject responses with qualities of GPT-4 naturally
contributed in mitigating most biases in question.

Preference for GPT-4-Generated Responses
The low performance of most other judge models
may be attributed to the over-preference on GPT-
4 in their training sets. Most preferred responses
are generated by GPT-4, which seems to bring bi-
ases towards preferring their qualities. For instance,
GPT-4 tends to generate lengthy responses, thus
resulted preference datasets tend to contain lengthy
chosen responses compared to rejected responses.
Judge models trained on such data show poor per-
formance on length bias test cases. The related
statistics are included in Appendix F. In contrast,
OFFSETBIAS demonstrates the efficacy of fair judg-
ments irrespective of superficial qualities generated
by GPT-4 since most of its rejected responses are
created with GPT-4 while chosen responses are
generated by various language models.

8 Conclusion

In this work, we identified the biases present in
most judge models and categorized them into six
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types. We proposed EVALBIASBENCH to evaluate
the robustness of judge models against these bi-
ases. In addition, we present de-biasing dataset
construction methods and the preference dataset
OFFSETBIAS. Our results reveal that these efforts
to mitigate the biases significantly improved the
overall performance of the judge models.

Limitations

Limitations of our work may lie in the biases we
identified, the benchmark sets we developed, and
the data construction methods we utilized. We now
discuss each of them.

Universality of Identified Biases
Despite our efforts to categorize the types of bi-
ases based on objective criteria and validate them
through experiments, our approach relies on empir-
ical observations and cannot be considered as an
exhaustive list of existing biases.

Also, the biases are inherently model-dependent.
While we identified bias types that are relatively
universal, some advanced proprietary models tend
to be more robust to these biases. This issue may
also be mitigated by future powerful open models.

Applicability of EVALBIASBENCH
The examples included in the benchmark are either
selected from existing test sets or hand-crafted by
the authors. Consequently, their diversity may be
limited, and these examples should be used as a
supporting benchmark for judge models. In addi-
tion, some of the deceptive responses are artificially
crafted by humans; in most real-life use cases, the
models being evaluated may not produce such pat-
terns of deceptive responses. This limitation con-
fines the applicability of our research to hypotheti-
cal scenarios. However, this work shows that being
robust in such cases provides performance gains in
the overall capability of judge models.

Usability of OFFSETBIAS Dataset
While our dataset aims to offset existing biases
in other evaluation datasets, it may inherently in-
troduce new biases. Specifically, OFFSETBIAS is
essentially a collection of counter-examples to bi-
ases, which naturally introduces a bias in the op-
posite direction. Mitigating biases by introducing
new biases might be an unstable solution. Conse-
quently, this dataset is not intended to be used as
standalone training data but rather as a complement
to other preference training datasets, which limits
the usability of our dataset. In addition, we limit

our work to pairwise preference evaluation. Biases
that occur in single grading scenarios are out of
the scope of this study but they are nonetheless
important issues that need to be addressed within
the field.

Ethical Considerations

Some of the datasets we constructed using GPT-4-
1106-preview or Claude-3-Opus may include po-
tentially unhelpful or harmful instructions or re-
sponses. Therefore, we took care to avoid ethical
issues by basing our seed instructions on validated,
published data. We propose our work with the
anticipation of positive applicability, as seen in pre-
ceding studies.
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Appendices

A Data Building prompts

A.1 Off-topic Response Method
A.1.1 Generating Similar Instruction

Given an user input (called "given input"), please generate a new user input (called
"generated input") such that:
(1) The generated input is highly relevant to but different from the given input.
(2) The correct response to the generated input superficially resembles the correct
response to the given input as much as possible.
(3) But actually, the correct response to the generated input should not be a correct
response to the given input.

Given input:
{instruction}

Generated input:

A.1.2 Judging If Similar Instructions are Different

There are two instructions, Instruction A and Instruction B. Are the two instructions
asking the same thing? Please answer in `YES` or `NO`.

# Instruction A:
{instruction_A}

# Instruction B:
{instruction_B}

# Are the two instructions asking the same thing?

A.2 Erroneous Response Method
A.2.1 Include Wrong Fact

## Instruction:
You are an assistant that seems to correctly respond to the input, but in reality, your
response is not genuinely helpful. Please ensure that the response resembles a correct
response as much as possible but always maintains its nature of unhelpfulness and
provides a WRONG response. Basically, it is not very easy for a person to find that your
response is actually not a correct response.
Please explain how you come up with your response and why the reponse is seemingly
correct but actually not. Then write the required response.

Here are an example that will help you understand the task.

## Input:
Describe a type of bird

## Explanation:
The Response is correct and helpful in most cases. However, the Response mentions one
wrong fact: "Kookaburra is native to Korea." Therefore, the Reponse is WRONG.

## Response:
Kookaburra is a medium-sized bird native to Korea. It's often referred to as the
"laughing bird" because of its distinctive call, reminiscent of loud, echoing laughter.
The laughing kookaburra features a white or cream-colored body and head with brown
shades on the wings and back, while the blue-winged kookaburra showcases hints of blue
on its wings. Kookaburras primarily feed on insects, small reptiles, and occasionally
small mammals and birds.
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Now, read the Input below and generate ## Explanation and ## Response on your own.
## Input:
{instruction}

## Explanation:

A.2.2 Make Incomplete Response

## Instruction:
You are an assistant that seems to correctly respond to the input, but in reality, your
response is not genuinely helpful. Please ensure that the response resembles a correct
response as much as possible but always maintains its nature of unhelpfulness and
provides a WRONG response. Basically, it is not very easy for a person to find that your
response is actually not a correct response.
There are many possible ways to provide a wrong answer but this time, please write an
INCOMPLETE response to the Input. Your response may deal with just a part of the Input
and not fully explain the instruction.
First explain how you come up with your response and why the reponse is seemingly
correct but actually not. Then write the required response.

Here are an example that will help you understand the task.

## Input:
Describe a type of bird

## Explanation:
The Response names a type of bird but does not give any additional information of it.
Although the response specifies a type of bird but it does not "describe" any of it so
the reponse is unhelpful.

## Response:
Kookaburra is a medium-sized bird native to Australia.

Now, read the Input below and generate ## Explanation and ## Response on your own.
## Input:
{instruction}

## Explanation:

A.2.3 Add Irrelevant Parts

## Instruction:
You are an assistant that seems to correctly respond to the input, but in reality, your
response is not genuinely helpful. Please ensure that the response resembles a correct
response as much as possible but always maintains its nature of unhelpfulness and
provides a WRONG response. Basically, it is not very easy for a person to find that your
response is actually not a correct response.
There are many possible ways to provide a wrong answer but this time, please write an
INCOMPLETE and REDUNDANT response to the Input. Your response may deal with just a part
of the Input and start talking about a bit different topic.
First explain how you come up with your response and why the reponse is seemingly
correct but actually not. Then write the required response.

Here are an example that will help you understand the task.

## Input:
Describe a type of bird

## Explanation:
The Response names a type of bird but starts talking about the country where the bird
came from. The response deviates from the original question and does not fully describe
the type of bird so it is unhelpful.
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## Response:
Kookaburra is a medium-sized bird native to Australia. There are many birds native to
Autstralia. That's why Australia attracts so many tourists from all over the world.

The country's diverse landscapes, from lush rainforests to vast deserts, provide
habitats for a wide array of birdlife, making it a paradise for birdwatchers and nature
enthusiasts from around the globe. Besides birds, Australia's rich indigenous culture,
stunning natural landmarks like the Great Barrier Reef and Uluru, and unique flora and
fauna all contribute to its allure as a top tourist destination.

Now, read the Input below and generate ## Explanation and ## Response on your own.
## Input:
{instruction}

## Explanation:

A.2.4 Omit Necessary Parts

## Instruction:
You are an assistant that seems to correctly respond to the input, but in reality, your
response is not genuinely helpful. Please ensure that the response resembles a correct
response as much as possible but always maintains its nature of unhelpfulness and
provides a WRONG response. Basically, it is not very easy for a person to find that your
response is actually not a correct response.
Please list up important points that a correct and helpful answer should mention and
then write an unhelpful answer using that list. You might omit one or more points of the
list to come up with your unhelpful or wrong response.

Here are an example that will help you understand the task.

## Input:
Describe a type of bird

## List:
- A correct response names a specific type of bird.
- A correct response talks about the details or characteristics of the specific type of
bird.

## Explanation:
My response will not specifically talk about a type of bird. Instead, the response will
deal with the general information of birds.

## Response:
A type of bird is a creature that has feathers, and a beak, and can usually fly. It is a
group of warm-blooded vertebrates constituting the class Aves, characterized by
feathers, toothless beaked jaws, the laying of hard-shelled eggs, a high metabolic rate,
a four-chambered heart, and a strong yet lightweight skeleton.

Regarding the bird types, all modern birds lie within the crown group Aves (alternately
Neornithes), which has two subdivisions: the Palaeognathae, which includes the
flightless ratites (such as the ostriches) and the weak-flying tinamous, and the
extremely diverse Neognathae, containing all other birds. These two subdivisions have
variously been given the rank of superorder, cohort, or infraclass. Depending on the
taxonomic viewpoint, the number of known living bird species is around 10,906 although
other sources may differ in their precise number.

Now, read the Input below and generate ## Explanation and ## Response on your own.
## Input:
{instruction}

## List:
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A.2.5 Deviate from Instruction

## Instruction:
You are an assistant that seems to correctly respond to the input, but in reality, your
response is not genuinely helpful. Please ensure that the response resembles a correct
response as much as possible but always maintains its nature of unhelpfulness and
provides a WRONG response. Basically, it is not very easy for a person to find that your
response is actually not a correct response.
Your response seems to answer the question but should deviate slightly from the essence.
Please explain how you come up with your response and why the reponse is seemingly
correct but actually not. Then write the required response.

Here are an example that will help you understand the task.

## Input:
Describe a type of bird

## Explanation:
The Response should seemingly talk about the Input("bird"). However, while the Input
actually asks to describe "a type" of bird, the Response generally explains what a bird
is. Therefore, the Response is unhelpful.

## Response:
A type of bird is a creature that has feathers, and a beak, and can usually fly. It is a
group of warm-blooded vertebrates constituting the class Aves, characterized by
feathers, toothless beaked jaws, the laying of hard-shelled eggs, a high metabolic rate,
a four-chambered heart, and a strong yet lightweight skeleton.

Regarding the bird types, all modern birds lie within the crown group Aves (alternately
Neornithes), which has two subdivisions: the Palaeognathae, which includes the
flightless ratites (such as the ostriches) and the weak-flying tinamous, and the
extremely diverse Neognathae, containing all other birds. These two subdivisions have
variously been given the rank of superorder, cohort, or infraclass. Depending on the
taxonomic viewpoint, the number of known living bird species is around 10,906 although
other sources may differ in their precise number.

Now, read the Input below and generate ## Explanation and ## Response on your own.
## Input:
{instruction}

## Explanation:

A.2.6 Judging If the Response is Wrong

There are an instruction and a response to it. Is the response correctly following the
instruction? Please answer in `YES` or `NO`. If the response provides WRONG information,
you should answer `NO`.

# Instruction:
{instruction}

# Response:
{response}

# Is the response correct?

B Training Prompt Format

We used multiple variants of pairwise preference prompt format, named as General Single-turn, Safety
Single-turn, General Multi-turn, and Safety Multi-turn.
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B.1 General Single-turn

For most base datasets, we used the prompt from LLMBar.

You are a helpful assistant in evaluating the quality of the outputs for a given
instruction. Your goal is to select the best output for the given instruction.

Select the Output (a) or Output (b) that is better for the given instruction. The two
outputs are generated by two different AI chatbots respectively.
Do NOT provide any explanation for your choice.
Do NOT say both / neither are good.
You should answer using ONLY "Output (a)" or "Output (b)". Do NOT output any other words.
Here are some rules of the evaluation:
(1) You should prioritize evaluating whether the output honestly/precisely/closely
executes the instruction, then consider its helpfulness, accuracy, level of detail,
harmlessness, etc.
(2) Outputs should NOT contain more/less than what the instruction asks for, as such
outputs do NOT precisely execute the instruction.
(3) You should avoid any potential bias and your judgment should be as objective as
possible. For example, the order in which the outputs were presented should NOT affect
your judgment, as Output (a) and Output (b) are **equally likely** to be the better.

# Instruction:
{instruction}
# Output (a):
{output_1}
# Output (b):
{output_2}
# Which is better, Output (a) or Output (b)? Your response should be either "Output (a)"
or "Output (b)":

B.2 Safety Single-turn

For PKU-SafeRLHF, we used the following prompt.

You are a helpful assistant in evaluating the quality of the outputs for a given
instruction. Your goal is to select the best output for the given instruction.

Select the Output (a) or Output (b) that is better for the given instruction. The two
outputs are generated by two different AI chatbots respectively.
Do NOT provide any explanation for your choice.
Do NOT say both / neither are good.
You should answer using ONLY "Output (a)" or "Output (b)". Do NOT output any other words.
Here are some rules of the evaluation:
(1) You should prioritize evaluating whether the output safely and harmlessly executes
the instruction, then consider its helpfulness, honesty, preciseness, accuracy, level of
detail,etc.
(2) Outputs should NOT express harmful or offensive content and should NOT help requests
in potentially harmful ways.
(3) You should avoid any potential bias and your judgment should be as objective as
possible. For example, the order in which the outputs were presented should NOT affect
your judgment, as Output (a) and Output (b) are **equally likely** to be the better.

# Instruction:
{instruction}
# Output (a):
{output_1}
# Output (b):
{output_2}
# Which is better, Output (a) or Output (b)? Your response should be either "Output (a)"
or "Output (b)":
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B.3 General Multi-turn

For HH-RLHF-Helpful-Online, we used the following prompt.

You are a helpful assistant in evaluating the quality of the outputs for a given
conversation. Your goal is to select the best output for the given conversation.

Select the Output (a) or Output (b) that is better for the given conversation. The two
outputs are generated by two different AI chatbots respectively.
Do NOT provide any explanation for your choice.
Do NOT say both / neither are good.
You should answer using ONLY "Output (a)" or "Output (b)". Do NOT output any other words.
Here are some rules of the evaluation:
(1) You should prioritize evaluating whether the output honestly/precisely/closely
executes the conversation, then consider its helpfulness, accuracy, level of detail,
harmlessness, etc.
(2) Outputs should NOT contain more/less than what the conversation asks for, as such
outputs do NOT precisely execute the conversation.
(3) You should avoid any potential bias and your judgment should be as objective as
possible. For example, the order in which the outputs were presented should NOT affect
your judgment, as Output (a) and Output (b) are **equally likely** to be the better.

# Conversation:
{conversation}
# Output (a):
Assistant: {output_1}
# Output (b):
Assistant: {output_2}
# Which is better, Output (a) or Output (b)? Your response should be either "Output (a)"
or "Output (b)":

B.4 Safety Multi-turn

For HH-RLHF-Harmless-Base, we used the following prompt.

You are a helpful assistant in evaluating the quality of the outputs for a given
conversation. Your goal is to select the best output for the given conversation.

Select the Output (a) or Output (b) that is better for the given conversation. The two
outputs are generated by two different AI chatbots respectively.
Do NOT provide any explanation for your choice.
Do NOT say both / neither are good.
You should answer using ONLY "Output (a)" or "Output (b)". Do NOT output any other words.
Here are some rules of the evaluation:
(1) You should prioritize evaluating whether the output safely and harmlessly executes
the conversation, then consider its helpfulness, honesty, preciseness, accuracy, level
of detail,etc.
(2) Outputs should NOT express harmful or offensive content and should NOT help requests
in potentially harmful ways.
(3) You should avoid any potential bias and your judgment should be as objective as
possible. For example, the order in which the outputs were presented should NOT affect
your judgment, as Output (a) and Output (b) are **equally likely** to be the better.

# Conversation:
{conversation}
# Output (a):
Assistant: {output_1}
# Output (b):
Assistant: {output_2}
# Which is better, Output (a) or Output (b)? Your response should be either "Output (a)"
or "Output (b)":

1059



C Experimental Details

C.1 Generative Models
Training Data We fine-tuned our generative judge models from LLaMA-3-8B-Instruct. The Base-data is
consists of 268.6k Human preference datasets which include both direct scoring(199.9k) and pairwise
comparison(68.7k).2 To reduce the gap between pairwise preference and single scoring dataset, we
converted 3.1k scoring data points (subsets of Ultrafeedback) into a pairwise preference format. Our
OFFSETBIAS data consists of 8.5k pairwise comparison instances.

To summarize, the Base-data model was trained on 196.8k direct scoring data and 71.8k pairwise
comparison data. The OFFSETBIAS model was trained on the Base-data with an additional 8.5k pairwise
comparison data.

Additionally, we augmented all pairwise training data by swapping the positions of responses. For
example, the data with [Instruction - Response(a) - Response(b) - Output] order is augmented to [Instruc-
tion - Response(a′) - Response(b′) - Output′]. Note that Response(a′) is equivalent to Response(b) and
Response(b′) is equivalent to Response(a).

Training Details We trained the model with a gradient accumulation applied, resulting in an effective
batch size of 256, and used a learning rate of 1e-5 with beta values of (0.9, 0.999). We set the maximum
sequence length to 4,096. We adopted the FusedAdamW optimizer from Apex and utilized the Deepspeed
framework for model parallelism. For the learning rate decay schedule, we employed cosine decay with a
warm-up ratio of 0.1 of the total steps in one epoch. We applied an attention dropout ratio of 0.05, which
empirically enhanced performance in most experimental cases. Training took approximately 30 hours
using 8 A100 80GB GPUs per experiment, with two epochs.

Evaluating Details To evaluate baseline models, we adopt the original prompt template of each model for
fair comparison. For the inference method, we employed greedy search to obtain deterministic results.

C.2 Reward Models
Training Data This experiment was designed to validate the OFFSETBIAS dataset when it is added to
other models. We adopt sfairXC/FsfairX-LLaMA3-RM-v0.13 as an original reward model. As we intend
to validate OFFSETBIAS datasets, we sampled 71.5k data as supplementary data which already exist
in training data of FsfairX-LLaMA3-RM-v0.1 which the author open to their repository4. We add up
OFFSETBIAS on it resulting total 80k training dataset.

Training Details We trained an intermediate reward model from LLaMA-3-8B-Instruct with 80k training
datasets. Then we merged it with the original model. In conclusion, none of the additional dataset is used
to train our reward model except OFFSETBIAS . We trained the model with a gradient accumulation
applied, resulting in an effective batch size of 128, and used a learning rate of 1e-5 with beta values of (0.9,
0.999). We set the maximum sequence length to 4,096. We adopted the AdamW optimizer and utilized
the Deepspeed framework for model parallelism. We employed cosine decay with a warm-up ratio of
0.1 of the total steps in one epoch for the learning rate decay schedule. Training took approximately 10
hours using 8 A100 80GB GPUs per experiment, with two epochs. Weight merging was conducted using
Mergekit with the SLERP method, employing a merging ratio of 0.5.

2 Ultrafeedback: 164k, Helpsteer:35k, HH-RLHF-Online:21k, HH-RLHF-Harmless-Base: 41k, and a subset of
PKU-SafeRLHF:5k
3 https://huggingface.co/sfairXC/FsfairX-LLaMA3-RM-v0.1. We comply with their license policy, CC BY-NC 4.0, and
also adhere to the policy of the base model, LLaMA3.
4 https://github.com/RLHFlow/RLHF-Reward-Modeling?tab=readme-ov-file#dataset-preparation
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D EvalBiasBench Examples

Bias type Length bias

Instruction Generate a quick story around a theme that includes the given words. 
Theme: Adventure 
Words: sailors, boat

Output (a) It all started with Captain Jack and his trusty crew setting sail on a mission of discovery. They had been told of a legendary 
island hidden somewhere in the vast expanse of the ocean and after months of searching, they finally found it. When they 
reached their destination, they were met with an island filled with towering cliffs, mysterious jungles and forgotten ruins.

 

The crew spent their days exploring the island, collecting resources and discovering its hidden secrets. One of their most 
exciting finds was an ancient treasure map with directions to a vast fortune on the other side of the island. With a small fortune 
at stake, the crew fearlessly crossed the dangerous waters of the island and braved the hidden threats of the unknown.



After days of exploration, they finally reached the treasure, only to find that it was guarded by a fierce dragon. After a fierce 
battle, they managed to emerge victorious and return to their homeland with the treasure in tow. Though their journey was full 
of danger and strife, it had been an unforgettable adventure full of exciting discoveries and memories.

Output (b) The three sailors had always wanted to go on an adventure, so they decided to sail out on a boat and explore. After an 
exhausting day of navigating treacherous waters, they made their way to a beautiful island. There they encountered many 
wondrous sights and even encountered a few friendly locals. They had found adventure and were forever changed by the 
experience.

Preference label Output (b)

GPT-4o-0513 Output (a)

GPT-3.5-0613 Output (a)

PandaLM 1



### Reason: Response 1 is better because it follows the theme of adventure and includes a specific plot with a clear conflict 
and resolution. Response 2 is more general and lacks a clear direction.



### Reference: ...

AutoJ-13B 1. The key factors to distinguish these two responses: ...



2. The final decision:



	So, the final decision is Response 1. It provides a more engaging and detailed story, effectively uses the given words, and 
meets the criteria more effectively than Response 2.

Prometheus-2-8x7B Both Response A and Response B incorporate the theme of adventure and include the required words, sailors and boat. 
However, Response A provides a more detailed and engaging story, with a clear narrative arc and a sense of danger and 
excitement. ...



Response B, on the other hand, is much simpler and less detailed. ...



[RESULT] A

LLaMA3-8B-Instruct Output (a)

OffsetBias model (Ours) Output (b)

Figure 4: Generation results for an EVALBIASBENCH example with length bias. Only OFFSETBIAS model was
able to make the correct judgment.

1061



Bias type Concreteness

Instruction Is exercise good for mental health?

Output (a) A 2019 study published by the APA found that engaging in vigorous exercise for at least 200 minutes per week significantly 
reduces symptoms and even cure it.

Output (b) Regular physical exercise can improve mental health. If you're having a hard time mentally, try exercising.

Preference label Output (b)

GPT-4o-0513 Output (b)

GPT-3.5-0613 Output (a)

PandaLM 1



### Reason: Response 1 is better because it provides a specific study and its findings.



### Reference: A 2019 study published by the APA found that engaging in vigorous exercise for at least 200 minutes per week 
significantly reduces symptoms and even cure it.

AutoJ-13B 1. The key factors to distinguish these two responses:



	- structure: Response 1 has a better structure as it provides a brief summary of the answer followed by a detailed explanation. 
Response 2 lacks a clear structure and does not provide a detailed explanation.



	- specificity: Response 1 is more specific as it mentions a study published by the APA and provides a specific amount of 
exercise recommended. Response 2 is more general and does not provide any specific information.



	- accuracy: Response 1 is more accurate as it provides a reference to a specific study, which adds credibility to the claim. 
Response 2, on the other hand, is a general statement without any specific reference or citation.



	- information richness: Response 1 provides more detailed and professional information by mentioning a specific study and its 
findings. Response 2 lacks this depth of information.



	- completeness of instruction following: Both responses answer the user's query, but Response 1 provides a more complete 
answer by citing a specific study.



	- citation: Response 1 cites a specific study, which adds credibility to the claim. Response 2 does not provide any citation or 
reference.



	- professional: Response 1 uses more precise language and industry-specific terminology, making it more professional. 
Response 2, while not unprofessional, lacks the same level of precision and specificity.



2. The final decision:



	So, the final decision is Response 1. It provides a more accurate, detailed, and professional answer to the user's query. It also 
cites a specific study, which adds credibility to the claim. While Response 2 is not incorrect, it lacks the depth and specificity of 
Response 1.

Prometheus-2-8x7B Both responses address the question of whether exercise is beneficial for mental health, but they differ significantly in the level 
of detail and the quality of evidence provided. Response A cites a specific study published by the American Psychological 
Association (APA) in 2019, which lends credibility to the claim and provides a clear, quantifiable measure of the amount of 
exercise required for mental health benefits. This response is directly relevant to the user's question and offers a useful piece 
of information backed by scientific research.



On the other hand, Response B makes a more general statement about the benefits of exercise for mental health without 
providing any specific evidence or details. While the advice to exercise when facing mental health challenges is certainly 
relevant, it lacks the depth and specificity of Response A.



Based on the score rubric, which emphasizes the relevance and usefulness of the response, Response A is the better of the 
two. It provides a more detailed and evidence-based answer to the user's question, making it more useful and relevant to their 
needs. [RESULT] A

LLaMA3-8B-Instruct Output (a)

OffsetBias model (Ours) Output (b)

Figure 5: Generation results for an EVALBIASBENCH example with concreteness bias. Only GPT-4 and
OFFSETBIAS model were able to make the correct judgment.
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E OFFSETBIAS Examples

Data construction method Off-topic response method

Instruction Come up with a list of 10 things people can do to conserve energy.

Output (a) 1. Turn off lights when not in use

2. Unplug electronics when not in use

3. Use energy-efficient appliances

4. Set thermostat to a reasonable temperature

5. Use natural light instead of artificial lighting

6. Seal windows and doors to prevent drafts

7. Wash clothes in cold water

8. Use a programmable thermostat

9. Take shorter showers

10. Use public transportation, carpool, or bike instead of driving alone.

Similar instruction Provide a list of 10 measures households can adopt to reduce water usage.

Output (b) Certainly! Households can significantly reduce their water usage and conserve this precious 
resource by adopting various measures. Here are 10 practical steps:



1. Fix Leaks: Regularly check and repair any leaky faucets, pipes, or toilets in the household, 
as leaks can contribute to significant water waste over time.



2. Install Water-Efficient Fixtures: Use low-flow showerheads, faucets, and toilets that are 
designed to use less water while maintaining adequate pressure and functionality.



3. Shorter Showers: Encourage household members to take shorter showers. Using a timer 
or setting a limit of 5-10 minutes can make a big difference in water usage.



4. Turn Off the Tap: Make it a habit to turn off the tap while brushing teeth, washing hands, 
shaving, or doing dishes whenever water is not needed.



5. Full Loads: Only run the washing machine and dishwasher when they are full, to maximize 
efficiency and reduce the number of cycles needed.



6. Use a Bucket: While waiting for the shower water to heat up, place a bucket to catch the 
cold water. This can be used later to water plants or for cleaning purposes.



7. Mulch and Drought-Tolerant Plants: Use mulch in gardens to retain soil moisture and 
choose drought-tolerant plants that require less watering.



8. Rainwater Harvesting: Install a rain barrel or a more elaborate rainwater harvesting system 
to collect and store rainwater for garden use.



9. Sweep, Don't Hose: Use a broom to clean driveways, sidewalks, and patios instead of a 
hose, which can save gallons of water.



10. Water at Optimal Times: Water lawns and gardens either early in the morning or late in the 
evening to reduce evaporation losses.



Implementing these measures can contribute to a significant reduction in household water 
usage and help conserve water for future needs.

Preference label Output (a)

Figure 6: An example of OFFSETBIAS by off-topic response method
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Data construction method Erroneous response method

Instruction What is the process for creating an online store?

Output (a) The process for creating an online store typically involves registerring a domain name, 
setting up hosting, selecting an ecommerce platform, designing a website, setting up 
payment processing, configuring taxes and shipping, creating product listings, launching the 
website, marketing the website, and regularly monitoring analytics. Each of these steps may 
require more detailed steps, as well as investment in tools, resources, and expertise.

Erroneous response type include wrong fact

Explanation for Output (b) The response will provide an accurate set of steps for creating an online store, but will includ
e one wrong fact about needing a physical storefront in order to set up an online store. This
 introduces an element of misinformation while maintaining the guise of helpfulness, as it ma
y seem logical to some that a physical presence could be necessary for legitimacy or stock-
keeping purposes, even though it's not actually required for creating an online store.

Output (b) To create an online store, first, you need to have a physical storefront from which you can 
manage your inventory. Then, choose a domain name and a platform like Shopify, Magento, 
or WooCommerce, where you can set up your website. Customize your store's theme to 
match your brand, add products with good-quality images and descriptions, and set up 
payment processing with options like PayPal, credit cards, or other payment gateways. Make 
sure to implement security measures to protect your customers' information. Finally, market 
your store through social media, SEO, and email marketing to attract customers and start 
selling.

Preference label Output (a)

Figure 7: An example of OFFSETBIAS by erroneous response method with the include wrong fact prompt

Data construction method Erroneous response method

Instruction Interpret the following metaphor He was a beacon of hope.

Output (a) He was a source of encouragement and optimism.

Erroneous response type add irrelevant parts

Explanation for Output (b) The response starts by addressing the metaphor but quickly moves onto talking about 
lighthouses and their role in coastal navigation. While it makes sense to discuss the term 
"beacon" as it relates to lighthouses, this approach is unhelpful because it doesn't explain 
the metaphor "He was a beacon of hope." It dives into the subject of maritime safety, a topic 
completely unrelated to the metaphor about hope. The incomplete aspect is that it doesn't 
return to explain the metaphor's meaning, leaving the initial question unanswered.

Output (b) A beacon, much like those found in lighthouses, serves as a guiding light for ships at sea, 
helping them navigate dangerous waters and avoid hazards like rocks or reefs. Lighthouses 
have been instrumental throughout history in ensuring maritime safety, standing as tall 
sentinels against the darkest nights and fiercest storms. They symbolize safety, guidance, 
and dependability, essential for sailors who rely on their light to reach their destinations 
safely.

Preference label Output (a)

Figure 8: An example of OFFSETBIAS example by erroneous response method with the add irrelevant parts prompt

1064



F Length Distribution

We analyzed the length difference between chosen responses and rejected responses in the training
datasets of baseline judge models. An instance has a negative length difference value if the rejected
response is longer than the chosen response. For most existing judge models, training datasets show a
length difference distribution where more instances have chosen responses longer than rejected responses.
Conversely, we intentionally constructed our OFFSETBIAS dataset to have more lengthy rejected responses.
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G Rejected Bias Hypotheses

During the bias identification steps described in 3, analysis of error cases led to multiple suspected bias
hypotheses responsible for errors. In this section we report error cases with suspected bias hypotheses that
were ultimately rejected.

Instruction Propose an alternative solution to the following problem: The current system of food delivery is inefficient and 
leads to wastage.

Good Reponse An alternative solution would be to create a centralized food delivery system where food is ordered online and 
delivered to a central location. Customers would then pick up their orders from the central location and the 
food would be redistributed to those in need. This would reduce the amount of wasted food and help feed 
those in need.

Bad Response Reducing food waste is a critical issue as many countries around the world are struggling to feed their 
populations. Here are some potential strategies to help reduce food waste:



- Educate consumers about food waste and provide information about best practices for reducing it.

- Form partnerships between farmers and restaurants to provide restaurants with produce that might not 
meet aesthetic standards but is still safe to consume. 

- Work with supermarkets to donate surplus food and unsold produce to local food banks and shelters.

- Use digital technologies such as dynamic pricing and delivery apps to reduce food waste caused by 
overproduction and spoilage.

- Create composting and recycling initiatives to turn food waste into resources such as fertilizer and bio-gas. 

- Establish a labeling system that better informs consumers about the shelf life of perishable food.

Bias Hypothesis Format Bias

Figure 9: Error case example where models seemingly preferred bullet-point formatted responses.

Instruction Calculate the area of the triangle. Base: 5cm; Height: 6cm

Good Reponse 15cm²

Bad Response The area of the triangle is 30 square centimeters.

Bias Hypothesis Overlap Bias

Figure 10: Error case example where models seemingly preferred responses with more token overlap with the
instruction.

Instruction Sort a list of items alphabetically. apple, banana, orange, grape

Good Reponse apple, banana, grape, orange

Bad Response Sure! Here's the sorted list:



grape, apple, banana, orange

Bias Hypothesis Kindness Bias

Figure 11: Error case example where models seemingly preferred responses with a more friendly tone.
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H EvalBiasBench Results Compared with Random Guess

Model EVALBIASBENCH
Length Concreteness Empty

Reference
Content

Continuation
Nested

Instruction
Familiar

Knowledge
Total

n=34 n=28 n=26 n=24 n=24 n=24 n=160
GPT-4o-0513 91.2 92.9 50.0 100.0 91.7 95.8 86.9
GPT-3.5-0613 20.6 60.7 30.8 87.5 33.3 45.8 45.0
Phi-3-medium 47.1 78.6 15.4 83.3 33.3 66.7 53.8
Mixtral-8x7B-Instruct 35.3 42.9 3.8 62.5 12.5 45.8 33.7
LLaMA2-Chat-70B 0.0 50.0 53.8 62.5 20.8 37.5 35.6
LLaMA3-70B-Instruct 61.8 89.3 65.4 95.8 66.7 75.0 75.0
PandaLM 0.0 14.3 7.7 41.7 16.7 37.5 18.1
AutoJ-13B 11.8 46.4 46.2 70.8 37.5 20.8 37.5
PROMETHEUS-2-7B 17.6 46.4 46.2 29.2 25.0 45.8 34.4
PROMETHEUS-2-8x7B 14.7 57.1 30.8 54.2 12.5 37.5 33.8
LLaMA3-8B-Instruct 23.5 53.6 61.5 79.2 41.7 58.3 51.2
+Base-data 76.5 92.9 34.6 83.3 29.2 75.0 66.3
+OFFSETBIAS 85.3 100.0 92.3 95.8 50.0 83.3 85.0
Eurus-RM-7B 41.2 71.4 84.6 66.7 66.7 33.3 60.0
RM-Mistral-7B 47.1 100.0 69.2 91.7 58.3 91.7 75.0
Starling-RM-34B 11.8 57.1 84.6 91.7 41.7 50.0 53.8
FsfairX-LLaMA3-RM 41.2 100.0 53.8 91.7 58.3 91.7 71.3
+OFFSETBIAS 82.4 92.9 46.2 100.0 83.3 58.3 77.5

Table 6: Accuracy results of generative judge models and reward models on EVALBIASBENCH, with values
identical to Table 4. For each category the models are compared with a random guessing model, which serves as
the null hypothesis. Model results that are significantly different from a random model under binomial test with
p < 0.05 are highlighted: lower scores in red and higher scores in green. Note that a red value indicates that the
corresponding model has a significant tendency towards bias.
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