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Abstract
Discourse relation classification within a mul-
tilingual, cross-framework setting is a chal-
lenging task, and the best-performing systems
so far have relied on monolingual and mono-
framework approaches. In this paper, we in-
troduce transformer-based multilingual models,
trained jointly over all datasets—thus cover-
ing different languages and discourse frame-
works. We demonstrate their ability to outper-
form single-corpus models and to overcome (to
some extent) the disparity among corpora, by
relying on linguistic features and generic infor-
mation about the nature of the datasets. We also
compare the performance of different multilin-
gual pretrained models, as well as the encoding
of the relation direction, a key component for
the task. Our results on the 16 datasets of the
DISRPT 2021 benchmark show improvements
in accuracy in (almost) all datasets compared to
the monolingual models, with at best 65.91%
in average accuracy, thus corresponding to a
4% improvement over the state-of-the-art.

1 Introduction

Discourse relation classification is the process of
identifying the semantic-pragmatic relations be-
tween clauses or sentences, forming the discourse
structure of a document. It is considered a crucial
step in building knowledge graphs (Zhang et al.,
2022) and NLP downstream tasks requiring tex-
tual coherence and additional context, for example,
text generation (Bosselut et al., 2018) or summa-
rization (Xu et al., 2020), text categorization (Liu
et al., 2021), and question answering (Jansen et al.,
2014).

These relations, also called rhetorical relations,
may be considered explicit, when the connection
is denoted by the presence of distinct words called
connectives, or implicit, i.e. relations expressed
without a discourse connective. For example, the
concession relation between the two arguments is
expressed with the connective however in the first

example below, while in the second example, the
relation manner is implicit. Most previous studies
focused on implicit discourse relation classifica-
tion, which is considered a harder task than the
prediction of explicit relations. However, our set-
ting requires that the system identifies both explicit
and implicit relations simultaneously, a configura-
tion that is more realistic and includes corpora with
and without annotations of explicit markers.

1. [It’s best to wash adults’ overalls alone, espe-
cially men’s.] [However, it is okay to wash
just a few items with them, like blue jeans.]
(GUM_whow_overalls)
Label: CONCESSION

2. [The ad would have run during the World Series
tomorrow,] [replacing the debut commercial of
Shearson’s new ad campaign, “Leadership by
Example.”] (wsj_2201)
Label: EXPANSION.MANNER

Varied typologies of discourse relations have
been presented in the literature and applied to anno-
tate several corpora in different languages. In this
paper, we are presenting an approach to address
multilingual, multi-framework discourse relation
classification. We use as a take-off point the DIS-
RPT Shared Task on Discourse Relation Classifi-
cation across Formalisms and its datasets covering
various languages and frameworks (Zeldes et al.,
2021), and compare our results to the current state-
of-the-art system on the DISRPT data, which is
composed of monolingual models, DisCoDisCo
(Gessler et al., 2021).

Our multilingual approach is based on joint train-
ing across all available corpora, covering varied lan-
guages and discourse frameworks. We conduct ex-
periments over 16 corpora, covering 11 languages
and 3 discourse frameworks. We jointly train a
classifier with all the datasets of the Shared Task,
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and we compare different transformer-based multi-
lingual pretrained models. We extend the feature-
based approach proposed by Gessler et al. (2021)
and Gessler et al. (2022), to investigate its effect
within a multilingual, cross-domain setting. Each
DisCoDisCo monolingual model used different fea-
tures, hence we evaluate which features are more
informative in our joint setting. We also enhance
our models with features targeted to our multilin-
gual, cross-framework setting. Moreover, we test
the effect of relation direction to the classification
process. We examine two methods of expressing
the direction of the relation between two units, ei-
ther by annotating it with new tokens (Gessler et al.,
2021) or by switching the position to unify it across
relations (Metheniti et al., 2023). We adhere to the
use of pretrained models of base size and fine-tune
them for the discourse relation classification task.
This ensures reproducibility, and shorter training
times and computational power required.

Overall, we observe that XLM-RoBERTa mod-
els perform better than BERT models and that,
contrary to the monolingual models presented in
(Gessler et al., 2021), for the multilingual, cross-
framework settings, using all available features is
the most beneficial for all models. For the encod-
ing of the relation position, we observe that en-
coding with additional tokens is more beneficial
than switching the argument position, and both ap-
proaches are better than none. Finally, we report
state-of-the-art performance on discourse relation
classification with a maximum of 65.91% in aver-
age accuracy over all the datasets, thus outperform-
ing previous results by about 4%. The code for
fine-tuning the classifiers can be found on GitLab1.

2 Previous Work

Most of the existing literature on discourse rela-
tion classification has focused on implicit relations,
since explicit ones are considered easier to pre-
dict, with already accuracy above 90% with simple
models and features (Pitler and Nenkova, 2009).
However, it has been shown that the task can be
more difficult for different domains or languages
associated with small datasets (Xue et al., 2016;
Scholman et al., 2021; Johannsen and Søgaard,
2013).

Approaches for implicit relation classification
have either made use of linguistic features (Lin
et al., 2009) or the least ambiguous connectives

1gitlab.irit.fr/melodi/andiamo/discret_feat

as implicit connectives (Qin et al., 2017), or even
explicit connectives (Shi et al., 2017; Kurfalı and
Östling, 2021). More recently, several approaches
have been proposed relying on transformer-based
architectures and pre-trained language models,
demonstrating their effectiveness for domain trans-
fer (Shi and Demberg, 2019), or for learning effec-
tive representation of sentences for the task (Nie
et al., 2019; Sileo et al., 2019), with also attempts
relying on additional pre-training of language mod-
els (Kishimoto et al., 2020).

The DISRPT Shared Tasks were created to mo-
tivate research on challenging discourse analysis
tasks, within a multilingual, cross-framework set-
ting, by providing unified file formats for multiple
discourse datasets. There have been two editions
including the task on Discourse Relation Classifica-
tion (Zeldes et al., 2021; Braud et al., 2023b): since
not all datasets have annotations distinguishing be-
tween explicit and implicit relations, the focus is
on predicting simultaneously all types of relations.
This makes for a more realistic scenario, where the
nature of the relation is not assumed to be known,
and it corresponds to the task performed by a dis-
course parser.

In DISRPT 2021 (Zeldes et al., 2021), there were
two submitted systems, for 16 datasets and 11 lan-
guages. DisCoDisCo (Gessler et al., 2021) is a sys-
tem based on monolingual and corpus-specific clas-
sifiers based on pretrained BERT language models.
The inputs were enriched with handcrafted features
and direction annotations (described in detail in
Section 3.2). It was the most successful system,
with an average 61.82% accuracy. Meanwhile, Dis-
cRel (Varachkina and Pannach, 2021) aimed for a
hierarchical and multilingual approach. They used
sentence-level embeddings made with Sentence-
BERT (Reimers and Gurevych, 2019) and stacked
random forest classifiers, to predict coarse-grained
relations first and then fine-grained ones. They
achieved 54.23% averaged accuracy.

In DISRPT 2023 (Braud et al., 2023a), three
systems were submitted. Some datasets were up-
dated from 2021, a new framework was added
(DEP, Yang and Li, 2018), and 10 new datasets
and 2 new languages were added, for a total of 26
datasets and 13 languages. HITS (Liu et al., 2023)
was the system with the best performance for 2023.
It employed a combination of framework-based,
multilingual, and monolingual classifiers, based on
large pretrained language models. To enhance per-
formance, they also employed bootstrap aggregat-
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ing techniques and adversarial training. The aver-
age accuracy score was 62.36% overall. When the
score is calculated by including only the corpora
available in 2021, the average accuracy is 58.18%
(Braud et al., 2023b), thus a lower score than Dis-
CoDisCo.2 In DiscReT, we (Metheniti et al., 2023)
created multilingual classifiers trained jointly on
all languages and corpora. We used pretrained
multilingual BERT language models (Devlin et al.,
2019) and adapters (Houlsby et al., 2019). We also
incorporated modifications on the label distribu-
tion to reduce the total number of labels across
all corpora (see Section 3.3); however, there were
problems with fully reverting the labels for the eval-
uation process. The average accuracy was 54.44%.
DiscoFlan (Anuranjana, 2023) used the Flan-T5
generative language model (Chung et al., 2022) and
trained monolingual models. The prompts queried
the model for the relation between the two units.
They post-process the model’s output to match the
labels of each corpus label set (see Section 3.3).
Accuracy was 31.2% on average.

3 Methodology

3.1 Dataset

For the multilingual, cross-framework motivation
of our experiments, we use the datasets created for
the DISRPT Shared Task (Zeldes et al., 2021) for
Task 3: Discourse Relation Classification across
Formalisms.3 We are using the datasets of the
2021 edition so that our results can be directly
compared to the results of Gessler et al. (2021).
These datasets are made of 16 corpora, in 11 lan-
guages, annotated in one of the following theoreti-
cal frameworks: PDTB (Penn Discourse Treebank
Prasad et al., 2004), RST (Rhetorical Structure The-
ory, Mann and Thompson, 1988) and SDRT (Seg-
mented Discourse Representation Theory, Asher
and Lascarides, 2003). In all datasets, despite the
different frameworks, discourse relations are anno-
tated between pairs of segments that are primarily
clauses or at most sentences.

3.2 DisCoDisCo augmentation methodology

Gessler et al. (2021) was the winning system of
the DISRPT 2021, and compared to the results
of the 2023 models on the common corpora, it

2Note that the comparison is inequitable, because there
have been changes in some corpora, e.g. English GUM.

3The datasets and their statistics can be found in
github.com/disrpt/sharedtask2021.

is still the most successful system on the relation
classification task. The submitted system is com-
posed of multiple models; each model is a classifier
fine-tuning a monolingual pretrained BERT model
trained on one dataset. They use the same mono-
lingual pretrained model for datasets of the same
language but train each dataset separately. They
apply two methods of feature augmentation: hand-
crafted features in addition to the input sequence,
and annotation of the relation direction between
the two units.

DisCoDisCo features Regarding the additional
features of the input sequence, Gessler et al. insert
manually created features as a dense embedding
before the encoder. The feature vector is added
between the [CLS] token and the input sequence
tokens, and it includes sequence-level information
with categorical and numerical features. Categori-
cal features are embedded whereas numerical fea-
tures are log-scaled or binned and embedded, and
the feature layer is padded for the leftover dimen-
sions.
The authors create a total of 28 features for each
input sequence. These features were created by
exploiting existing annotations (e.g. GENRE from
the GUM corpus, SPEAKER identities from STAC
corpora), by calculating them (e.g. LENGTH, DIS-
TANCE), with the help of the syntactic parses from
the DISRPT 2021 Tasks 1-2 datasets, or with ex-
ternal libraries (e.g. SpaCy (Honnibal et al., 2020)
to eliminate stop-words for the LEXICAL OVER-
LAP features). The full list of these features can
be found in Table 1, which includes information
from Gessler et al. (2021) and the system’s source
code. While they generate all features for all in-
puts and corpora, in their submitted system for the
DISRPT 2021 Shared Task, for the discourse rela-
tion classification task, they only use a few of these
features for each corpus-specific model. These
decisions seemed to be geared toward optimizing
performance rather than being based on language,
framework, or human insights; for example, only
using the features of one of the units. For our exper-
iments, we are testing both the use of all features
and the use of only the “common” features that
were used for at least one dataset.

Unit direction annotation Discourse relations
are annotated between pairs of text segments. Some
relations can be directed, meaning that the order of
the arguments of the relation is meaningful. This
feature depends on the way relations are encoded,
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Feature in JSON Feature Type Example Description Used

nuc_children Nucleus’ Children Num. 2 No. of discourse units in Unit 1 5
sat_children Satellite’s Children Num. 2 No. of discourse units in Unit 2 8
genre Genre Cat. reddit Genre of a document (where available) 5
u1_discontinuous Discontinuous Cat. True Whether Unit 1’s tokens are not all contiguous in the text 3
u2_discontinuous Discontinuous Cat. True Whether Unit 2’s tokens are not all contiguous in the text 5
u1_issent Is Sentence Cat. True Whether Unit 1 is a whole sentence 3
u2_issent Is Sentence Cat. True Whether Unit 2 is a whole sentence 5
u1_length Length Num. 9 Length of Unit 1, in tokens -
u2_length Length Num. 13 Length of Unit 2, in tokens -
length_ratio Length Ratio Num. 0.3 Ratio of unit 1 and unit 2’s token lengths 3
u1_speaker Name of Speaker 1 Cat. Rainbow Name of Speaker (available only for STAC) -
u2_speaker Name of Speaker 2 Cat. Markus Name of Speaker (available only for STAC) -
same_speaker Same Speaker Cat. True Whether the same speaker produced Unit 1 and Unit 2 2

u1_func Unit Function Cat. root Universal Dependencies Relation of Unit 1’s Head to the
Head of the input sequence 1

u1_pos Part of speech &
Morphological Tag Cat. VBN Part of speech & Morphological tag of the Unit 1’s Head -

u1_depdir Universal Part of
speech Tag Cat. ROOT Part of speech of the Unit 1’s Head wrt. the Head of the

input sequence 8

u2_func Unit Function Cat. advcl Universal Dependencies Relation of Unit 2’s Head to the
Head of the input sequence 8

u2_pos Part of speech &
Morphological Tag Cat. VB Part of speech & Morphological tag of the Unit 2’s Head 8

u2_depdir Universal Part of
speech Tag Cat. LEFT Part of speech of the Unit 2’s Head wrt. the Head of the

input sequence 7

doclen Document Length Num. 214 Length of the document, in tokens -
u1_position Position Num. 0.4 Position of Unit 1 in the document, between 0.0 and 1.0 9
u2_position Position Num. 0.4 Position of Unit 2 in the document, between 0.0 and 1.0 -

percent_distance Percent of distance Num. 0.05 No. of discourse units between Unit 1 and Unit 2 divided
by sequence length -

distance Distance Num. 7 No. of other discourse units between Unit 1 and Unit 2 9
lex_overlap_words Lexical Overlap Cat. assets sold List of overlapping non-stoplist words in Unit 1 and Unit 2 -
lex_overlap_length Lexical Overlap Num. 3 No. of overlapping non-stoplist words in Unit 1 and Unit 2 1
unit1_case Uppercased letter Cat. cap_initial Whether the unit starts with a capital letter or not 1
unit2_case Uppercased letter Cat. other Whether the unit starts with a capital letter or not 1

Table 1: List of all features generated by the DisCoDisCo system, in the preprocessing stage, with descriptions.
“Type" refers to whether the feature is categorical or numerical. With “No. Used” we note how many corpus-specific
DisCoDisCo models used said feature (out of 16 models in total).

we could have different labels with the arguments
following the order of the text (e.g. cause vs re-
sult), or one unique label where the first argument
has always the same role compared to the second
regarding the semantics of the relation. All existing
studies focusing on discourse relation identification
consider this information as given: they present to
the learning model the arguments in the order given
by the annotation, thus first, then second argument
of the relation. It is not the case when one performs
full discourse parsing: the parser knows that two
segments are attached, but not in which order, and
the segments are presented in the order of the text.
In order to better understand this important aspect
of the task, we investigate different encodings of
this information within a transformer architecture.

In the DISRPT datasets, the pairs of segments
are presented in the linear order of the text, but

an additional column indicates the order of the
arguments for the annotated relation. Gessler et al.
introduced two pseudo-tokens (not as BERT special
tokens) in order to encode the direction between
the two units:
• If the direction of the relation follows the lin-

ear order of the text, a case annotated as (1>2)
in DISRPT data, the } token is added after the
[CLS] token and before Unit 1 and the > token
before Unit 2.

• If the direction of the relation is reversed, a case
annotated as (1<2) in DISRPT data, the < token
is added after Unit 1 and the { token after Unit 2.

3.3 Proposed additional augmentation

Corpus-specific features Previous approaches
to training multilingual, cross-framework classi-
fiers with all corpora and languages reported results

94



lower than monolingual systems. We assumed that
one issue was the lack of guidance of the model,
where it was hard for the model to make corre-
lations between datasets. In order to tackle this
issue, we add at the start of each sequence some
additional tokens that characterize the dataset and
should help the model to link samples from the
same language or framework. We add as additional
tokens, after the [CLS] token and before the input
sequence tokens, the following tokens:

• Language: the language of the corpus in English
(e.g. English, French, German, etc.);4

• Corpus: the name of the dataset in the DISRPT
2021 data (e.g. deu.rst.pcc, eng.rst.rstdt,
fra.sdrt.annodis, etc);

• Framework: the framework name (e.g. rst, pdtb,
sdrt, dep).

Feature embedding as tokens Instead of creat-
ing a dense embedding as Gessler et al. did, we are
adding the additional features in the input sequence
as tokens. Each feature value (numerical, categor-
ical, and Boolean) is added to the vocabulary, in
order not to be split into subwords by the tokenizer.
Only the value of the feature is added, not its key, to
not create an excessive amount of new tokens (e.g.
all numbers encoded separately for each numerical
feature). For example, the new token 0.1 does not
refer to a number in the text but may refer to the fea-
ture u1_position or length_ratio, depending on its
order in the input sequence. This extends the size
of the vocabulary and, therefore, extends the size of
the token embedding matrix of the model to match
the embedding matrix of the tokenizer. This tech-
nique stays close to the process of concatenating
the feature vector with the token vector while assur-
ing reproducibility with the HuggingFace models
(Wolf et al., 2020).

Unit direction unification In addition to imple-
menting the relation direction annotation of the
DisCoDisCo system (i.e. additional tokens), we
are also testing the effectiveness of unifying the
direction by switching unit positions. In Methen-
iti et al. (2023), we proposed to reorder the two
units in the input sequence, to follow the order of

4Preliminary experiments with the language token in the
corpus’ original language (e.g. English, Français, Deutsch,
etc.) showed the same performance as with the language token
in English since the models we are using contain multilingual
embeddings.

the arguments of the relation, instead of the linear
order of the text as encoded in DISRPT files. If
the arguments are in the same order as in the text
(1>2), then the input is unchanged, but if they are
in reverse order (1<2), the units have their position
switched in the input sequence of the model.

Label merging The joint training set of the 16
corpora of the DISRPT 2021 Shared Task con-
tains 126 labels, making for a complex learning
problem. These labels come from three different
annotation frameworks, and sometimes overlap;
for example, the labels Expansion.Correction in
tur.pdtb.tdb (Turkish, PDTB) and correction
in eng.sdrt.stac (English, SDRT) point to the
same relation. Suggestions for unified label sets
are limited to specific frameworks or do not cover
all relations present in corpora (Benamara and
Taboada, 2015; Braud et al., 2017; Varachkina and
Pannach, 2021). We adapt the label harmonization
that we proposed for the DISRPT 2023 Shared Task
datasets, which implements minimal substitutions
to less-frequent labels, and lower-casing (Metheniti
et al., 2023). The number of our labels was reduced
from 126 originally to 102 labels.

Label Filtering Multilingual, multi-framework
classification models provide a probability distri-
bution of every label included in the training set,
regardless of the target language and framework.
We took inspiration from the strategy of Anuran-
jana (2023) who addressed the problem of gener-
ating annotations that may not match the labels of
the training set by filtering the output of their gen-
erative model so that it converts them to existing
labels. We are also post-processing our classifi-
cation model label outputs, and we keep in the
predictions only labels coming from the target cor-
pus’ framework. Thus a label that is present in
the combined training corpus but not in the target
framework label set will not be returned, even if it
were assigned a higher probability by the model.

3.4 Classification models

We fine-tune multilingual classifiers built on
pretrained multilingual transformer-based mod-
els. Fine-tuning is performed with all train-
ing sets of all languages and datasets jointly,
while evaluation is performed on the evaluation
and test sets of each dataset individually. We
used PyTorch (Paszke et al., 2019) and the Hug-
gingFace libraries to build our classifiers, with
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Model DisCoDisCo
2021 (BERT) mBERT DistilmBERT XLM mBERT DistilmBERT XLM

Relation direction Add. tokens Add. tokens Switching units

No features 60.41 59.54 56.81 62.09 58.36 55.69 60.52
Common DisCoDisCo
features 61.82 62.56 60.92 64.86 59.75 57.24 61.14

All DisCoDisCo features - 63.09 60.28 64.50 62.33 59.08 63.95
Language, Corpus,
Framework (LCF) - 61.76 59.17 64.13 58.34 55.69 60.52

LCF + Common - 63.46 62.01 65.91 61.12 57.75 62.88
LCF + All - 63.67 61.92 65.53 63.89 59.65 63.51

Table 2: Average accuracies of the models, reported on the test set. We report the results of the DisCoDisCo system
with individual models trained with or without their specific features and the DisCoDisCo relation annotation. For
our multilingual models, we report models trained with the DisCoDisCo direction annotation (“Add. tokens”) or the
DiscReT direction normalization (“Switching units”). The models were trained with different sets of features or
without. In bold are the best scores for each column, so for model and direction fixed.

the models: bert-base-multilingual-cased,5

distilbert-base-multilingual-cased,6 and
xlm-roberta-base.7 Each classification model
is trained for 10 epochs, keeping the best result
out of the 10 epochs, based on the development
set. The fine-tuning process for these models,
per epoch, was around 1 hour for DistilmBERT,
2 hours for mBERT, and 2 hours 10 minutes for
XLM-RoBERTa, on a GPU cluster with 4 Nvidia
Geforce GTX 1080TI graphics cards.

Multilingual BERT (mBERT) (Devlin et al.,
2019) is a pretrained model based on BERT. It has
been trained on Wikipedia data of the top 104 lan-
guages, with masked language modeling (MLM)
and next-sentence prediction objectives. The base
and cased version of the model contains 12 lay-
ers, 12 heads, and 177M parameters. We selected
it, in order to compare it with the DisCoDisCo
models that were built on monolingual BERT-base
architectures. DistilmBERT (Sanh et al., 2019) is a
multilingual distilled version of mBERT with the
same training set and objectives. The base and
cased model has 6 layers, 12 heads, and 134M pa-
rameters. As a lighter version of BERT, it would be
interesting to compare a BERT-based model with
fewer parameters. XLM-RoBERTa (Conneau et al.,
2020) is a multilingual pretrained model based on
RoBERTa. It is pretrained on 2.5TB of filtered
CommonCrawl data in 100 languages. The base
version of the model has 12 layers and 279M pa-
rameters. RoBERTa models have outperformed
BERT in several datasets in the Shared Task (Liu

5huggingface.co/bert-base-multilingual-cased
6huggingface.co/distilbert-base-multilingual-cased
7huggingface.co/xlm-roberta-base

et al., 2023), therefore we decided to include them
in our experiments.

4 Results

In Table 2 we present the average accuracy for all
the multilingual classification models we trained,
with different pretrained models, with different
combinations of features, and with different han-
dling of relation annotation. We report the results
of DisCoDisCo (Gessler et al., 2021) in the second
column, and the results obtained by our system
in the others. The second row indicates how the
direction of the relation is encoded, based on unit
direction annotation (“Add. tokens”) as in Gessler
et al. or by unit direction modification (“Switching
units”) as in Metheniti et al. In the Appendix, the
results for individual test sets can be found: in Ta-
ble 4 for models trained with features and direction
annotation based on additional tokens, in Table 5
for models trained with features and direction uni-
fication based on switching units, and in Table 6
for models trained without features, with different
direction handling (including no encoding of the
direction at all).

Overall, our models outperform the state-of-the-
art system DisCoDisCo in several settings, when
linguistic features (i.e. “Common/All DisCoDisCo
features”) and/or dataset information (“LCF”, Lan-
guage, Corpus, Framework) are used, with at best
65.91% in average accuracy, against 61.82% for
DisCoDisCo. This demonstrates that single multi-
lingual, cross-framework models are able to lever-
age correlations between the different datasets, and
thus take advantage of a larger amount of data if
fed with additional information.
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For the models most similar to DisCoDisCo,
i.e. using mBERT with annotations of direction
(“Add. Tokens”), our results are very close to theirs:
60.41% vs 59.54% (“No features”) and 61.82% vs
62.56% (“Common features”). XLM-RoBERTa
models performed better than the mBERT-based
models and also surpassed the lightweight Distilm-
BERT models. They were the ones that steadily sur-
passed the DisCoDisCo system, with 62.09% and
64.86% respectively for the same configurations.
Moreover, the mBERT models also performed bet-
ter than the DisCoDisCo baseline, when they were
provided with the LCF tokens, either when limited
to “Common features” (63.46%), or when using
“All features” (63.67%).

Observing the different sets of features that we
used, the addition of any features improves the ac-
curacy of multilingual classification, and the best
configuration was, in most cases, the features used
by Gessler et al. (2021), with the addition of corpus-
specific features. When we used additional tokens
to encode the direction of the relation, the most
beneficial set of features for all the models was the
“common” features, i.e. only the features used by
at least one model in the DisCoDisCo 2021 sys-
tem. We notice that the model with the highest
accuracy of all is the XLM-RoBERTa model, us-
ing this encoding of the direction and the common
DisCoDisCo and LCF features. However, using all
features in this setting leads to very similar results
(-0.4%). When the direction is encoded by switch-
ing the units, the situation is reversed: results are
better when using all the features rather than only
the common ones. The addition of the LCF tokens,
alongside the DisCoDisCo features, showed an in-
crease in accuracy as well. For the XLM-RoBERTa
models, the presence of all features was also most
beneficial, but not necessarily the presence of the
LCF features.

Looking at individual datasets, our models out-
performed the DisCoDisCo 2021 system in all
but one dataset, the Basque eus.rst.ert (by
0.15%, Table 4). For some datasets, the improve-
ment was significant (with XLM-RoBERTa mod-
els), for example up to 15.72% for spa.rst.sctb
(Spanish) and over 8% for fas.rst.prstc (Farsi)
and zho.rst.sctb (Chinese). The mBERT mod-
els trailed not far behind the XLM-RoBERTa
ones, however, there was an instance where an
mBERT model was more successful, mBERT
with all DisCoDisCo and LCF features for
fra.sdrt.annodis (French). Also, models with

all features were more successful for the French,
Portuguese, and Spanish datasets.

Comparing the performance between the two
ways of handling the direction of the relation,
the direction annotation based on additional to-
kens was the better option for most datasets
when the DisCoDisCo features were used. How-
ever, for the Dutch nld.rst.nldt and Portuguese
por.rst.cstn datasets, the performance was iden-
tical with either setting. Observing the effect of
the direction handling without the addition of fea-
tures, we note that, while the method based on ad-
ditional tokens performed better overall, there were
instances where switching the arguments was bet-
ter (English eng.rst.rstdt, eng.sdrt.stac,
Spanish spa.rst.rststb), and one dataset for
which no change was marginally better (Portuguese
por.rst.cstn), see Tables 4, 5 and 6 in Appendix.

5 Discussion

Our multilingual approach outperformed the mono-
lingual approach of DisCoDisCo (Gessler et al.,
2021) in all but one dataset, the Basque one. Our
initial assumption was that the use of the multi-
lingual setting would be beneficial since the use
of more data is favorable to the models and the
instances of less frequent labels would be higher.
Indeed, for the very small datasets spa.rst.sctb
(Spanish, 326 train sentences) and zho.rst.sctb
(Chinese, 361 train sentences), the improvement
was elevated with all models. For the largest
datasets (eng.pdtb.pdtb, English, 44.5K train
sentences; rus.rst.rrt, Russian, 19K train sen-
tences; tur.pdtb.tdb, Turkish, 25K train sen-
tences) there was also an improvement of 3− 4%.
In the case of eus.rst.ert (Basque) with 1.6K
train sentences, we observed the label distribu-
tion; it has 25 unique labels and similar distri-
butions to spa.rst.rststb, spa.rst.sctb, and
zho.rst.sctb. We observe the classification re-
port results (Pedregosa et al., 2011) for the most
successful model in Table 3. In the 2021 edition of
the data, there were a few labels in this dataset with
misspellings (motibation instead of motivation),
which were corrected in the 2023 edition. These
labels were not changed by the DiscReT mappings
and were not corrected in order to stay true to the
2021 data. Even with these errors, however, this
is not the smallest, most complex, or relation-rich
dataset. Therefore, the failure of the Basque dataset
may be related to the language’s typological dif-
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precision recall f1-score support

motibation 0 0 0 2
summary 0 0 0 3
concession 0.58 0.65 0.61 17
purpose 0.87 0.80 0.83 50
joint 0 0 0 1
causation 0.51 0.51 0.51 37
interpretation 0.50 0.08 0.13 13
circumstance 0.76 0.67 0.71 48
expansion.conjunction 0.28 0.48 0.35 25
unconditional 0.50 0.25 0.33 4
evaluation 0.30 0.56 0.39 16
anthitesis 0 0 0 5
unless 0.59 0.62 0.60 21
solution-hood 0 0 0 8
result 0.50 0.53 0.51 34
background 0.52 0.76 0.62 29
means 0.69 0.68 0.68 37
conditional 1.00 0.33 0.50 9
preparation 0.90 0.85 0.87 73
elaboration 0.66 0.69 0.67 140
list 0.63 0.44 0.52 54
evidence 0.40 0.25 0.31 8
sequence 0.37 0.48 0.42 23
justify 0.42 0.62 0.50 8
restatement 0.60 0.23 0.33 13

accuracy 0.60 678
macro avg 0.41 0.37 0.37 678
weighted avg 0.62 0.60 0.60 678

Table 3: Classification report for the eus.rst.ert
(Basque) test set, with the XLM-RoBERTa model with
Common and LCF features (epoch 8).

ference from the rest, as it benefits less from the
multilingual pretrained language models.

Comparing the use of different models, we ob-
serve that the XLM-RoBERTa base models are
more successful, probably because of their larger
number of parameters. For the original Dis-
CoDisCo model, the use of BERT-based mod-
els was obligatory for most languages, as at the
time there were fewer options available, espe-
cially for less common languages. The mBERT
base models were not far less successful than the
XLM-RoBERTa, with the help of features. The
DistilmBERT models are far too optimized and
lightweight, missing parameters that were, as is
shown, necessary for the classification process.

Overall, the addition of features, even as sim-
ple as additional tokens in the input sequence, im-
proved classification accuracy significantly. In the
monolingual setting, it was possible to test different
feature sets to configure which was the best, but for
the multilingual setting, selecting features is not
straightforward, as different corpora contain differ-
ent annotations (e.g. the GUM and STAC corpora
are the only ones with the SPEAKER information).

The small differences in accuracy between using all
features and only the ones used for the DisCoDisCo
2021 system are produced because, in a multilin-
gual setting with all the datasets used jointly, some
features that are informative for some corpora will
not be for others, if the annotation does not exist.
The addition of the language, framework, and cor-
pus name was also beneficial, in order to annotate
the presence of corpus-specific features, even if the
information of language is not directly accessible
to the model.

Finally, regarding the relation direction, human
intuition is different than the way models process
input. The proposal to unify all relation directions
by switching the arguments (Metheniti et al., 2023)
sounds beneficial in theory, especially when the
same relation can be initiated in either unit. How-
ever, transformer-based models are not necessarily
sensitive to word order; even though positional
information is injected in them, some research sug-
gests that they are not sensitive to permutations
(Pham et al., 2021; Gupta et al., 2021). However,
other research supports that not all permutations
are processed equally (Sinha et al., 2021) and that
the models learn structural information (Wang and
Chen, 2020; Papadimitriou et al., 2022). It is, there-
fore, understandable that the presence of additional
tokens noting the direction as in (Gessler et al.,
2021) may communicate more information about
the relation direction to the models, than switching
unit positions. However, there was also a smaller
improvement with the unification of the direction;
this points to the models either being capable of
constructing a rudimentary structure of the two
arguments or the models not being completely in-
sensible to word order.

6 Conclusion

In this paper, we reprised the DISRPT 2021 Shared
Task on Relation Classification across Formalisms
and revisited the most successful model of the last
two editions, DisCoDisCo (Gessler et al., 2021).
We adapted DisCoDisCo methodologies to mul-
tilingual relation classification models, with the
addition of techniques and suggestions from other
participating teams of the 2023 edition (Metheniti
et al., 2023; Anuranjana, 2023).

We found that XLM-RoBERTa models outper-
form BERT models, in the multilingual setting, es-
pecially with the presence of DisCoDisCo’s hand-
crafted features. The most successful model was
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trained only with the features used by DisCoDisCo
models, as opposed to all features created in the
preprocessing stage—but this success was only
marginal to the use of all features, and was not
true for all architectures. The addition of corpus-
specific tokens (language, corpus name, frame-
work) was also beneficial in the multilingual setting.
Finally, annotating the relation direction with ad-
ditional tokens was more successful than unifying
the position of the two arguments, due to the make
of transformer-based models. It should be noted
that this information proved crucial and that further
studies are needed on this aspect, in particular on
the possibility of predicting direction and on the
heterogeneity of existing corpora with regard to its
encoding.

As a future direction, we are considering using
our approach on the updated DISRPT 2023 bench-
mark, which includes modified corpora, additional
corpora in more languages, and some small valida-
tion datasets that allow for testing out-of-domain
performance.
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A Appendix: Full classification results

Model Control m d x m d x m d x m d x m d x

Features Common Features All Features LCF LCF + Common Features LCF + All Features

deu.rst.pcc 39.23 41.54 38.46 45.00 42.69 37.69 48.85 36.92 31.15 40.00 41.92 41.15 44.23 40.38 39.62 43.08
eng.pdtb.pdtb 74.44 73.64 70.71 74.48 73.68 70.14 74.97 74.61 72.66 76.83 74.48 72.18 77.45 74.39 72.35 76.25
eng.rst.gum 66.76 66.43 64.61 68.15 67.29 65.76 68.05 63.18 61.98 67.43 67.34 65.57 67.96 67.05 65.04 68.87
eng.rst.rstdt 67.10 61.48 59.49 63.48 58.75 56.52 59.95 68.26 67.66 69.98 69.10 68.17 70.44 69.88 67.94 68.96
eng.sdrt.stac 65.03 62.78 63.18 65.83 64.04 63.18 65.23 58.81 59.40 62.25 63.58 61.92 66.16 62.85 61.92 65.50
eus.rst.ert 60.62 56.93 56.49 57.23 58.26 56.78 56.93 55.31 54.28 57.37 57.23 58.55 60.47 56.78 56.49 57.82
fas.rst.prstc 52.53 58.11 56.08 60.64 57.26 56.08 59.97 55.91 53.72 59.80 58.11 56.25 60.98 58.45 55.07 58.11
fra.sdrt.annodis 46.40 50.56 45.44 48.96 51.52 44.16 47.20 48.80 43.20 49.28 49.28 44.48 49.28 51.36 44.48 47.84
nld.rst.nldt 55.21 51.84 51.53 57.67 53.07 52.45 58.59 48.16 46.01 56.75 54.29 49.39 58.59 54.60 51.84 57.06
por.rst.cstn 64.34 67.28 68.01 69.85 68.75 66.54 68.38 68.38 63.97 68.38 68.75 69.12 69.49 69.85 66.54 68.75
rus.rst.rrt 66.44 68.91 67.25 71.02 68.73 66.48 71.30 65.04 63.74 67.71 68.66 67.39 71.19 69.47 68.34 70.59
spa.rst.rststb 54.23 55.16 51.64 57.75 55.4 51.64 54.93 53.99 50.47 56.57 56.81 54.69 55.16 56.81 54.93 59.39
spa.rst.sctb 66.04 71.70 75.47 76.10 75.47 72.33 75.47 74.84 74.84 74.84 73.58 78.62 78.62 73.58 79.25 81.76
tur.pdtb.tdb 60.09 58.53 54.27 62.80 58.77 54.27 62.32 57.11 54.50 63.51 57.35 55.69 62.80 56.87 57.58 64.22
zho.pdtb.cdtb 86.49 87.47 85.36 89.58 87.86 85.62 88.79 87.73 84.30 88.65 88.13 84.83 89.45 88.52 85.22 88.52
zho.rst.sctb 64.15 68.55 66.67 69.18 67.92 64.78 71.07 71.07 64.78 66.67 66.67 64.15 72.33 67.92 64.15 71.70

AVERAGE 61.82 62.56 60.92 64.86 63.09 60.28 64.50 61.76 59.17 64.13 63.46 62.01 65.91 63.67 61.92 65.53

Table 4: Results of models with features and direction normalization based on additional tokens as in Gessler
et al. (2021), for all datasets. The models are: DisCoDisCo 2021 System with features (Control), mBERT (m),
DistilmBERT (d), and XLM-RoBERTa (x).

Model Control m d x m d x m d x m d x m d x

Features Common Features All Features LCF LCF + Common Features LCF + All Features

deu.rst.pcc 39.23 33.08 33.46 41.92 39.62 35.77 43.08 31.92 26.15 35.00 37.31 33.08 40.77 40.38 35.77 43.46
eng.pdtb.pdtb 74.44 70.98 68.37 71.78 72.66 69.34 73.37 72.44 70.05 73.90 73.55 70.45 74.52 75.01 71.42 75.45
eng.rst.gum 66.76 63.46 61.65 64.04 67.53 61.65 67.38 58.54 56.10 61.50 64.71 62.41 64.99 66.38 63.89 66.52
eng.rst.rstdt 67.10 60.56 59.54 60.70 59.63 58.42 61.21 65.89 63.62 66.73 67.80 66.87 67.89 68.82 67.70 69.28
eng.sdrt.stac 65.03 64.17 62.58 66.62 64.37 62.32 67.09 59.54 58.68 61.79 63.05 62.78 64.83 64.17 62.45 66.49
eus.rst.ert 60.62 53.54 52.65 53.98 57.52 56.19 57.82 50.44 45.43 51.62 54.57 51.18 53.39 59.59 53.39 56.49
fas.rst.prstc 52.53 53.21 51.18 55.24 57.43 53.38 59.12 50.68 49.16 53.89 53.38 51.18 56.93 58.95 55.24 57.60
fra.sdrt.annodis 46.40 48.16 42.72 47.84 48.64 40.96 48.16 47.84 43.20 48.48 49.44 42.24 46.88 48.96 38.24 45.28
nld.rst.nldt 55.21 50.92 45.40 51.53 53.37 48.77 58.90 45.40 41.72 51.23 51.23 43.87 55.21 55.21 51.53 53.68
por.rst.cstn 64.34 68.01 65.44 68.38 68.75 66.54 70.59 66.54 67.28 68.38 66.91 64.71 68.01 67.28 63.60 67.65
rus.rst.rrt 66.44 66.51 64.69 67.82 68.87 67.18 70.10 62.26 58.78 63.00 66.41 63.74 66.94 68.62 66.76 69.26
spa.rst.rststb 54.23 54.93 52.82 55.16 54.93 51.41 56.34 54.69 50.94 53.99 55.63 51.41 55.87 56.57 53.05 55.40
spa.rst.sctb 66.04 71.07 66.67 71.07 72.96 71.07 72.33 69.18 67.30 72.33 74.21 70.44 79.25 78.62 69.81 74.84
tur.pdtb.tdb 60.09 50.24 48.34 54.74 56.64 54.03 61.61 50.24 49.76 57.11 50.00 49.76 56.87 57.58 55.45 60.19
zho.pdtb.cdtb 86.49 84.30 83.11 85.22 86.41 84.70 87.60 84.30 81.93 86.54 84.96 83.25 85.88 87.60 83.91 87.20
zho.rst.sctb 64.15 62.89 57.23 62.26 67.92 63.52 68.55 63.52 61.01 62.89 64.78 56.60 67.92 68.55 62.26 67.30

AVERAGE 61.82 59.75 57.24 61.14 62.33 59.08 63.95 58.34 55.69 60.52 61.12 57.75 62.88 63.89 59.65 63.51

Table 5: Results of models with features and direction normalization based on switching units as in Metheniti
et al. (2023), for all datasets. The models are: DisCoDisCo 2021 System with features (Control), mBERT (m),
DistilmBERT (d), and XLM-RoBERTa (x).
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Model Control m d x m d x m d x

Direction No change Switching units Add. tokens

deu.rst.pcc 33.85 31.15 28.46 35.77 31.92 26.15 35.00 38.46 33.08 42.31
eng.pdtb.pdtb 75.63 65.22 63.89 68.68 71.95 70.05 73.90 72.35 69.87 73.99
eng.rst.gum 62.65 51.08 47.97 54.95 60.21 56.10 61.50 57.29 53.18 60.26
eng.rst.rstdt 66.45 49.42 48.40 50.95 64.73 63.62 66.73 52.44 51.14 55.45
eng.sdrt.stac 59.67 53.64 53.58 57.28 57.62 58.68 61.79 54.70 55.30 57.62
eus.rst.ert 59.59 49.85 46.31 50.44 50.74 45.43 51.62 57.52 51.03 57.08
fas.rst.prstc 51.18 51.86 48.82 54.90 50.84 49.16 53.89 56.42 53.38 58.45
fra.sdrt.annodis 48.32 48.64 42.88 48.80 47.68 43.20 48.48 49.28 44.16 48.80
nld.rst.nldt 52.15 47.55 42.33 51.84 45.40 41.72 51.23 48.16 46.01 57.98
por.rst.cstn 67.28 66.18 64.71 69.49 68.01 67.28 68.38 67.65 64.34 69.12
rus.rst.rrt 65.46 59.69 57.72 62.50 62.29 58.78 63.00 65.67 63.67 67.39
spa.rst.rststb 54.23 52.82 51.17 51.41 52.35 50.94 53.99 53.99 50.47 57.04
spa.rst.sctb 61.01 60.38 63.52 59.75 71.70 67.30 72.33 69.81 71.07 71.07
tur.pdtb.tdb 57.58 51.66 47.87 59.48 50.71 49.76 57.11 58.06 53.79 61.37
zho.pdtb.cdtb 87.34 80.87 78.89 82.85 82.85 81.93 86.54 84.17 84.30 88.13
zho.rst.sctb 64.15 56.6 49.69 55.35 64.78 61.01 62.89 66.67 64.15 67.30

AVERAGE 60.41 54.79 52.26 57.15 58.36 55.69 60.52 59.54 56.81 62.09

Table 6: Results of models without features and different direction handling, for all datasets. The models are:
DisCoDisCo 2021 System with features (Control), mBERT (m), DistilmBERT (d), and XLM-RoBERTa (x).
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