Overview of CCL24-Eval Task 10: Translation Quality Evaluation of Sign
Language Avatar

Yuan Zhao'*, Ruiquan Zhang?*; Dengfeng Yao'*", Yidong Chen??'
'Beijing Key Laboratory of Information Service Engineering, Beijing Union University
2School of Informatics, Xiamen University
3Key Laboratory of Digital Protection and Intelligent Processing of Intangible Cultural Heritage of
Fujian and Taiwan, Ministry of Culture and Tourism, Xiamen University
*Lab of Computational Linguistics, School of Humanities, Tsinghua University
{annzy, tjtdengfeng}@buu.edu.cn, rgzhang@stu.xmu.edu.cn, ydchen@xmu.edu.cn

Abstract

Sign Language Avatar technology aims to create virtual agents capable of communicating with
deaf individuals through sign language, similar to the text dialogue agent ChatGPT but focusing
on sign language communication. Challenges in sign language production include limited dataset
sizes, information loss due to reliance on intermediate representations, and insufficient realism in
generated actions. In this event, we particularly focus on the ability of the Sign Language Avatar
to translate spoken language text into sign language that is easily understood by deaf individuals.
As the first sign language avatar event held by the China National Conference on Computational
Linguistics(CCL), this event attracted wide attention from both industry and academia, with 14
teams registering and 10 of them submitting their system interfaces on time. We provided a
dataset consisting of 1074 text-video parallel sentence pairs for training, and the evaluation team
comprised proficient Chinese sign language users and professional sign language translators. The
scoring method employed a comprehensive evaluation based on multiple metrics, focusing pri-
marily on sign language grammar accuracy, naturalness, readability, and cultural adaptability.
The final scores were determined by considering performance across these four aspects. The
final scores, taking into account these four aspects, showed that four teams demonstrated good
readability, with Vivo Mobile Communication Co., Ltd. ranking first with a score of 3.513 (out
of a full score of 5), leading the baseline model by 1.394 points. According to the analysis of
the results, most teams used the traditional method of converting text into Gloss sequences be-
fore generating sign language. Additionally, some teams experimented with emerging methods,
including gloss-free end-to-end training and Large Language Model(LLMs) prompt learning,
which also achieved promising results. We anticipate that this event will promote the develop-
ment of sign language avatar technology and provide higher-quality communication tools for the
deaf community. For more information on this task, please visit the website of the CCL24-Eval:
Translation Quality Evaluation of Sign Language Avatar Task!.

1 Introduction

Sign language, a rich and complex form of communication with its own unique vocabulary and gram-
mar, is used by over 70 million deaf and hard of hearing people worldwide. Unlike spoken languages,
sign language emphasizes body language, incorporating hand shapes, movements, positions, and palm
orientations, as well as non-manual elements like body posture and facial expressions (Qiu et al., 2018;
Yao et al., 2019). Despite its widespread use and significance, the distinct differences and unique modes
of expression in sign language pose challenges to its dissemination and understanding. The purpose
of this evaluation competition is to assess sign language avatars that can translate spoken text into sign
language, enhancing comprehension for deaf or hard of hearing individuals who use sign language.
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Recently, sign language research has become an active area within Computer Vision (CV) and Natural
Language Processing (NLP)(Yin et al., 2021; Yu et al., 2023; Zhao et al., 2024), particularly in Sign Lan-
guage Recognition (SLR)(Chen et al., 2022; Wei et al., 2023; Hu et al., 2023) and Translation (SLT)(Fu
et al., 2023; Sun et al., 2024; Hu et al., 2024). However, research publications in Sign Language Pro-
duction (SLP), which are closely related to this evaluation task, are scarce (Rastgoo et al., 2021; Yao,
2022).

The goal of SLP is to translate spoken or written content into sign language, making it accessible
for the deaf. SLP faces challenges such as capturing detailed hand and body movements and dealing
with unique visual semantics and grammar. Additionally, limited datasets, difficulties in simulating sign
details, and technological constraints in producing contextually accurate signs complicate SLP tasks(Ren
et al., 2024).

Early sign language processing (SLP) methods relied on one-to-one gloss-sign correspondences, pro-
ducing only isolated sign words (Stoll et al., 2018). Subsequent attempts employed machine translation
techniques to translate spoken text into continuous gloss sequences, which were then converted to sign
language gestures (Saunders et al., 2021; Zhu et al., 2023). (Saunders et al., 2021; Zhu et al., 2023).
However, this approach often failed to capture contextual information, leading to semantic losses. A
more recent development is the end-to-end SLP method, which directly translates text into sign language
videos without intermediate gloss, showing significant improvements with larger data volumes (Baltatzis
et al., 2023).

Regarding avatar technologies, initial methods employed 2D or 3D skeletal models extracted from
videos (Kapoor et al., 2021; Saunders et al., 2020). Recent advancements have focused on generating
sign language from these models through rendering techniques (Saunders et al., 2020; Zelinka and Kanis,
2020; Xiao et al., 2020). The use of pretrained avatar models like SMPL-X has also been explored for
enhanced sign language representation (Pavlakos et al., 2019; Stoll et al., 2022).

In China, sign language avatars are gaining traction. Initiatives like ZHIPU’s " Al Sign Language
Classmate" and vivo’s "Sign Language Translator" highlight a deep understanding and proactive re-
sponse to the deaf community’s communication needs. These avatars are now visible at events such
as sports games and news programs. With ongoing technological progress, sign language avatars are
expected to play a vital role, enhancing communication for the deaf community.

This evaluation assesses the effectiveness of sign language avatars by using recorded videos and
multiple-choice questions for feedback. We expect this round to enhance the avatar team’s understanding
of the deaf community’s needs and pinpoint improvement areas.

2 Task Description

The purpose of this evaluation is to assess the naturalness and accuracy of sign language avatars trans-
lating Chinese into Chinese sign language(CSL), ensuring that the translations adhere to sign language
grammatical rules and are understandable and acceptable to the deaf community. During the evalua-
tion, we collect and construct a rich corpus covering various common scenarios for teams to train on.
Additionally, we design a series of test sentences, four in total, each accompanied by the participating
team’s sign language avatar videos, along with four multiple-choice questions and optional evaluations.
Each multiple-choice question provides four options, allowing evaluators to choose during the evaluation
process to determine which option best matches the performance of the sign language avatar.

3 Evaluation Method

In the fields of SLR and SLT, common metrics such as Accuracy, Recall, Word Error Rate (WER), and
translation-specific indicators like BLEU, CIDEr, ROUGE, METEOR often require comparison with
ground truth videos, which are difficult to obtain(Rastgoo et al., 2021; Rastgoo et al., 2022). Therefore,
automated machine evaluation is not used. Additionally, the diversity in styles of sign language avatars
complicates the use of a standardized automated evaluation method. Instead, human evaluation is pre-
ferred due to its flexibility, accuracy, and thorough analytical capabilities, making it the method of choice
for assessing the naturalness and fluency of sign language translations.
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Multiple-choice: A Specific Example

EENENEER, XRERYE . KR T AR B2
Digital Avatar Video Example I have completed the process for you. Here is your
plane ticket. Do you need any other help?

Please assess whether the digital avatar accurately
Accuracy Assessment Question  performed the key signs for “733#(process)”,

“HLZ(plane ticket)”, and “#5Bh(help)”.

The signs are complete and precise, clearly

?5' A()lill11;1s§luded including all the signs for “/}¥(process)”,

P “HLZ(plane ticket)”, and “#Bh(help)”.
B. Partially included The signs are partially correct, including at least 1
(3 points) or 2 of the specified signs.

There are sign changes, but these signs do not
accurately reflect the specific semantics of
“JpE(process)”, “flLE(plane ticket)”, and “# Bh(help)”.

C. Signs semantically incorrect
(1 point)

The sign language does not correspond to the
provided content, or the signs are too unclear
to be recognizable.

D. Signs unclear and unreadable
(0 points)

Table 1: A specific example in multiple-choice questions

Participating teams are required to provide a sign language avatar interface for recording videos cor-
responding to the competition’s test scenarios. These translation results will be scored by an evaluation
team, consisting of 20 deaf individuals and professional translators certified by the Committee for Sign
Language Research and Promotion of the Chinese Deaf Association, with each evaluation metric having
a maximum score of 5 points. The final scores for each team will be calculated based on the feedback
and scores from the evaluators, ensuring a comprehensive and fair assessment.

Next, we will introduce the evaluation metrics and scoring methods for this competition.

3.1 Metrics

Sign Language Grammar Accuracy Sign language grammar accuracy refers to the translation adhering
to the semantics and grammatical rules of the target language. The translation must follow the word order
and structural rules of CSL, as the subject-verb-object structure of Mandarin may need to be adjusted to
a sequence more customary in sign language. The correctness of gesture forms is also crucial, ensuring
the appropriate use of finger positions, palm directions, and hand movements. Additionally, grammatical
markers in sign language, such as tense, negation, and questions, must also be accurately expressed in
the translation, which is vital for conveying the complete meaning of sentences.

Naturalness Naturalness emphasizes the fluency and naturalness of the translation, making the sign
language close to the natural communication methods of the deaf community. The gestures in the trans-
lation must be coherent and fluid, mimicking the fluency of natural sign language, avoiding stiff and
disjointed movements. It is also crucial to assess whether the translation conforms to the everyday ex-
pressive habits of the deaf community, including the accurate application of common sign language
phrases and idiomatic expressions. Non-verbal elements, such as facial expressions, body postures, and
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spatial arrangement, should also be naturally integrated to achieve more natural and expressive commu-
nication.

Readability Readability ensures that the expression of sign language is clear and easy to understand,
promoting effective communication. The clarity of gestures is crucial; they must be clear enough for
observers to understand easily while avoiding any ambiguous movements that could cause confusion.
Consistency is also key, ensuring that the same concept or vocabulary is expressed with the same gesture
in different contexts, which helps observers better understand and remember the meaning of the sign
language. Adaptability is also critical; translations need to adjust gestures and expressions according to
different contexts to ensure effective communication.

Cultural Adaptability Cultural adaptability focuses on the suitability and accuracy of the translation
across different cultural backgrounds, avoiding cultural misunderstandings. The translation must care-
fully consider cultural differences to avoid direct translations that might lead to cultural misunderstand-
ings or inappropriate expressions. The translation of sign language avatars must not only be accurate
on a literal level but also appropriate culturally, ensuring that the message is correctly understood across
different cultural contexts. It also needs to adapt to specific social contexts, such as the appropriate use
of polite expressions and industry-specific terminology. The accurate conveyance of emotional tones is
also an important aspect of cultural adaptability; translations need to capture and convey the emotional
aspects of the original text, such as sarcasm or humor, which is crucial for ensuring comprehensive
message delivery and emotional resonance with the receiver.

3.2 Scoring Method

This assessment primarily utilizes manual evaluation to comprehensively assess the performance of dig-
ital sign language avatars across various indicators. Each indicator is scored from 1 to 5, where 5 is the
best and 1 is the worst. We have designed multiple multiple-choice questions to facilitate the judges in
scoring. A specific example in Table 1.

The total score is the arithmetic mean of all scores, excluding one highest and one lowest score.
Assuming a set of scores X = 1, x2, ..., Ty, the specific calculation formula is

ZIiCX/xi

= n—2

)
where n is the number of evaluators, and X is the set of scores excluding the highest score maxz(X)
and the lowest score min(X).

In the overall evaluation framework, the distribution of weights for individual indicators is as shown
in Table 2. The composite score is calculated as the weighted sum of the scores for each indicator
and their respective weight coefficients. The evaluation focuses on the sign language avatars’ ability to
accurately express sign language, emphasizing naturalness and readability while also considering cultural

adaptability.
Metric Type Metric Name Weight Proportion(%)
Sign Language Grammar Accuracy 30%
Human Evaluation of Naturalness 25%
Translation Quality Readability 25%
Cultural Adaptability 20%

Table 2: Metrics corresponding to the human evaluation of translation quality

4 Dataset

Sign language, as a minority language, typically has a relatively small corpus, which is a common chal-
lenge in the field of SLR and SLT. Currently, among publicly available papers, the University of Science
and Technology of China(USTC) holds two datasets: the USTC-CCSL dataset (Huang et al., 2018),
which contains 25,000 sentences recorded by 50 sign language demonstrators; and the CSL-Daily dataset

Proceedings of the 23rd China National Conference on Computational Linguistics, pages 405-415, Taiyuan, China, July 25 - 28, 2024.
Volume3: Evaluations
(¢) Technical Committee on Computational Linguistics, Chinese Information Processing Society of China 408



Computational Linguistics

Corpus Count  Format Owner Scenario

XMU-CSL 500 Word-level Xiamen University Hospital, Services

Shopping, Dining,
Accommodation,
Tourism, Finance,
Word-level, Beijing Union University Hospital, Security,
Gesture-level (College of Special Education) Transportation,
Legal, Employment,
Public, Government
Services, etc.

BUU-CSL 500

Zhuzhou
77S7Y-CSL 74 Gesture-level Voice of Hand Information
Technology Co., Ltd.

Legal, Services,
Hospital, Services

Table 3: Datasets for the current evaluation task

(Zhou et al., 2021), containing 20,654 sentences recorded by 10 sign language demonstrators. The Uni-
versity of the Chinese Academy of Sciences(UCAS) also offers the RCSD dataset (Wang et al., 2019),
though the exact number of videos has not been publicly disclosed, also recorded by 10 sign language
demonstrators. Notably, the aforementioned three datasets are proprietary, and usage requires applying
under the name of a university or research institute, which poses challenges for the evaluation task’s
progress.

To address evaluation challenges, Table 3 outlines a corpus of 1,074 sentences with corresponding
videos, provided by Xiamen University, Beijing Union University (College of Special Education), and
Zhuzhou Voice of Hand Information Technology Co., Ltd. Initially, a text-based annotated corpus was
supplied to meet the computational language processing needs of the teams. As training progressed,
a composite dataset incorporating both text and video was introduced to support more comprehensive
development in sign language avatar technology.

The training dataset used for this evaluation comprises 1,074 sentences from daily life scenarios rel-
evant to the deaf community, such as transportation and medical services. It includes inputs from deaf
individuals for whom sign language is the primary mode of communication, ensuring the data’s authen-
ticity and representativeness. The dataset incorporates written language, corresponding videos, and sign
language glosses, with annotations in both word-level and gesture-level formats to provide expressive
richness. These formats comply with the T/CADHOHO0004-2023 standard specifications for Intelligent
Sign Language Translation System Test. The XMU-CSL dataset features word-level annotations and is
focused on hospital services. As shown in Table 3, the BUU-CSL dataset includes both annotation types,
covering a broad range of practical scenarios, from shopping to government services. Meanwhile, the
77S57Y-CSL dataset, which uses gesture-level annotations, is tailored for legal and hospital services.

In the evaluation corpus for this event, specific scenarios were selected, and corresponding written
language texts along with their sign language glosses are provided as reference examples. Table 4 in-
cludes part-of-speech tagging and gesture-level annotations for each reference example”. Additionally,
sign language video demonstrations of the reference examples are provided® #, with particular attention

2Note: Marks [1] denote words that are the same but have different meanings; marks D@ denote words that are the same
in both term and meaning, but differ in sign language actions. Other reference materials for sign language include the National
Common Sign Language Common Words List’ and the ’National Common Sign Language Dictionary’ APP, among others.

SEx.1 sign language video: https://github.com/ann-yuan/QESLAT-2024/blob/main/videol.gif

“Ex.2 sign language video: https://github.com/ann-yuan/QESLAT-2024/blob/main/video2.gif
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Written Language Texts Sign Language Glosses

2LQBRIFTRER), VR B

Example 13 #)UATREAER T, o Word-level  daughter2)/sick/might(2), take[1]
L EE R - /hospital/quickly
My daughter may be sick.
Take her to the hospital. ZENRATRED (BER]] | W[1/EAE
-FRIHE

Gesture-level female-short/sick/might(2)
(doubtful) ,take[1]/doctor-home

/quickly
AR, ILT@E I —H
Example 24 HTHEEHE, LT Word-level  in order to/competition/win(2), son
BERLIIG- /dedicated/train/always
In order to win the
competition, my son BRI, B-REAE [ARAE F
has been concentrating mNE] -yl —HE

in order to/compare/win(2), son
-short/careful[eyes looking down
at the sametime]-heart/practice
/all the time

on his training. Gesture-level

Table 4: Reference examples of written language texts and sign language glosses

to the changes in facial expressions.

5 Registration and Evaluation Results

In this evaluation event, 14 teams, including 9 from academia and 5 from industry, registered and applied
for the corpus, highlighting widespread interest in sign language avatar technology. By the submission
deadline, 10 teams had submitted their interfaces. The event was supported by 18 professional evaluators
from the Chinese Association of the Deaf’s Committee for Sign Language Research and Promotion, split
into an expert group and a collection group. The expert group, proficient in sign language, established
benchmarks and facilitated comparisons across different groups. Meanwhile, the collection group, com-
posed of members from 12 different regions, was responsible for identifying regional variations in sign
language. The event also included 9 general evaluators—comprising university students, working adults,
and retirees. A notable focus was placed on 24 experienced sign language users over the age of 35, 18 of
whom are native users. Their extensive use and deep understanding of sign language provided crucial in-
sights into its natural fluency, accuracy, and cultural nuances, thereby ensuring the evaluation’s reliability
and enhancing the assessment of the avatars’ capability to capture nuanced and emotional expressions in
sign language.

After preliminary screening by the evaluation team, we found that the system interfaces submitted by 4
of the teams listed in Table 5 not only function effectively but also well reflect the core characteristics of
sign language avatars. Table 6 provides a more detailed breakdown of the scores. This outcome indicates
that, despite many challenges, the participating teams have made significant progress in the development
and application of sign language avatars. However, the performances of the other 6 teams were not
satisfactory. Two of these teams’ systems could produce sign language sequences, but upon preliminary
review, these sequences did not comply with sign language grammar and were unsuitable for scoring by
evaluators. Given that these two teams could produce sign language sequences, we awarded them 1 point
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Rank Competing Team Weighted Total Score
1 VIVO: Vivo Mobile Communication Co., Ltd. 3.513
2 GBAT: GoBetter AccessTech (SuZhou) Co., Ltd. 2.447
3 BJTT: Beijing Tian Tang Technology Co., Ltd. (Baseline) 2.119
4 QDHDT: Qingdao Heshi Digital Technology Co., Ltd. 1.806

Table 5: Effective Team Rankings

Expert Group Scores (9 people)
Sign Language Avatar Accuracy Naturalness Readability Cultural Adaptability

VIVO 3.50 3.75 3.43 2.36
GBAT 2.21 2.36 2.00 1.79
BITT 2.61 2.25 221 2.07
QDHDT 1.04 2.14 1.68 1.75

Collection Group Scores (9 people)
Sign Language Avatar Accuracy Naturalness Readability Cultural Adaptability

VIVO 3.39 3.43 2.86 243
GBAT 1.11 2.07 1.86 1.29
BITT 2.14 2.07 1.96 1.11
QDHDT 0.25 1.79 1.54 0.82

General Group Scores (9 people)
Sign Language Avatar Accuracy Naturalness Readability Cultural Adaptability

VIVO 4.14 4.14 3.75 3.11
GBAT 1.75 2.89 243 2.50
BJTT 2.93 2.89 2.89 2.57
QDHDT 1.79 2.86 2.54 2.04

Table 6: Individual scores to each team given by three groups of evaluators

for encouragement in naturalness and ranked them jointly in fifth place. The other four teams, due to
repetitive content that did not meet the requirements of our evaluation task, were given zero points and
ranked at the bottom.

In a sign language avatar evaluation, Beijing Tian Tang Technology Co., Ltd. (BJTT) was used as
the baseline team, using a classical algorithm with two Transformers for text-to-gloss and gloss-to-3D
motion translation. While BJTT showed moderate success in the collection group, it rated higher in
naturalness in the general group.

Vivo Mobile Communication Co., Ltd. (VIVO) topped the competition with a score of 3.513, out-
performing BJTT by 1.394 points. VIVO’s success was credited to its pre-trained multilingual model
fine-tuning, back-translation for data augmentation, and strategies to smooth animation, leading to high
marks in accuracy, naturalness, and readability from general users.GoBetter AccessTech (SuZhou) Co.,
Ltd. (GBAT) placed second with a score of 2.447, performing slightly above the baseline and noted for
its accuracy and naturalness by general users. Qingdao Heshi Digital Technology Co., Ltd. (QDHDT)
ranked fourth, facing difficulties in accuracy and readability in the collection group.

In the evaluation, VIVO excelled, while GBAT, BJTT, and QDHDT showed potential for improve-
ment in accuracy and cultural adaptability. Future efforts should aim at enhancing sign language avatar
performance and user satisfaction.

To gather specific feedback, optional evaluations were added to the questionnaire for each avatar.
VIVO’s avatar was praised for its clear, natural movements and coordinated expressions, though it could
improve in expression richness and contextual adaptability. GBAT’s avatar stood out for clear hand-
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shapes but needs better movement naturalness, expression richness, and sign language fluency. BJTT’s
avatar was noted for clear hand movements and expressions but required improvements in accuracy and
naturalness. QDHDT’s avatar was recognized for good visual design and movement coordination but
needs better vocabulary accuracy, expression fluency, and non-manual element depiction.

In summary, each team has made certain progress in the development of sign language avatars, but they
also face challenges in accuracy, naturalness, and cultural adaptability. Future research and development
should focus on these challenges to continuously optimize the technology, allowing sign language avatar
to naturally display sign language translations.

6 Overview of Methods Used by Participating Teams

Currently, the participating teams generally adopt the text-gloss-video technology route. This method
first uses a translation model to convert spoken text into gloss. Then, it retrieves corresponding videos
from a gloss-video database and uses smoothing techniques to produce fluid, continuous sign language
videos. Figure 1 shows the basic process of generating Avatar for sign language translation Below, we
will discuss the methods from two aspects: Text2Gloss translation and avatar synthesis.

&

. . it
ARSI, T RS A AP
[N =t i SuY R | Bl rRlmg b= S~
Sign /
Digital Avat
Text —»| Language 'ghta va, Y ]—P
- Synthesis
Generation

Figure 1: Flowchart of Sign Language Avatar Translation System

6.1 Text2Gloss Translation

Text2Gloss involves translating text into gloss sequences for sign language videos, traditionally using
rule-based systems or models trained on text-gloss datasets.However, current methods face several lim-
itations, including dynamic context handling, information loss, data scarcity, and generalization of large
models. To address these issues, the participating teams have developed various strategies:

Dynamic Context Handling: Traditional text-to-gloss methods often falter with dynamic contexts,
where the meaning of the text depends heavily on its surrounding context. VIVO has fine-tuned a pre-
trained multilingual model (mRASP) with one million text-gloss parallel sentences, exploiting its multi-
lingual capabilities for superior context comprehension. This method enhances translation accuracy by
considering the context across multiple languages. In a similar vein, BJTT utilized a Transformer model
trained on 300,000 parallel sentences, incorporating syntactic tree-based methods to improve contextual
understanding, thus preserving the contextual coherence in the gloss translation.

Information Loss: The process of converting text to gloss often leads to information being lost,
especially when direct equivalents in sign language are absent. VIVO countered this by implementing
a back-translation technique for data enrichment, creating numerous gloss pseudo labels to ensure data
variety. This strategy boosts the model’s resilience by introducing a broader range of data, minimizing
information loss. Conversely, QDHDT adopted an end-to-end approach by integrating text encoding
with a pre-trained BERT model and a decoding process via an LSTM sequence model to produce 3D
animations directly. This method effectively preserves more information by omitting the intermediate
gloss translation.

Data Scarcity: The scarcity of sign language datasets poses a significant challenge for model training
and generalization. VIVO addressed this by using a back-translation strategy for data augmentation,
significantly expanding the training dataset. BJTT employed data augmentation techniques, including
using ChatGPT to generate additional training data. These approaches are effective as they increase the

Proceedings of the 23rd China National Conference on Computational Linguistics, pages 405-415, Taiyuan, China, July 25 - 28, 2024.
Volume3: Evaluations
(¢) Technical Committee on Computational Linguistics, Chinese Information Processing Society of China 412



Computational Linguistics

volume and diversity of training data, which is crucial for training robust models. GBAT prepared high-
quality datasets and utilized few-shot learning techniques, leveraging the strong performance of LLMs
on small datasets. This method allows the model to learn effectively even with limited data, enhancing
its generalization capability.

Generalization of Large Models: While large models perform well on many tasks, their generaliza-
tion ability in specific domains is still limited. GBAT enhanced generalization by meticulously selecting
and preparing parallel sentence pairs, using large language models for few-shot learning to build an agent
specifically for text-gloss conversion. This approach leverages the adaptability of large language models
to learn specific domain tasks effectively. QDHDT explored end-to-end methods to directly generate 3D
sign language animations from text, aiming to overcome generalization issues by avoiding intermediate
gloss steps, thus creating a more direct and potentially more accurate translation process.

By addressing these challenges, the participating teams have made significant advancements in
Text2Gloss translation and avatar synthesis, contributing to more accurate and fluid sign language trans-
lation systems.

6.2 Avatar Synthesis

Avatar synthesis includes action synthesis and smoothing, as well as action rendering. Competing teams
mapped gloss to 3D skeleton videos, then used rendering technologies to bind the skeletons to specific
avatars to produce the final avatar videos.

VIVO used motion capture technology to acquire common gloss gestures, joint rotation angles, and
other skeletal information. They applied a general method proposed by Slot (Lin et al., 2020) for action
fusion, achieving seamless transitions between two actions. This method extracts several frames from
both the preceding and following skeleton videos, calculates the spatial distances between skeletal joints
frame by frame, constructs a cost matrix, and finds the skeleton synthesis plan by calculating the path of
minimum total cost.

GBAT employed a more refined approach to constructing individual gloss skeleton videos with 3D
keyframe animation. They used keyframe technology to capture critical states and transitions in motion,
achieving continuous and natural transitions while solving the challenge of smooth transitions between
different sign language videos. In rendering, the team used ThreeJS to implement the sign language
avatar, supporting WebGL1 API, suitable for both PC and mobile platforms.

Unlike the first two teams, BJTT used an end-to-end Transformer model to directly generate 3D skele-
ton videos from text, creating semantically consistent and smoothly acted videos without needing re-
trieval or smoothing. This approach robustly handles complex sign expressions but is constrained by
data and computational resources. Meanwhile, QDHDT optimized animation with state machines and
montage techniques, boosting efficiency through graphical state management and flexible code control.

7 Conclusion and Future Prospects

This evaluation involved 14 teams—9 from academia and 5 from industry—highlighting significant inter-
est in sign language avatar technology. By the submission deadline, 10 teams had successfully submitted
their interfaces, with 4 advancing past preliminary screening due to their effectiveness and readability.

VIVO stood out by ranking first, excelling across expert, collection, and general groups. Despite
all teams following a text-gloss-video route, varied approaches were seen in Text2Gloss translation and
avatar synthesis, including fine-tuning pre-trained models, utilizing LLM prompts, ensuring smooth tran-
sitions, and implementing end-to-end synthesis.

Evaluators consistently found that while some avatars showcased fluent, clear, and accurate sign lan-
guage expressions, many still had issues like missing information, inaccurate gestures, and stiff move-
ments. These shortcomings impact the accuracy, readability, and overall viewing experience. Future
work should concentrate on refining these technologies to better serve sign language users, aiming for
continuous improvement and enhanced user satisfaction.

* Improving accuracy and readability: Further optimize Text2Gloss translation and avatar synthe-
sis methods to ensure accurate conveyance of sign language information.
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* Enhancing naturalness and cultural adaptability: Enhance the simulation of sign language ex-
pressions, thythms, and intonations, taking into account the unique sign language habits and cultural
characteristics of various regions and groups to better cater to users’ communication needs.

* Exploring more methods: Explore advanced avatar production methods, including direct end-to-
end models, generation strategies like diffusion, and the integration of reinforcement learning or
transfer learning to enhance the efficiency and quality of sign language avatar production.

* Continual improvement and optimization: Continuously adjust and improve system interfaces to
adapt to changing user needs and evolving technologies.

We look forward to sign language avatars serving the deaf community better in the future and providing
them with a more convenient and friendly communication experience.
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