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Abstract

Individual feedback can help students improve
their essay writing skills. However, the manual
effort required to provide such feedback limits
individualization in practice. Automatically-
generated essay feedback may serve as an al-
ternative to guide students at their own pace,
convenience, and desired frequency. Large
language models (LLMs) have demonstrated
strong performance in generating coherent and
contextually relevant text. Yet, their ability
to provide helpful essay feedback is unclear.
This work explores several prompting strategies
for LLM-based zero-shot and few-shot gener-
ation of essay feedback. Inspired by Chain-
of-Thought prompting, we study how and to
what extent automated essay scoring (AES) can
benefit the quality of generated feedback. We
evaluate both the AES performance that LLMs
can achieve with prompting only and the help-
fulness of the generated essay feedback. Our
results suggest that tackling AES and feedback
generation jointly improves AES performance.
However, while our manual evaluation empha-
sizes the quality of the generated essay feed-
back, the impact of essay scoring on the gener-
ated feedback remains low ultimately.

1 Introduction

Essay writing is a valuable skill that empowers
students to communicate effectively, to think criti-
cally, and to express their opinions clearly (Bangert-
Drowns et al., 2004; Liu et al., 2014; Schendel and
Tolmie, 2016). However, learning to write essays of
high quality can be challenging (Peloghitis, 2017;
Febriani, 2022). Individual feedback to essays is
thus critical, so students may recognize and over-
come their weaknesses (Riddell, 2015). However,
manually writing essay feedback is time- and labor-
intensive. Given educators’ limited time, this often
renders real individual feedback infeasible in prac-
tice. As an alternative, automated essay writing
support could benefit students by offering guidance
at their own pace and convenience.
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Essay Prompt

Write a persuasive essay to a newspaper reflecting your vies on
censorship in libraries. Do you believe that certain materials [...]
should be removed from the shelves if they are found offensive?

Student Essay

Everyone has their favorite book. But if it offended someone,
should he be allowed to remove it? Offensive materials should
not be removed from shelves. If we removed books that offended
even one person, then no books would remain.

As americans, we have the right to freedom of speech. Authors
use their freedom in their writing, just like musicians use their
freedom to make music. But if we denied them their right to put
out their creations, we would be denying them their basic rights as
an american citizen.

Personally, I hate rap. I don't even consider it to be music, due to
the fact that no one actually sings. But I do understand that a large
percent of our population does enjoy listening to it. ..
Essay Feedback

Your essay presents a clear and well-articulated opinion on the
issue of library censorship. However, there are some areas where
your essay could be improved.

First, try to stay focused on the topic of library censorship and
avoid bringing in unrelated examples, such as your personal
dislike of rap music. While it's important to acknowledge different
perspectives, it's crucial to keep the focus on the main topic.

Second, provide more specific examples and evidence to support
your argument. For instance, you could discuss specific instances
of censorship in libraries and the negative ...

Figure 1: Exemplary student essay on library censorship
from the ASAP dataset (Hamner et al., 2012) along
with feedback and essay score generated by one of the
methods evaluated in this paper. Explicit connections
of the feedback to essay parts are color-coded.

Towards supporting essay writing automatically,
much research has focused on quality assessment,
mostly in the form of automated essay scoring
(AES; Ke and Ng, 2019; Ramesh and Sanampudi,
2022). Most existing AES approaches perform a
holistic scoring, summarizing the quality of an es-
say with a single score (Alikaniotis et al., 2016;
Vajjala, 2018; Uto et al., 2020; Wang et al., 2023).
Alternatively, specific essay quality aspects may be
assessed, such as coherence (Li et al., 2018; Farag
et al., 2018), grammar (Ajit Tambe and Kulka-
rni, 2022), and organization (Persing et al., 2010;
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Rahimi et al., 2015). While AES helps assess essay
quality and monitor writing skill progress, most ap-
proaches cannot explain why a score was predicted,
nor guide the student in improving the essay.

Another prominent line of research towards writ-
ing support focuses on identifying and correcting
grammatical errors (Imamura et al., 2012; Bryant
et al., 2017; Rozovskaya and Roth, 2019; Grund-
kiewicz et al., 2019). However, studies in educa-
tional research show that computer-based learning
systems lead to higher learning outcomes if elabo-
rated feedback is provided that provides explana-
tions instead of only pointing to errors or providing
the solution (Van der Kleij et al., 2015). There-
fore, Nagata (2019) introduced the task of feedback
comment generation in NLP: Given a learner text
with a grammatical error, automatically generate a
comment with hints and explanations to guide their
correction process. Song et al. (2023) extended this
task by generating explanations for a broader range
of grammatical error types using large language
models (LLMs). However, these tasks operate only
on the sentence level and are limited to grammati-
cal errors. Generating feedback on the essay level
by addressing not only grammatical errors but the
essay as a whole remains relatively unexplored.

To foster research in this direction, we tackle the
task of essay feedback generation: Given a student
essay, automatically generate textual feedback that
helps students improve their essays. An example
is shown in Figure 1. Building on the strong abil-
ities of LLMs in many text-generation tasks, this
work examines how well LLMs can generate essay
feedback by exploring various prompting strategies
in zero- and few-shot settings. Inspired by Chain-
of-Thought prompting (Wei et al., 2022), we study
whether AES can benefit the performance of essay
feedback generation and vice versa.

Our experiments suggest that generating essay
feedback by explaining the predicted essay score
improves the scoring performance on the widely-
used ASAP dataset (Hamner et al., 2012). For
essay feedback generation, we deem helpfulness
to be the most important quality criterion. Help-
ful essay feedback should point out and explain
mistakes made in an essay in a precise and easy
way for students to understand (Shute, 2008; Hattie
and Timperley, 2007). We evaluate the helpful-
ness automatically and manually. Due to the lack
of ground-truth essay feedback, we propose using
LLMs to automatically judge the essay feedback’s

helpfulness, which turns out to correlate well with
human helpfulness judgments. Our manual evalua-
tion also reveals that the generated essay feedback
is deemed helpful for students to improve their es-
say writing skills. However, the impact of scoring
the essay remains low ultimately. Altogether, this
paper’s main contributions are:

* A comparison of several LLM prompting
strategies for automated essay scoring

* An approach and task-specific automatic eval-
uation strategy for essay feedback generation
using LLLM prompting

* Empirical insights into the influence of auto-
mated essay scoring on generating essay feed-
back and vice versa'

2 Related Work

Essay writing is a central task in education to eval-
uate various skills of students, including logical
thinking, critical reasoning, and creativity (Liu
et al., 2014; Schendel and Tolmie, 2016). How-
ever, manual essay grading is time-consuming and
not always consistent within and across raters (Kas-
sim, 2011; Eckes, 2015). Automated essay scor-
ing (AES) aims to alleviate these issues, reducing
the effort of graders and, ideally, making grading
more consistent and reliable (Ke and Ng, 2019;
Uto, 2021; Ramesh and Sanampudi, 2022).

While extensive research exists on AES (Ke and
Ng, 2019; Ramesh and Sanampudi, 2022), assess-
ing all important quality aspects (known as traits),
including the relevance of an essay’s content to the
prompt, the development of ideas, cohesion, co-
herence, and more remains challenging (Ramesh
and Sanampudi, 2022). Only few works focus on
scoring multiple traits at once (Mathias and Bhat-
tacharyya, 2020; Hussein et al., 2020). Instead,
the majority of AES research targets holistic essay
scoring, that is, summarizing the essay quality in a
single score (Alikaniotis et al., 2016; Cozma et al.,
2018; Vajjala, 2018; Wang et al., 2023).

State-of-the-art approaches to AES can be di-
vided by their use of the available data into full-data
and few- or zero-shot settings (Tao et al., 2022). In
the full-data setting, where all labeled data is used
for training, most approaches fine-tune pretrained
language models, such as BERT (Devlin et al.,
2019). Yang et al. (2020) proposed solving the task

!The code used for our experiments can be found under
https://github.com/webis-de/BEA-24.
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by combining essay scoring and essay ranking, fine-
tuning BERT using multiple losses simultaneously.
Extending this idea, Xie et al. (2022) combined re-
gression and ranking into a single loss. Rather than
fine-tuning a language model, Tao et al. (2022) de-
signed two self-supervised constraints for learning
a multi-layer embedding, which prepends the input
to a frozen BERT model. They evaluate their ap-
proach in the full-data and one-shot setting, outper-
forming a fine-tuned BERT in the latter. To explore
the potential of large language models (LLMs),
Mizumoto and Eguchi (2023) prompted GPT-3.5 to
score the student essays from the TOEFL11 dataset
(Blanchard et al., 2013) in a zero-shot setting, indi-
cating promising scoring performance.

The most straightforward way to provide more
detailed feedback for an essay than a holistic score
is trait scoring (Jong et al., 2023), that is, to evalu-
ate an essay for different quality aspects. However,
the reasoning behind an assigned trait score usu-
ally remains unknown to the student. Therefore,
Kumar and Boulanger (2020) adopted explainabil-
ity methods to explain how input features to an
AES system influence the trait scores for an essay.
While this provides more insights, the pedagogical
quality and impact on writing performance remain
questionable if no feedback is given together with
the scores (Kumar and Boulanger, 2020).

Specific feedback generation tasks have been
addressed in educational NLP. Nagata (2019) in-
troduced feedback comment generation to explain
grammatical errors to a learner on the sentence
level. This task has been tackled by combining
retrieval and text generation (Hanawa et al., 2021;
Ihori et al., 2023), by identifying different feedback
types (Stahl and Wachsmuth, 2023), by augment-
ing the dataset (Babakov et al., 2023; Behzad et al.,
2023), and by correcting the error (Jimichi et al.,
2023; Koyama et al., 2023), all using fine-tuned
language models. For a wider range of grammat-
ical error types, Song et al. (2023) used the LLM
GPT-4 to first identify the necessary corrective edit
before generating a grammar error explanation us-
ing one-shot prompting. In the educational domain,
Meyer et al. (2024) showed that LLM-based writ-
ing feedback, generated using a single handcrafted
prompt, positively impacts students’ text revisions,
motivation, and positive emotions.

So far, however, the generation of textual feed-
back on complete student essays has, to our knowl-
edge, received very little attention. All generation

approaches mentioned above operate on the sen-
tence level and explain grammatical errors only,
while our work aims to address all aspects of stu-
dent essays that may need improvement. The only
other work on essay feedback generation tackled
the task using Chain-of-Thought prompting using
zero-shot learning (Han et al., 2023). The resulting
feedback was deemed to be more helpful than the
feedback generated using standard prompting, as
evaluated by humans.

Motivated by these promising results and the
positive effects of LLM-based writing feedback on
students, we go beyond previous work by compar-
ing the effectiveness of different prompting strate-
gies for essay feedback generation. We also study
how and to what extent AES can benefit essay feed-
back generation (and vice versa) by addressing the
tasks jointly. Following the educational literature
on feedback, we aim to generate essay feedback
that is specific and elaborate (Shute, 2008) while as-
sessing the current state and instructing on how to
improve to achieve the goals (Hattie and Timperley,
2007).

3 Approach

This section describes our approach to essay feed-
back generation. We propose to tackle essay scor-
ing and feedback generation jointly in order to
study how and to what extent AES can benefit essay
feedback generation and vice versa. By comparing
different prompting strategies for large language
models (LLMs), we explore how well the tasks can
be solved using in-context learning.

In particular, we test different prompting strate-
gies by systematically varying three main aspects
of the prompts, as visualized in Figure 2: (a) the
prompt pattern, which defines the context and lay-
out; (b) the task instruction type, which sets the
ordering and phrasing of the tasks to be tackled;
and (c) the in-context learning approach, which
specifies the number of examples provided.

3.1 Prompt Patterns

We compare two different kinds of prompt patterns,
which define the context and format of the prompt:
(1) a base pattern and (ii) different persona patterns.
All prompt patterns are displayed in Table 1.

Base Pattern The base pattern simply gives the
general context and defines the layout and order in
which the essay prompt (i.e., the task given to the
learner writing the essay), the task instruction, as
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Figure 2: Overview of the main points of variation in our approach to predict a score and to generate feedback for a
student essay: (a) Prompt pattern: Use of the base pattern or persona-specific pattern; (b) Task instruction type:
Tasks to be tackled and their ordering; (c) In-context learning approach: Number of examples to learn from.

Base: You are given an essay written by a student and the
corresponding prompt for the 7th to 10th grade student.
#### Prompt: “{essay_prompt}”

### Task: {task_instruction}

#### Student essay: “{essay}”

Teacher’s Assistant: Imagine you are a teacher’s assistant
in a middle school tasked with reviewing a 7th to 10th grade
student’s essay. You have the essay and the prompt that was
given to the student.

#### Original Prompt Provided to Student: “{essay_prom.}”
### Review Task: {task_instruction}

#### Student’s Essay for Review: “{essay}”

Educational Researcher: You are part of an educational re-
search team analyzing the writing skills of students in grades
7 to 10. You have been given a student’s essay and the prompt
they responded to.

#### Essay Prompt: “{essay_prompt}”

### Analysis Task: {task_instruction}

#### Analyzed Student Essay: “{essay}”

Creative Writing Mentor: You are a creative writing mentor
evaluating a piece written by a student in grades 7 to 10. The
student’s work is based on a specific prompt.

#i### Creative Prompt Given: “{essay_prompt}”

### Critique Instructions: {task_instruction}

#### Student’s Creative Piece: “{essay}”

Table 1: Prompt patterns: Base pattern and all persona
patterns. Brackets indicate placeholders that are filled re-
spectively during the experiments. We removed model-
specific pre-/suffixes and line breaks for illustration.

defined by the used task instruction type, and the
current learner essay will be presented to the model.
All inputs are indicated by markdown headings.

Persona Patterns These prompt patterns are in-
spired by persona prompting (White et al., 2023),
giving the LLLM a persona or role to play when gen-
erating output. This aims to implicitly define the
expected type of output. For our task, we compare
the three personas, namely, teacher’s assistant, ed-
ucational researcher, and creative writing mentor,
by altering the context given in the prompt pattern.

3.2 Task Instruction Types

The task instruction type defines the tasks to be
tackled along with their ordering. We differentiate
between tackling (i) only essay scoring, (ii) essay
scoring and feedback generation, and (iii) only es-
say feedback generation. This way, we can measure
the influence that essay scoring has on feedback
generation, and vice versa. We explore the follow-
ing task instruction types for our tasks:

* Scoring. Instruct to score the student essay on
a given score range. This serves as a baseline
for assessing the essay scoring performance.

» Feedback. Instruct to generate essay feedback
for the student writer. This serves as a baseline
for assessing the feedback performance.

* Scoring— Feedback. Instruct to score the es-
say and then generate feedback for the student
writer. This measures the influence of essay
scoring on the feedback performance.

» Feedback— Scoring. Instructs to first gener-
ate feedback before scoring the essay. This
evaluates whether feedback generation helps
to predict the correct essay score.

* Scoring— Feedback_CoT. Instruct to score the
essay and to then generate feedback using
zero-shot Chain-of-Thought (CoT) prompt-
ing, that is, to add the phrase “Let’s think
step by step.”, which has been shown to in-
crease LLM’s reasoning performance (Kojima
et al., 2022). This might benefit the reasoning
needed in feedback generation.

» Feedback_dCoT— Scoring. Instruct to first
analyze the essay quality using the rubric, to
then generate feedback, and to finally score
the essay. This is a more detailed variation of
CoT that provides task-specific steps to follow
before arriving at the final essay score.
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Score Description

3 The response demonstrates an understanding of the
complexities of the text.
— Addresses the demands of the question
— Uses expressed and implied information from the
text
— Clarifies and extends understanding beyond the
literal

2 The response demonstrates a partial or literal under-
standing of the text.
— Addresses the demands of the question, although
may not develop all parts equally
— Uses some expressed or implied information from
the text to demonstrate understanding
— May not fully connect the support to a conclusion
or assertion made about the text(s)

1 The response shows evidence of a minimal under-
standing of the text.
— May show evidence that some meaning has been
derived from the text
—May indicate a misreading of the text or the question
— May lack information or explanation to support an
understanding of the text in relation to the question

0 The response is completely irrelevant or incorrect, or
there is no response.

Table 2: Exemplary rubric from essay set 3 of the ASAP
dataset (Hamner et al., 2012). The rubrics are provided
as additional information within the task instructions.

* Scoring— Explanation. Instruct to score the
essay and to then generate an explanation for
the predicted score. This explores whether
score explanations as a form of feedback re-
late to asking for essay feedback specifically.

* Explanation—Scoring. Instruct to analyze the
essay, to then first generate an explanation for
an essay score that, in turn, should be gen-
erated at the end. This avoids that the LLM
predicts an incorrect score and then generates
an explanation justifying the incorrect score,
as observed by Ye and Durrett (2022).

Task instructions for essay scoring provide the
scoring range that should be used, while those
for feedback generation provide the rubric, that is,
guidelines including a short description for essays
of each quality level and typical elements of such.
An exemplary rubric can be seen in Table 2.

Since the performance of LLMs is sensitive to
the exact wording of a prompt (Leidinger et al.,
2023), we create a total of four task instructions
for each task instruction type by instructing Chat-
GPT (OpenAl, 2023) to generate three paraphrases
of each initial, manually written task instruction.
Examples of the latter can be seen in Table 3. We
provide all task instructions in Appendix A.

Scoring: Given this essay that was written for the given
prompt, grade the essay using those ranges: {scoring_range}.

Feedback: Analyze the given essay using the following
rubric: {rubric}. Provide comprehensive feedback for the
student that helps them to achieve better grades in the future.

Scoring—Feedback: Grade the given essay using the fol-
lowing rubric: {rubric}. Use those score ranges: {scor-
ing_range}. Provide comprehensive feedback for the student
that helps them to achieve better grades in the future.

Feedback_dCoT—Scoring: Analyze the given essay using
the following rubric and give helpful feedback to the student:
{rubric}. Use those score ranges: {scoring_range}. Let’s
think step by step. First, analyze the quality of the essay in
terms of the given rubric. Then, give feedback to the student
that explains their mistakes and errors and additionally gives
them tips to avoid them in the future. As a final step, output
the score at the end.

Scoring— Explanation: Grade the given essay using the
following rubric: {rubric}. Use those score ranges: {scor-
ing_range}. Provide an explanation for your score as well.

Table 3: Task instruction types: Examples of the ini-
tial, manually written task instructions for five types.
Brackets indicate placeholders that are filled with the
respective information during the experiments.

One-shot Example: Essay: “{essay}”

Reasoning: This is a minimally-developed response with
inadequate support and detail. The writer takes the position
that computers can be harmful to the eyes and then addresses
eye damage to three groups of people (kids, teens, adults). A
few specific details are included (sensitive eyes, MySpace),
but elaboration is minimal. Some organization is demon-
strated but few transitions are used. Overall, the response is
sufficiently developed to move into the score point ‘3’ range.

Scores: {Overall: 3}

Table 4: One-shot example consisting of a student essay,
a manually written score justification, and the assigned
score. The data is taken from the scoring guidelines for
essay set 1 of the ASAP dataset (Hamner et al., 2012).

3.3 In-Context Learning

As final point of variation of our approach, we ex-
plore how providing one or multiple exemplary
essays, together with their score and a reasoning
for the score, helps with essay scoring and feed-
back generation. The data comes from additional
material given to human raters. We argue that the
reasoning of the score may help with essay scor-
ing, but could also be seen as a form of feedback
and may benefit that task as well. We compare (i)
zero-shot, (ii) one-shot, and (iii) few-shot learning.

For one-shot, we randomly select an essay with a
medium score, as the one in Table 4. For few-shot,
we first randomly select examples among the essays
with the best and worst scores before covering the
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Pattern Essay Set

1 2 3 4 5 6 7 8 Mean
Base 495 .532 405 .495 .497 .601 .436 377 .480
TA .536 .603 .408 .499 .512 .625 443 439 508
ER 436 .554 .460 .560 .553 .620 418 .467 .509
CWM 484 .588 .382 .434 .507 .596 471 352 477

Table 5: Essay scoring results: Average QWK over
all task instructions using zero-shot learning for each
prompt pattern: base, teacher’s assistant (TA), edu-
cational researcher (ER), and creative writing mentor
(CWM). We report the performance for each of the eight
essay sets as well as the mean QWK over all sets.

other scores. Due to the limited context length, we
restrict the prompt to 5,120 characters and select as
many examples that fit this limitation as possible.?

4 Data

Multiple AES datasets are available, with the Auto-
mated Student Assessment Prize’s (ASAP) dataset
(Hamner et al., 2012) being the most widely used.
It comprises 12,980 essays written by school stu-
dents in grades 7 to 10. All essays were scored
manually by two raters. The essays are divided
into eight essay sets. The essay sets differ by the
essay prompt, i.e., the task description they were
written for, the scoring range, and the rubric used
by the raters as annotation guidelines. The rubrics
provide a short description for essays of each qual-
ity level and typical elements of such essays.

Since for the introduced task of essay feedback
generation, no parallel dataset is available yet, we
use the ASAP dataset as input data and evaluate
the generated feedback without supervision.

5 Evaluation

We evaluate the performance of a large language
model (LLM) by comparing the proposed prompt-
ing strategies on the two tasks: essay scoring and
feedback generation. First, we assess the scoring
performance and, then, we both automatically and
manually evaluate the generated feedback in terms
of the helpfulness for the student writer. We aim
to study the effects of tackling essay scoring and
feedback generation jointly, as well as explore how
well LLMs can solve both tasks using prompting.

2For the few-shot variation, the described example selec-
tion process led to 3, 2, 4, 5, 8, 6, 4 and 2 examples for the
essay sets 1 to 8 respectively. The differences are due to the
variation in essay and reasoning length per essay set.

5.1 Essay Scoring

We compare the proposed prompt patterns, task in-
struction types, and in-context learning approaches,
to evaluate the performance of an LLM on the es-
say scoring task. Also, we measure the influence of
feedback generation on the scoring performance.

Approach We use the instruction-following re-
cent LLM Mistral with 7B parameters (Mistral-7B-
Instruct-v0.2, Jiang et al., 2023) in our experiments,
generating each output with greedy decoding.’ We
found that instructing the model to generate the
essay score in JSON format helps to extract the
score from the generated text automatically.* Be-
low, we report the number of essays that still did
not receive a score (Unscored) and omit them from
the performance calculation.

Baselines As a baseline, we report the perfor-
mance AES-Prompt (Tao et al., 2022), which is, to
our knowledge, the best-performing AES approach
that is not fully fine-tuned on the ASAP dataset.
As an upper bound, we also report the performance
of R?BERT (Yang et al., 2020), the state-of-the-art
approach fully fine-tuned on the same dataset.

Experimental Setup We automatically assess
the essay scoring performance using quadratic
weighted kappa (QWK), the most widely adopted
metric for automatic essay scoring (Ke and Ng,
2019). Since the test set of the ASAP dataset is not
publicly available, we follow Taghipour and Ng
(2016) and apply their 5-fold cross-validation split.
Since we perform no training, we only use the val-
idation splits to create reasonable initial prompts
and report the performance on the test splits.

Results Table 5 presents the scoring performance
for each prompt pattern. We report the average
QWK of all task instructions using zero-shot learn-
ing to measure the influence of the prompt pattern
on the scoring performance. Using the personas
“educational researcher” (ER) and “teacher’s assis-
tant” (TA) seems beneficial for essay scoring, either
of which performs best on all but one essay set, and
ER best on average (mean QWK of .509).

To evaluate the influence of the task instruction
type, Table 6 shows the performance of the best-

3Initial experiments on essay scoring with Llama-2 (7b-
chat-hf and 13b-chat-hf, Touvron et al., 2023) led to lower
performance, which halted further testing with Llama-2.

*If the score was not generated as instructed, we re-
prompted the model to extract the score from its prior response.
This was effective when a score was in the initial answer.
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Task Instruction Type Essay Set Unscored
1 2 3 4 5 6 7 8 Mean
Scoring 448 585 479 596 557 649 438 481 529 1
Scoring—Feedback 510 .615 439 530 489 .621 449 481 517 1
Feedback—Scoring 388 561 484 .600 .622 .630 .385 .545 527 16
Scoring—Feedback_CoT 538 595 422 494 530 635 458 477 519 19
Feedback_dCoT—Scoring 546 564 424 558 581 .628 477 489 533 37
Scoring—Explanation 466 580 472 565 541 .639 420 417 513 0
Explanation— Scoring 470 553 .488 .636 571 675 384 484 533 2

Table 6: Essay scoring results: QWK for the best approach variation per task instruction type in the zero-shot setting.
We report the performance per essay set and the average over essay sets. The best results per column are bold.

performing approach variations per task instruction
type. We report the combination of prompt pat-
tern and task instruction that performed best on
the validation set using zero-shot learning. The
results suggest that instructing the LLM to first fol-
low task-specific steps to analyze and give feed-
back (Feedback_dCoT— Scoring) as well as to
first generate an explanation for the essay score
(Explanation— Scoring) particularly help with es-
say scoring. These two achieve the highest mean
QWK (.553). In general, the variations that gener-
ate some form of feedback first perform better than
their counterparts that perform scoring first.
Finally, we study the influence of in-context
learning on the instruction type Scoring— Feedback
using the prompt pattern and task instruction that
performs best on the validation split for a fair com-
parison to the baselines (Table 7). The results indi-
cate that giving examples of scored essays aid essay
scoring. One-shot learning outperforms few-shot
learning, but the effect is rather small. Our prompt-
ing approaches perform rather competitively to the
strong baseline AES-Prompt (Tao et al., 2022).

5.2 Essay Feedback Generation

As with essay scoring, we evaluate the generated
feedback by comparing the prompt patterns, task in-
struction types, and in-context learning approaches.
Our goal is to explore how well LLMs perform
at generating helpful essay feedback and whether
essay scoring can benefit the feedback generation.

Approach We continue using the large language
model Mistral (Mistral-7B-Instruct-v0.2, Jiang
et al., 2023) for the essay feedback generation task
since it performed well at the essay scoring task.

Automatic Evaluation Using LLMs to assess
the quality of generated texts has been shown to be
consistent with human expert annotations for some
free-text generation tasks (Chiang and Lee, 2023).

Essay Set
1 2 3 4 5 6 7 8 Mean

Zero-shot .510 .615 .439 .530 .489 .621 .449 481 .517
One-shot .565 .619 .523 .600 .606 .665 .509 .233 .540
Few-shot .558 .586 .515 .586 .618 .671 472 297 .538
AES-Pro. .682 .544 .590 .672 .701 .622 .683 .620 .639

RZBERT .817 .719 .698 .845 .841 .847 .839 .744 .794

Context

Table 7: Essay scoring results: QWK per in-context
learning approach for Scoring— Feedback using the
best-performing prompt pattern and task instruction.
The baseline AES-Prompt (Tao et al., 2022) also has one
shot. RZBERT (Yang et al., 2020) is fully fine-tuned.

Since there are no existing automatic metrics for
assessing the quality of generated essay feedback,
we follow previous work and use Mistral itself as
well as Llama-2 (Llama-2-13b-chat-hf, Touvron
et al., 2023) for the automatic part of our feedback
evaluation. We instruct them to assign an overall
helpfulness scores between 1 (not helpful) and 10
(very helpful) for each generated essay feedback.
The used prompt can be found in Appendix B.’

Our evaluation focuses on helpfulness, which we
deem to be the most important quality dimension
for essay feedback. We anticipate that other quality
aspects, such as faithfulness, are implicitly covered
since irrelevant or incorrect feedback would not be
helpful for the student author.

Automatic Results Table 8 presents the assigned
helpfulness scores for each prompt pattern, aver-
aged over task instructions using zero-shot learning.
Both LLMs deemed the feedback generated by a
persona pattern to be most helpful, on average: the
top helpfulness score is achieved by ER for Mistral
(8.26) and CWM for Llama-2 (7.48).

To evaluate the influence of the task instruction

>We also experimented with relative comparisons of feed-

back for automatic helpfulness assessment. However, the
correlation to our manual helpfulness annotations was low.
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Prompt Pattern Mistral Llama-2

7.78 £0.53 6.88 +0.18
7.90 £0.39 6.84 +0.19
8.26 +0.23 6.87 +0.18
7.83 +0.47 7.48 +0.85

Base

Teacher’s assistant (TA)
Educational researcher (ER)
Creative writing mentor (CWM)

Table 8: Automatic feedback generation results: Aver-
age helpfulness scores predicted by Mistral and Llama-2
for each prompt pattern over all task instructions using
zero-shot learning. The best result per column is bold.

Task Instruction Type Mistral Llama-2
Feedback 8.96 +25 7.31+.19
Scoring—Feedback 8.04 £.44 7.154.45
Feedback—Scoring 8.27 £.38  7.27 £.50
Scoring—Feedback_CoT 7.30+.63 6.72 +.41
Feedback_dCoT—Scoring 8.53 £.66 7.28 £.55
Scoring—Explanation 7.22 +£.45 6.68 £.40
Explanation— Scoring 7.27 +£.63 6.75 +£.36

Table 9: Automatic feedback generation results: Aver-
age helpfulness scores predicted by Mistral or Llama-2
for each task instruction type over all task instructions
and prompt patterns using zero-shot learning.

type, Table 9 shows the results per type, averaged
over prompt patterns and task instructions using
zero-shot learning. Both evaluation models gave
the highest average scores to performing feedback
generation only (Feedback). For the other task
instruction types, the variations that generate some
form of feedback first seem more helpful than their
counterparts that perform scoring first.

Finally, we study the influence of each in-context
learning approach on the task instruction type
Scoring— Feedback on average over the prompt
patterns and task instructions (Table 10). The re-
sults suggest that the reasoning presented in the
provided in-context examples positively impacts
the feedback helpfulness. Although the effect is
small, more examples help more.

Manual Evaluation The proposed automatic
evaluation only approximates the quality of the gen-
erated essay feedback. Therefore, we conducted
a manual annotation study during which 12 anno-
tators manually judged the feedback quality. All
annotators have advanced English skills and are not
authors of this paper. The annotators were divided
into four groups that annotated the same feedback.

In particular, we randomly selected 24 essay
feedback texts generated by the three task instruc-
tion types that performed best in the automatic
evaluation: Feedback, Feedback— Scoring, and
Feedback_dCoT—Scoring. Here, we used the best-

In-Context Learning Mistral Llama-2
Zero-shot learning 8.04 £.44 7.15 +£.45
One-shot learning 839 £.54 7.28 £.47
Few-shot learning 842 +.56 7.30 +.46

Table 10: Automatic feedback generation results: Aver-
age helpfulness scores predicted by Mistral or Llama-2
per in-context learning approach for Scoring— Feedback
over all prompt patterns and task instructions.

Task Instruction Type S1 S2 S3 S4 S5

Feedback 5.88 5.71 6.04 5.75 6.08
Feedback—Scoring 5.17 5.04 5.46 5.21 5.08
Feedback_dCoT—Scoring 5.50 4.92 529 4.83 5.00

Table 11: Manual feedback generation results: Average
scores assigned by the annotators for each approach for
statements S1-S5 on a 7-point Likert scale (7 is best).

performing combination of prompt pattern and task
instruction. All sampled feedback texts were writ-
ten for essays from one essay set only to reduce the
time the annotators need to read the essay prompt.
We chose essay set 4, which covers the most com-
mon ASAP task, reading comprehension.

To judge the feedback helpfulness, the annota-
tors received the essay prompt, the student essay,
and the generated feedback. Based on this, they
were asked to assess to what extent the following
statements apply on a 7-point Likert scale (score 1:
“I strongly disagree”, score 7: “I fully agree”):

S1: The feedback clearly points out mistakes that
were made in the essay.

S2: The feedback explains exactly why the errors
are errors.

S3: The feedback is very clear and precise so that
the student can understand it.

S4: The feedback is absolutely suitable for stu-
dents from 7th to 10th grade.

S5: Overall, the feedback is very helpful.

Manual Results Table 11 presents the results of
the manual annotation study. For all five statements
covering different helpfulness aspects, Feedback
achieved the highest scores on average. Especially
the clarity and precision (S3) as well as the over-
all helpfulness (S5) of Feedback were rated with
the second-best score of 6 (“I mostly agree”). All
compared task instruction types reach an average
score above the neutral score of 4, indicating that
all feedback is perceived as rather helpful in gen-
eral. Overall, the generated essay feedback seems
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Autom. Evaluation S1 S2 S3  S4 S5

029 027 045 025 0.61
-0.11 -0.11 -0.02 0.07 -0.10

Mistral
Llama-2

Table 12: Pearson correlation of the manual annotations
per statement (S1-S5) and the automatic helpfulness
scores using Mistral or Llama-2. The top value is bold.

to have the most potential for improvement by bet-
ter explaining why an error is erroneous (S2) and
being more suitable for students (S4). The inter-
annotator agreement in terms of Krippendorff’s «
on average over the four groups is 0.44.

To evaluate the reliability of our automatic help-
fulness evaluation, we show the correlation be-
tween manual and automatic helpfulness scores in
Table 12. The highest correlation value (0.61) was
measured between the manually annotated over-
all helpfulness (S5) and the automatic helpfulness
scores predicted by Mistral. This indicates that
using Mistral can be useful for automatically evalu-
ating feedback helpfulness. The helpfulness scores
generated by Llama-2 do not correlate with the
manual annotation for any statement.

6 Conclusion

Despite the strong text generation abilities of re-
cent LLMs in various tasks, their effectiveness in
generating essay feedback that helps student writ-
ers improve their essays has remained unclear until
now. Also, generating textual feedback that ad-
dresses the entire essay has previously only been
tackled using one prompting strategy in a zero-shot
learning setting. With this work, we go beyond
existing work by comparing different LLM prompt-
ing strategies for essay feedback generation. We
propose tackling essay feedback generation and
automated essay scoring (AES) jointly to study
whether AES can benefit feedback generation and
vice versa. Our experiments suggest that AES can
be solved competitively by prompting LLMs, bene-
fitting from tackling feedback generation first. The
generated feedback is deemed helpful for students
by our automatic and manual evaluation. However,
the impact of scoring on the feedback helpfulness
remains low ultimately.

7 Limitations

Aside from the still-improvable performance of
the presented prompting approaches to automated
essay scoring and feedback generation, we see two

notable limitations of our work: the dependence of
our feedback approaches on additional data and the
pending utilization of the generated essay feedback
for real-world essay writing support.

First, we point out that our feedback approaches
rely on the availability of a detailed rubric, that
is, guidelines including a short description for es-
says of each quality level, typical elements of such,
and textual reasoning as to why example essays
received a specific score. Such information might
not always be available, which could reduce the
transferability of our results to other essay datasets.

Second, while our evaluation suggests that the
generated essay feedback is helpful for student writ-
ers, it remains unclear whether the student writers
also perceive it as such. We encourage future work
to utilize our approaches for real-world essay writ-
ing support and make it available to students. Feed-
back from students on such a tool would be useful
to guide research on essay feedback generation.
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A Task Instructions

We present all used task instructions in the fol-
lowing list. This includes all paraphrases per task
instruction type.

* Scoring: (1) Given this essay that was written

for the given prompt, grade the essay using
those ranges: {scoring_range}.
(2) Review the provided essay in response
to the given prompt. Assess its quality and
assign a grade according to the following cri-
teria: {scoring_range}.
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(3) Examine the essay written in response to
the specified prompt. Utilize the following
grading ranges to evaluate and score the essay:
{scoring_range}.

(4) Analyze the submitted essay that corre-
sponds to the given prompt. Apply these grad-
ing standards to determine its score: {scor-
ing_range}.

Feedback: (/) Analyze the given essay using
the following rubric: {rubric}. Provide com-
prehensive feedback for the student that helps
them to achieve better grades in the future.
(2) Please evaluate the essay in accordance
with the criteria outlined in: {rubric}. Offer
detailed and constructive feedback to assist
the student in improving their writing skills
for future assignments.

(3) Utilize the provided rubric ({rubric}) to
assess the essay. Your feedback should be
thorough, focusing on areas of strength and
suggesting improvements to help the student
enhance their academic writing.

(4) Conduct an assessment of the submitted es-
say using this specific rubric: {rubric}. Your
feedback should be insightful and supportive,
guiding the student towards achieving higher
grades in their future essays.

Scoring—Feedback: (/) Grade the given es-
say using the following rubric: {rubric}. Use
those score ranges: {scoring_range}. Provide
comprehensive feedback for the student that
helps them to achieve better grades in the fu-
ture.

(2) Please evaluate the essay in accordance
with the criteria outlined in: {rubric}. As-
sign a grade based on these standards: {scor-
ing_range}. Offer detailed and constructive
feedback to assist the student in improving
their writing skills for future assignments.
(3) Utilize the provided rubric ({rubric}) to
assess the essay. Grade it according to these
parameters: {scoring_range}. Your feed-
back should be thorough, focusing on areas of
strength and suggesting improvements to help
the student enhance their academic writing.
(4) Conduct an assessment of the submitted
essay using this specific rubric: {rubric}. Ap-
ply the grading criteria as per these guidelines:
{scoring_range}. Your feedback should be
insightful and supportive, guiding the student
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towards achieving higher grades in their future
essays.

Feedback—Scoring: (/) Analyse the given
essay using the following rubric: {rubric}.
Use those score ranges: {scoring_range}. To
do this, first provide comprehensive feedback
for the student that helps them to achieve bet-
ter grades in the future. Then give the final
score.

(2) Begin by carefully reviewing the submit-
ted essay in light of the criteria outlined in
{rubric}. After your thorough analysis, of-
fer detailed and constructive feedback aimed
at guiding the student towards academic im-
provement. Conclude your review by assign-
ing a score to the essay, adhering to the guide-
lines specified in {scoring_range}.

(3) First, evaluate the essay against the crite-
ria mentioned in {rubric}. Your evaluation
should include specific, actionable sugges-
tions for the student to enhance their writ-
ing skills and essay quality. Following your
comprehensive feedback, assign a score to the
essay based on the scale provided in {scor-
ing_range}.

(4) Commence your assessment by applying
the criteria from {rubric} to the essay. Focus
on delivering in-depth feedback that is both
informative and beneficial for the student’s
future academic endeavors. After providing
this feedback, conclude by scoring the essay
as per the range defined in {scoring_range}.

Scoring—Feedback_CoT: (/) Analyse the
given essay using the following rubric and
give helpful feedback to the student: {rubric}.
Use those score ranges: {scoring_range}.
Let’s think step by step. Make sure to out-
put the score only at the end.

(2) Please evaluate the provided essay accord-
ing to this specific rubric: {rubric}. Scores
should be assigned based on these crite-
ria: {scoring_range}. Proceed methodically
through each step. Conclude your analysis by
presenting the final score.

(3) Conduct a thorough assessment of the es-
say using the rubric below: {rubric}. Adhere
to the following scoring guidelines: {scor-
ing_range}. Break down your analysis into
clear steps. Ensure the final score is given at
the end of your evaluation.



(4) Examine the student’s essay in detail, uti-
lizing the rubric provided: {rubric}. Apply
these scoring ranges for evaluation: {scor-
ing_range}. Tackle the analysis in a step-by-
step manner. The score should be presented
at the conclusion of your feedback.

Feedback_dCoT—Scoring: (/) Analyze the
given essay using the following rubric and
give helpful feedback to the student: {rubric}.
Use those score ranges: {scoring_range}.
Let’s think step by step. First, analyze the
quality of the essay in terms of the given
rubric. Then, give feedback to the student
that explains their mistakes and errors and ad-
ditionally gives them tips to avoid them in the
future. As a final step, output the score at the
end.

(2) Begin by evaluating the essay based on the
criteria outlined in the rubric: {rubric}. Con-
sider the scoring guidelines provided: {scor-
ing_range}. First, conduct a thorough analy-
sis of the essay according to the rubric stan-
dards. Next, provide constructive feedback to
the student, highlighting areas for improve-
ment and suggesting strategies to enhance
their writing skills. Conclude with a summary
of the essay’s strengths and weaknesses. Fi-
nally, present the essay’s score at the end of
your analysis.

(3) Follow these steps to assess the student’s
essay: First, reference the provided rubric:
{rubric}, and apply it to evaluate the es-
say. Use the scoring ranges given: {scor-
ing_range} for accurate assessment. Provide
detailed feedback to the student, pinpointing
specific areas of the essay that align or deviate
from the rubric, along with advice for future
improvement. Your feedback should be clear,
constructive, and actionable. After your com-
prehensive review, conclude by outputting the
final score, ensuring this is done only at the
very end.

(4) To evaluate the student’s essay, pro-
ceed as follows: Start with the provided
rubric: {rubric}, to assess the essay’s at-
tributes. Adhere to the scoring guidelines:
{scoring_range} for consistency. Your anal-
ysis should first focus on how well the essay
meets the criteria in the rubric. Then, craft
feedback for the student that is both informa-
tive and helpful, addressing any shortcomings
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and providing practical advice for future es-
says. The feedback should be encouraging yet
honest. Conclude your evaluation by scoring
the essay, presented at the conclusion of your
feedback.

Scoring— Explanation: (/) Grade the given
essay using the following rubric: {rubric}.
Use those score ranges: {scoring_range}.
Provide an explanation for your score as well.
(2) Please assess the submitted essay accord-
ing to the criteria outlined in this rubric:
{rubric}. Scores should be allocated based
on these guidelines: {scoring_range}. Addi-
tionally, include a detailed rationale for the
score you assign.

(3) Evaluate the provided essay by referring to
the standards specified here: {rubric}. Utilize
the following scoring range for your evalua-
tion: {scoring_range}. Also, furnish a com-
prehensive justification for the grade you de-
termine.

(4) Rate the essay in front of you using these
evaluation criteria: {rubric}. Your scoring
should align with these parameters: {scor-
ing_range}. Please also give a thorough expla-
nation to support the score you decide upon.

Explanation—Scoring: (/) Analyse the
given essay using the following rubric:
{rubric}. To do this, first explain using the
scoring rubric why you chose the score. After
you analysed the essay, give a final grade.

(2) Utilize the provided scoring rubric
({rubric}) to evaluate the essay. Begin by
detailing the reasons for your assigned score
based on the rubric’s criteria. Conclude by
summarizing your analysis with a final grade.
(3) Apply the scoring guidelines from {rubric}
to assess the essay. Start by discussing how
the essay meets or falls short of each criterion
in the rubric. Finalize your assessment with a
grade.

(4) Use the scoring rubric ({rubric}) as a basis
to critically analyze the essay. Explain how
the essay aligns with each aspect of the rubric,
justifying your evaluation. Conclude with a
definitive grade.

B Automatic Helpfulness Assessment

We used the following prompt for our automatic
helpfulness evaluation:



“You are given an essay and feedback from a
teacher for this essay. Your task is to evaluate the
helpfulness of the feedback.

# Task: Evaluate the helpfulness of the feed-
back. Helpful feedback should explain what the
errors are, why they are errors, and how to fix them.
Give a score between 1 and 10, where 1 means the
feedback is not helpful at all, and 10 means the
feedback is very helpful.

Provide the output in the following output: {for-
mat_instructions}”’

C Generated Essay Feedback

Table 13 compares the generated essay feedback for
the same essay using three different task instruction
types, compared in the manual evaluation.
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Task Instruction Type = Generated Essay Feedback

Feedback Based on the provided essay prompt and the given text, it appears that the student has not fully
understood the story "Winter Hibiscus" by Minfong Ho. The student’s response, "Saeng would
return to her homeland," is not an accurate reflection of the story’s conclusion.

The author concludes the story with Saeng’s determination to retake the driver’s test in the spring
when the hibiscus is budding and the geese have returned. This decision comes after Saeng’s
emotional experience in the greenhouse, where she is surrounded by familiar plants and memories,
and is struck by a wave of loss for her past life in Vietnam.

The author’s use of the imagery of the geese returning and the hibiscus budding signifies the
cyclical nature of life and the passing of seasons. Saeng’s decision to retake the driver’s test in the
spring shows her resilience and determination to move forward in her new life in the United States
while holding on to her past.

To improve future essays, the student could focus on closely reading and understanding the text,
taking notes, and identifying key themes and symbols. It may also be helpful for the student
to practice summarizing and paraphrasing the text in their own words to demonstrate a deeper
understanding.

Feedback—Scoring The essay response is very brief and does not fully address the demands of the question. The
statement ’Saeng would return to her homeland’ is not explicitly stated in the text, and the essay
does not provide any evidence or explanation to support this assertion. To improve, consider
reading the text more closely and taking notes to help you understand the main ideas and themes.
Use these notes to develop a more detailed and well-supported response that addresses the demands
of the question.

Feedback_dCoT—Scoring Your essay does not fully address the demands of the question. In order to earn a higher score, you
should explain why Saeng would return to her homeland based on the details and events in the
story. Consider how the hibiscus plant and the memories it evokes for Saeng might be connected
to her desire to go back to her homeland. Additionally, you could discuss how the experiences and
emotions Saeng encounters in the greenhouse contribute to her decision. Remember to use specific
details and examples from the text to support your ideas.

Table 13: Generated essay feedback using the three task instruction types compared in the manual annotation study.
The feedback was generated for the same student essay from essay set 4 of the ASAP dataset (Hamner et al., 2012).
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