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Abstract

A major challenge in the field of Text Genera-
tion is evaluation, because we lack a sound the-
ory that can be leveraged to extract guidelines
for evaluation campaigns. In this work, we
propose a first step towards such a theory that
incorporates different sources of uncertainty,
such as imperfect automated metrics and insuf-
ficiently sized test sets. The theory has practical
applications, such as determining the number
of samples needed to reliably distinguish the
performance of a set of Text Generation sys-
tems in a given setting. We showcase the ap-
plication of the theory on the WMT 21 and
Spot-The-Bot evaluation data and outline how
it can be leveraged to improve the evaluation
protocol regarding the reliability, robustness,
and significance of the evaluation outcome.

1 Introduction

The field of Text Generation is a subfield of Natu-
ral Language Processing (Celikyilmaz et al., 2020).
We define text generation tasks as those where
many different texts may constitute an optimal so-
lution to a given problem. Examples are automated
summarization, machine translation, dialogue sys-
tems, paraphrasing, caption generation, or natural
language generation.

One unsolved issue in the field of Text Gener-
ation is the evaluation, be it human or automated
evaluation. Human evaluation is more reliable but
more cost and time intensive, and automated eval-
uation is erroneous but performed in a fraction of
time and cost (Amidei et al., 2019; Hashimoto et al.,
2019; Celikyilmaz et al., 2020; Deriu et al., 2021).
One of the main issues is the lack of theoretically
founded guidelines when running an evaluation.
For instance, how many samples are needed to be
able to significantly distinguish the performance of
two systems? Or how do we handle the errors made
by automated metrics? Under which circumstances
is it still possible to run an evaluation campaign that
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Figure 1: Measurable difference of the performance of
two text generation systems depending on the accuracy
of a binary metric. We add the 2% line as discussed in
the text.

yields significant results? In this work, we make
a first step towards developing such a theoretical
foundation, which can be used as a guideline to
answer the above questions. For this, we consider
what we call binary metrics. These are metrics that
classify the output of a text generation system as
being either adequate or inadequate. This allows
us to measure the performance of a text generation
system as the ratio of adequate responses it gener-
ates. Furthermore, it allows us to reason about the
performance of the metric in terms of true positives
and true negatives.

#Automated Ratings

0 1k 5k 10k 50k
& 0 1.000  0.109 0.049 0.035 0.015
g 10 | 0.379 0.106 0.049 0.034 0.015
& | 100 | 0.134 0.085 0.046 0.033 0.015
g 1k | 0.043 0.040 0.032 0.027 0.015
g€ | 2.5k | 0.027 0.026 0.024 0.020 0.013
i 5k 1 0.019 0.019 0.018 0.017 0.012

Table 1: Mixed Case: Measurable difference for a met-
ric with accuracy of 70% depending on the number of
human rating mixed with the number of automated rat-
ings. The values discussed in the text are highlighted in
bold.

For this setting, we derive various theoretically
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founded guarantees and guidelines that can be used
to run an evaluation campaign. For instance, con-
sider Figure 1 (derived by our theory). If we as-
sume a binary metric that has an accuracy of 70%,
and if we have access to 1000 automatically rated
samples (blue line), then we can reliably distin-
guish between two text generation systems that
have a difference in performance of 10 percentage
points. To distinguish two systems with a smaller
difference, for instance of 2%, we would need a
better metric and many more samples. That is, we
need for instance a metric with an accuracy of at
least 85% and 10000 automatically rated samples
by this metric.

Our theory provides analogous assessments of
how many human evaluations are required to re-
liably distinguish text generation systems. When
we say that the performance of two systems can
be reliably distinguished, we mean that the differ-
ence in their performance is statistically significant.
Similarly, a measurable difference in performance
is one that leads to statistical significance given the
experiment parameters.

In addition, our theory allows for the mix of hu-
man and automated evaluation. For this, consider
Table 1 where we depict the number of human and
automatic ratings required by a metric with 70% ac-
curacy. For instance, to distinguish two text gener-
ators with 2 percentage points difference, we need
either at least 5000 human ratings, or 2500 human
ratings mixed with 10’000 automated ratings.

Our theoretical framework allows us to design
our evaluation with theoretical guarantees regard-
ing the significance of the resulting measurements.
Given a monetary budget and our theory, one can
decide whether to invest in more human annota-
tions, in developing better automated metrics, or in
sampling more automated ratings. Our approach
can also be used to showcase the limits of a given
setting: for instance in Figure 1, we see that using
only 1000 automated ratings leads to a minimally
measurable difference of 4% even with a perfect
metric.

In the remainder of the paper, we derive the theo-
retical framework for binary metrics and apply it to
two showcases: the WMT-21 shared task (Freitag
et al., 2021b) and the Spot-The-Bot evaluation (De-
riu et al., 2020). We analyse how well these eval-
uations adhere to the constraints imposed by our
theory and demonstrate how the quality of the eval-
uations can be improved. To serve the community,

we will release the formulas as code and as a web
interface ! that allows practitioners to enter their
evaluation settings and receive an analysis of the
measurable differences in their settings.

2 Definitions

In this section, we introduce the basic definitions
that we need for the derivations. First, we define
the general setting of Text Generation, then we
cover binary metrics, and finally we describe text
generation systems.

2.1 General Setting

Definition 1 (Text Generation Environment)

A text generation environment is composed of a
triple (Z, O, ®), where T denotes the set of inputs,
O the output space, and ® : T x O — {0,1} an
oracle that assess whether an output is adequate
for a given input.

For instance, for Machine Translation Z denotes
all sentences in the source language and O all sen-
tences in the target language, while for a chatbot
7 contains all dialogue contexts and O all possible
responses in a dialogue. Note that Z and O can
be of infinite size. We regard ® as an oracle that
segments the output space for a given input into
adequate and inadequate outputs .

Definition 2 (Adequate Responses) Vi € 7, we
call Ry, = {0€ O|®(i,0) =1} the set of
adequate responses for input i, and R" =
{0 € O|®(i,0) =0} the set of inadequate re-
sponses.

2.2 Binary Metric

In this work, we set our focus to binary metrics, i.e.,
metrics that classify the output of a text generation
system as being either adequate or inadequate. The
choice of binary metrics allows us to reason about
the performance of a text generation (TG) system
as the ratio of adequate responses>.

"https: //github.com/vodezhaw/binary_metric_
tool

In most real-world setting ® is approximated with human
ratings.

3This lies in contrast with metrics that simply return a
scalar value (e.g, BLEU (Papineni et al., 2002), COMET (Rei
et al., 2020), USR (Mehri and Eskenazi, 2020)) that is difficult
to interpret. For instance, if BLEU returns a value of 0.34 for
one system and 0.32 for the second system, can we really state
that the first system is better than the second (Callison-Burch
et al., 2006)? We can use these types of metrics to create
binary metrics by selecting a threshold that defines the border
between adequate and inadequate responses (e.g., all COMET
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We first define the notion of a binary metric, then
we show what it means for a binary metric to be
error-free or error-prone with regards to ®.

Definition 3 (Binary Metric) A binary metric M}
is a function My : T x O — {0, 1} which takes a
pair of input and output, and returns either O or
1. We interpret the return of 1 as claiming that the
output is an adequate output for the given input,
and 0 claiming that the output is not adequate.

Next, we define the notion of an error-free metric.
That is, how we expect the metric to behave in the
optimal case (i.e. its ability to replicate the oracle
D).

Definition 4 (Error-Free Binary Metric) M, is
an error-free binary metric < Vi € Z,0 €
O: (My(i,0) =1 <= oeRY).

That is, an error-free binary metric always rates
an adequate output as 1 and an inadequate output
as 0. Since most metrics do not perform perfectly
regarding ¢, we formulate the cases where a metric
makes mistakes and the calculation of its perfor-
mance as follows.

Definition 5 ((p, n)-optimal binary metric)

Let p,n € [0,1] and My a binary metric.
Then M, is a (p,n)-optimal binary met-
ric if Pr(My(i,0) = 1llo € RY] = p and
Pr[My(i,0) = 0lo € R",] = n.

That is, we define the performance of a binary met-
ric as its probability to correctly classify an output
as being adequate or not. Thus, the error of a bi-
nary metric can be assessed similar to the error of
a binary classifier, i.e., p is equivalent to the true
positive ratio and 7 to the true negative ratio. Note
that p = 1 = 1 defines an error-free binary metric,
whereas all other cases are error-prone. In the case
where p and 7 have the same value, p = 7, this
value is the accuracy of M["". Note that in practise,
p and 7 must be estimated from data.

2.3 Text Generation

We define a text generation system as a function
that takes an input from the input-space and gener-
ates an output.

Definition 6 ((Optimal) Text Generator) A
Text-Generator (TG) is a mapping ©# : T — O
which generates for each input i an output o. A TG
isoptimal <= Vi € Z: w(i) € R’

values above 0.78 are regarded as adequate). This introduces
errors, which can be measured.

Next, we introduce the notion of an imperfect
text-generator. There are many different ways the
errors of a TG can be modeled. We model it as its
capability of generating adequate responses.

Definition 7 (c-optimal TG) Let m be a TG and
a € [0, 1]. Then w is an a-optimal TG if Pr(r(i) €
RY]=aforallic I

That is, the probability of the text generation sys-
tem to generate an adequate output is denoted as
a. The task of a binary metric is to estimate the «
value of a TG system, which has a concrete mean-
ing: Assume that we compare two systems, where
a™ = 0.5, and o™ = 0.49, then these numbers
have a clear semantic: 7 outputs an adequate out-
put in 50% of cases and 79 in 49% of cases. Thus,
one system generates adequate outputs more often
than the other. We denote the difference in per-
formance as €. In the following, we will use o™
to denote the rate at which a system 7 generates
adequate responses, and 7¢ to refer to a system
which is a-optimal.

3 Theory: Estimating o with Binary
Metrics

In this section, we show how binary metrics can be
used to estimate the performance o« of text gen-
eration systems. For the remainder of the text,
assume that 7o = {(ij,05,77)[1 < j < ng}
is a set of input-output rating triples of size ngy,
where i; are inputs, o; = 7(7;) denotes the out-
put generated by an a-optimal TG system for in-
put ij, and r; = M;y(i;, 0;) denotes the error-free
rating of the j** input-output-pair. Analogously,
let Tar = {(ij,05,75)|1 < j < np} be a set
of input output rating triples of size nj,;, where
rj = M[""(i;,0;) denotes the rating of an error-
prone (p, n)-optimal binary metric.

We consider three different cases: 1) the error-
free case, 2) the error-prone metric case, and 3)
the mixed case. The error-free case is where we
have access to 7. For instance, we can interpret
human evaluation as an example of the error-free
case. In the error-prone metric case, we have access
only to an (p, n)-optimal binary metric. Finally, the
mixed case is a novel approach that leverages error-
free ratings, which are usually costly to obtain,
with error-prone ratings, which are cheaper but
are needed en-masse for automated metrics with
low p and 7 values, as we will see. Usually, in
evaluation campaigns, either the first or second
setting is applied.
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We apply a Bayesian approach to estimate a by
treating it as a random variable, which allows us
to model various sources of uncertainty stemming
from «, p and 7, which all need to be estimated
from data. The full derivations are given in Ap-
pendix A.

3.1 Error-Free Case

Here, we start with the most simple case and in-
troduce the formula to estimate « given error-free
ratings ;. Given n, error-free ratings, o is esti-
?jl r;. This
formula can be derived via the frequentist approach
or the Bayesian. For the Bayesian approach, we as-
sume a uniform prior over « (i.e. a ~ Beta(1,1)).
The resulting posterior distribution for o given n
is:

mated by & = “*=, where n, =
ng

P(a|Nt =ny) x P(Ny = ny|a) * P(a)

1
x Beta(ny +1,ny —ny + 1) M

and the value of « is estimated using the mode of
Beta(ny + 1,n4 — ny + 1), which corresponds
to %.

3.2 Error-Prone Metric Case

In the error-prone metric case, the probability that
r; = 1 depends on p and 7. Hence, if r; = 1, we
cannot assume that r; = 1 as well, since the bi-
nary metric can be error-prone. For the error-prone
setting, we consider two cases, one where p and n
are provided (e.g. from an earlier evaluation cam-
paign), and one where p and 7 must be estimated
from data (i.e., from comparison to error-free rat-

ings).
3.2.1 Provided p, 7
Here, we assume that the exact values of p and n

are known. The probability that the binary metric
returns a positive label is thus given by:

Plri=1)=ap+(1-a)l—-n) @

From this, we derive the formula to estimate «
using the Bayesian formulation.

Theorem 1 (Estimate o with error-prone metric)
Let my = > "M r; ~ Binom(P(r; = 1),nu)
be the number of pairs i;,0; rated as adequate
M["(ij,0;) = 1. Then we estimate « by
computing the mode of the following distribution:

P(CY|M+ = m+, P, 77)

3
x P(My = m.|a, p, 1) P(a) @

If we assume a uniform prior of «, i.e., P(a) ~
my
U(0,1), this reduces to: & = %

Note that the above formulation does not allow
for p + n = 1, in which case our estimator would
be undefined. In the following we will assume that
p +n > 1. This is a relatively safe assumption

since in the case where p + 7 < 1, we can derive

a new metric M}’ " by flipping the predictions of
M le’/’”/(i,o) =1— M}""(i,0). In this case
P+ =0-p)+0-n=2-(p+n)>1L

3.2.2 Estimated p,n

Here, we assume that p and 1) must be estimated
from data, which introduces uncertainty. In our
case, we estimate p and n from error-free ratings
(i.e., how well the error-prone metric agrees with
the error-free ratings). In practise, the error-free
assessments stem from human annotations, which
are regarded as the ground truth. To weave the
estimation of p and 7 into the Bayesian frame-
work, we treat them as random variables. For this,
assume that we have access to a dataset 7),,, =
{(ij,05,75,7;)|1 < j < M} of both error-free and
error-prone ratings for pairs of inputs and outputs.
Denote 7, = {(ij,05)|r; = 1} as the set of true
positive samples, and 7, = {(i;,0;)[r; = 0} as
the set of true negative samples. Thus, assuming a
uniform prior over p, we apply the same reasoning
as in Section 3.1 to compute the posterior distri-
bution p ~ Beta(m™” + 1,|T,}| —m™" + 1),
where m™" denotes the number of true positive
samples, rated as positive by M}"". Analogously,
n ~ Beta(m™ +1,|T | — m™ + 1), where
m™™N denotes the number of true negative samples,
rated as negative by M}"". Note that to estimate p
and 7, having a large sample size for both 7;,*77 and
7T,., is important, otherwise the estimation of p or
1 would have a higher uncertainty.

To incorporate the uncertainty of p and 7 into
the estimation of «, we need to marginalize p and
n from the joint likelihood P(m, p,n|a) to get
P(my|a).

Theorem 2 (Est. o, p, 7 with error-prone metric)
Letmy =Y " rj ~ Binom(P(rj = 1),n) be
the number of samples rated positively by le M,

Then we estimate o by computing the mode of the
following distribution:

P(a|My =my) o< P(My = my|a)P(a)

1 1 4
0<P(a)/0 /0 p(m|a, p,n)p(p)p(n)dpdn @
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Note that we are not aware of a closed form
solution for the above distribution and the com-
putation of the mode. Thus, we approximate the
solution using numerical methods in practise (See
Appendix B).

3.3 Mixed Case

The mixed case combines the error-free and the
error-prone cases. Here, we assume that we are
given a small number of error-free samples (hu-
man annotations), which are costly to obtain, and
a larger set of error-prone samples (ratings by an
automated metric), which are easier to obtain .

Theorem 3 (Mixed « estimation) Let ny =
Z'fqil r; ~ Binom(a,|Ts|) the number of sam-
ples where M = 1, and mq = > " | 1j ~
Binom(P(r; = 1),|Tum|) be the number of sam-
ples where M{"" = 1. Then we estimate o by

computing the mode of the following distribution:

P(a|My =mq, Ny =ny)
o« P(My =my, Ny = ny|a)P(a)
x P(a|Ny =n4) 5)

/ / P(My = me|a, p, m)p(p)p(n)dpdn

Note that the difference to the error-prone case
is that P(«) is replaced by P(«|n ), which can be
expressed by a closed form beta distribution (see
Section 3.1). Thus, we can compute the mixed
case by first computing the error-free case to get
an initial estimate of «, and then estimate the error-
prone case. More generally, this approach lets us
also combine ratings from multiple different error-
prone metrics by applying Equation 5 iteratively.
One would plug in the posterior from one metric
as the prior for the next.

Having outlined the estimation of « for different
scenarios, we now show how they can be used to
determine the minimal number of samples needed
to distinguish TGs in a significant manner.

4 Minimal Number of Samples Needed to
Make Reliable Distinctions between TG
Systems

We now come back to the main question of this
paper: how many samples are needed to be able
to significantly distinguish the performance of two
text generation systems? The intuition is that the
closer the performance of the two TG systems is,
the more samples are needed. Thus, we investigate

“Note that our setting also allows for To C Tas.

the setting where their difference in performance
|a™ — a™| = e is small. Using the formulas from
Section 3, we can compute the estimates shown in
Table 1. There are seven variables involved in this
computation:

* p and 7 denote the (unknown) performance of
the automated binary metric. The better it is,
the less samples are needed.

* « denotes the (unknown) performance of the
TG system to be evaluated.

* v as the significance level that is wished to be
achieved.

* |73| denotes the size of the set of rated input-
output pairs that stem from a error-free binary
metric.

* | T)u| denotes the size of the set of rated input-
output pairs that stem from an error-prone
binary metric.

* |7,y denotes the set of samples needed to
estimate p and 7.

To compute if one system is significantly better,
the probability of one system being better than
the other must be compared to the significance
level (e.g., 0.05). We compute the probability that
a1 > ag as follows:

11
Plar > az) = / / p(a1)p(az)dardas 6)
0 ag

The difference between 7*! and 72 is significant
at the y-level if P(o; > ap) <1 — 3 or P(ay >
042) < g

Equation 6 holds for any two random variables.
In the particular case of normal distributions this
is a reformulation of a two-sided z-test of the null
hypothesis that both variables have the same mean.
Equation 6 is therefore applicable to all the three
cases of «a estimation (i.e., error-free, error-prone,
and mixed) by inserting the posterior distributions.

By applying normal approximations for p(«a)
and p(ae), and using simulations we can compute
the minimal distinguishable difference € for a given
set of fixed parameters. The details of the simula-
tions are given in Appendix B.

5 Showcases: Application in Practise

In order to show that the theoretical findings trans-
late to practical applications, we apply our theory to
two real-world settings: the WMT21 metric shared
task (Freitag et al., 2021b) and the Spot-The-Bot
data (Deriu et al., 2020). Since the two tasks have
significantly different settings (e.g., machine trans-
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lation and dialogue systems, different types of hu-
man annotations, and different types of metrics)
this shows that our theory is applicable to a variety
of text generation tasks. The showcases highlight
the different dimensions that can be manipulated
when designing an evaluation. In showcase 1, we
highlight the number of ratings needed, whereas, in
showcase 2, we focus on the influence of the metric
performance.

5.1 Showcase 1: WMT Metrics Shared Task

For the WMT21 Metrics shared task, the authors
evaluated the performance of 15 automated met-
rics by comparing their ratings to human ones on
the output of several MT systems and several lan-
guage pairs. In this work, we only focus on the
English to German language pair and the news do-
main, where seven machine translation systems
were evaluated. The data provided by the shared
task can be expressed as follows using our nota-
tion: We regard the expert human multidimensional
quality metrics (MQM) (Lommel et al., 2014) an-
notations as our error-free ratings. We binarize
the scalar output of this metric by stating that only
translations without any mistakes are regarded as
adequate (i.e., 0 € RY, <= MQM(i,0) = 0).
This means only responses that have been judged
as being completely correct by all annotators are
considered adequate. For this setting there are
|Ta| = 527 error-free annotated samples for each
machine translation system. We can reuse these an-
notations to estimate p and 7, thus, |7, ,| = 527 °.
For the error-prone metric outputs, WMT provides
|Tar| = 1000 samples for each machine transla-
tion system and each error-prone metric. For the
error-prone metrics, we use BleuRT (Sellam et al.,
2020) as the metric with the highest p and 7 esti-
mates, and SacreBLEU (Post, 2018) as the most
popular metric. We consider three machine trans-
lation systems: FacebookAl (FBAI) (Tran et al.,
2021), VolcTrans-GLAT (VT) (Qian et al., 2021),
and HuaweiTSC (HU) (Wei et al., 2021), which
have the most interesting combinations of perfor-
mance (the full Tables are in Appendix D).

5.1.1 WMT: Theoretical Bounds of ¢

Here, we showcase the theoretical bounds of the
€ values that can be distinguished significantly de-

>Note that we estimate p and 7 for each machine transla-
tion system separately since we noted that most trained metrics
have different performances depending on the various machine
translation systems. See Appendix C.

= BleuRT + 100 Human Samples - BleuRT + 527 Human Samples
SacreBLEU + 100 Human Samples = SacreBLEU +527 Human Samples
* WMT-21
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Figure 2: The measurable e depending on |7ys| (x-
Axis) for the BleuRT scenario (p = n = 0.6) and
the SacreBLEU scenario (p = n = 0.52) and for
|7s| = 100 or 527. The vertical line shows the WMT
setting with |7as| = 1000.

pending on the number of ratings and the perfor-
mance of the metrics. We consider BleuRT with
an estimated p = n ~ 0.6 (see Section 3.2.2 on
how to compute these estimates), SacreBLEU with
p = n =~ 0.52 and the performances of the ma-
chine translation systems are around « == 0.65 (see
section 3.3 on how to compute the estimate). Fig-
ure 2 shows the theoretical € values that can be
distinguished for various values of | 7| and |Tg|.
For instance, with 527 error-free (| 73 |) and 1000
error-prone samples (|73/|), we can distinguish an
e of 5.6% for both BleuRT and SacreBLEU. Thus,
the impact of the automated metrics is low for
higher number of human ratings. However, for
To = 100 the impact of the metric performance
is larger: € = 0.112 vs. € = 0.13. The effect is
even larger with access to more automated ratings.
Thus, using 10000 BleuRT ratings with 100 human
ratings allows to distinguish the same € as with 527
human ratings and 1000 SacreBLEU ratings, which
is much costlier.

5.1.2 WMT: Practical Results

Here we analyse the results obtained when applying
the theoretical framework to real data to estimate
a, and assess whether the pairwise differences are
significant or not. Table 2 shows the results for four
scenarios: using all 527 error-free ratings, using
only 100 error-free ratings (low-cost scenario), us-
ing 100 error-free ratings with an additional 1000
error-prone ratings from SacreBLEU, and using
100 error-free ratings with an additional 1000 error-
prone ratings from BleuRT. The results include for
each pair of systems the estimated ¢ values, and the
probability that the first TG system is better than
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[Te| =527, |Tm| =0
m(on) — m(as) € Plar>a)
FBAL(0.67) - VT (0.64) | 0.02 0.798
FBAI(0.67) - HU (0.58) | 0.09 0.998
VT(0.64) - HU (0.58) 0.06 0.978
7o = 100, [T =0
7T(a1) *ﬂ'(az) € P(O[l >O[2)
FBAI(0.67) - VT (0.65) | 0.02 0.615
FBAI(0.67) - HU (0.58) | 0.09 0.904
VT(0.65) - HU (0.58) 0.07 0.843

SacreBLEU: [To| = 100, [Tam] = 1000

(o) — m(o) € Plar > a2)
FBAI(0.67) - VT (0.64) | 0.02 0.631
FBAI(0.67) - HU (0.57) | 0.09 0.918
VT(0.64) - HU (0.57) 0.07 0.854

BleuRT: [To| = 100, [Tam] = 1000

(1) — w(az) € P(a; > a2)
FBAI(0.66) - VT (0.62) | 0.04 0.742
FBAI(0.66) - HU (0.56) | 0.09 0.933
VT(0.62) - HU (0.56) 0.05 0.801

Table 2: Predicted WMT?21 evaluation using BleuRT
and SacreBLEU on three machine translation systems.

the second system. In the first scenario, we see
that FBAI and VT cannot be significantly distin-
guished, which is consistent with the theory that
states only e > 0.057 can be distinguished (see Fig-
ure 2), whereas the other system pairs can be dis-
tinguished. In the second scenario, we reduce the
number of error-free samples to only | 73| = 100,
which makes all the TG systems non distinguish-
able from each other. Again, this is consistent with
the theory that states only € > 0.131 can be distin-
guished using 100 consistent samples. When we
add error-prone ratings, the probabilities of the first
TG being better than the second increase, however
not enough to be significantly distinguishable. This
goes for both automated metrics, which is still con-
sistent with the theory. The problem lies in the fact
that the performance of the automated metrics is
too low to have a strong impact on the evaluation.
For instance, the theory predicts that using 10’000
error-prone SacreBLEU samples will only lead to
being able to distinguish € > 0.120. In this setting,
adding even more error-prone samples will not help
(even with | Tys| = 10%), since the uncertainty of p
and 7 is too high due to |7, ,| = 527.

Thus, the practical application shows that the
outcomes using real data is consistent with the the-
ory. Unfortunately, the setting does not allow to
distinguish FBAI and VT. For this more error-free
ratings are needed, or better metrics.

5.2 Showcase 2: Spot The Bot (STB)

For the second show case, we use the Spot The
Bot (STB) data, where dialogues between two dia-
logue systems are sampled and humans classified
each interlocutor to be a human or a bot. STB
contains pairwise ratings for six dialogue systems.
In our setting, we use three of them: Blenderbot
(BL) (Roller et al., 2021), Lost in Conversation °
(LiC), and KVMemNN (KV) (Dinan et al., 2020).
In this setting the error-free metric is the (aggre-
gated) human judgment, which is already binary.
We consider a response as adequate if all annota-
tors labelled it as coming from a human. For the
error-prone metric, we use the USR (Mehri and Es-
kenazi, 2020) metric, which is also a scalar metric
that we binarize with a threshold’. The STB dataset
yields |Ts| = |7,,| ~ 600 error-free ratings per
dialogue system. For creating 7, we sample new
pairwise dialogues and let USR rate each turn of
the dialogue. This yields |737| = 10’000 samples
per dialogue system.

5.2.1 STB: Theoretical Bounds

Figure 3 shows the theoretical € values that can
be achieved depending on |7,,|. The values are
depicted for three different settings of |7s| (i.e,
human ratings). Each setting shows the measurable
e for three different p = 1 combinations. The figure
reveals the impact of |7, | for |7, ,| < 1000. For
instance, for |7, ,| = 600, a metric with p = 7 =
(0.6 is only able to distinguish an ¢ = 0.11, however,
when increasing |7, ,| to 5000 a difference of € =
0.08 can be measured. On the other hand, when
the performance of the metric is too low (e.g., p =
n = 0.52) the impact of higher |7, | is negligible
regardless of |T3|.

5.2.2 STB: Practical Results

Table 3 shows the measured values for o and e
for three scenarios. The first two scenarios are
analogous to the WMT setting, where we use
|7a| = 600 error-free ratings in the first scenario
and |7| = 100 error-free ratings in the second
scenario (assuming that we labeled only 100 sam-
ples due to cost reasons). For the third scenario we
again use |7| = 100 error-free ratings, combined
with | Tas| = 10’000 error-prone ratings from the
USR metric. The results show that for the first sce-
nario all the pairs of systems are distinguishable,

6https: //github.com/atselousov/transformer_
chatbot
"See Appendix C.
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Figure 3: Measurable difference (y-axis) depending on the number of samples available to estimate p and 7 (i.e,
|75.,| on the x-axis). For fixed |7Tas| = 10’000. The vertical line denotes the STB setting with |7, ,| = 600

72| = 600, |Trm| =0

m(ar) — (o) € Pa; > ag)
BL (0.38) - LiC (0.30) | 0.08 0.999
BL (0.30) - KV (0.24) | 0.13 1.000
LiC (0.30) - KV (0.24) | 0.06 0.989

o] = 100, [T = 0

7T(011) —7T(a2) € P(al > 042)
BL (0.38) - LiC (0.30) | 0.08 0.882
BL (0.38) - KV (0.25) 0.14 0.983
LiC (0.30) - KV (0.25) | 0.06 0.827

USR: [Ta] = 100, [Ta] = 10000

(1) — w(az) € Plar > a2)
BL (0.36) - LiC (0.28) | 0.08 0.889
BL (0.36) - KV (0.22) | 0.13 0.989
LiC (0.28) - KV (0.22) | 0.06 0.851

Table 3: Predicted STB evaluation using USR on three
dialogue systems.

which is consistent with the theory and the original
Spot The Bot results. When reducing the number
of error-free samples to |73| = 100, only the pair
BL-KYV is distinguishable. This is consistent with
the theory, which predicts that two systems with
€ > 0.126 are significantly distinguishable. How-
ever, adding |737] = 10’000 error-prone ratings
only increases the probability of the first TG sys-
tem being better than the second by a small amount.
The reason is that the performance of USR is too
low to have a strong impact, which is consistent
with the theory. Thus, to benefit from automated
evaluation one needs a better metric and more sam-
ples to estimate p and 7).

6 Related Work

Evaluation of Text Generation systems is a long-
standing issue. Considerations about the proper
evaluation of TG systems have been emerging
rapidly in the last years. One line of inquiry is
how to properly conduct human evaluations and
what kind of guidelines and setups lead to consis-
tent results (Novikova et al., 2018; Van Der Lee

et al., 2019; Santhanam and Shaikh, 2019; Freitag
et al., 2021a; Clark et al., 2021; Belz et al., 2021;
Mohankumar and Khapra, 2022). Another line of
research investigates the reliability of automated
metrics for NLG evaluation. Novikova et al. (2017,
inter alia) find that automated metrics poorly reflect
human judgements in general. Sai et al. (2022, Sec.
6) provides an extensive overview of criticism on
automated metrics in NLG.

There are few efforts to underlay (parts of the)
TG evaluation paradigm with a theory-grounded
base: To theoretically solidify human NLG eval-
uation and provide more statistically significant
results in pairwise evaluations, a recent approach
leverages utility theory in economics (Ethayarajh
and Jurafsky, 2022) to showcase issues arising
from the use of Likert scale ratings and averag-
ing them. Chaganty et al. (2018) propose a method
to combine automated metrics with human rank-
ings to debiase a metric under a budget constraint.
They provide a theory-grounded proof that their
calculated mix of human and automated ratings is
optimal and conclude that error-prone evaluation
metrics are a bottleneck for reducing the cost of
evaluations. Related to our Bayesian approach of
modelling uncertainty in the evaluation of systems,
a number of approaches aims to model uncertainty
in the annotation process and the aggregation of
annotations using a Bayesian approach (Paun et al.,
2018, e.g.). Card et al. (2020) analyze the statistical
power of different evaluation scenarios prevalent in
NLP. In particular, they study the number of sam-
ples needed to detect a difference of 1 BLEU as
significant. However, to the best of our knowledge,
no efforts to model the uncertainties ingrained in
TG evaluation in a holistic theory has been pro-
posed so far.
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7 Conclusion

We introduced a theoretical framework for binary
metrics that can be used to extract guidelines for
designing an evaluation of text generation systems.
The framework estimates the performance of a text
generation system from a mix of human and auto-
mated ratings giving guarantees of which level of
significance can be achieved. Using the formulas,
one can design the evaluation setup and compute
estimates of how many human and automated sam-
ples are needed for a significant evaluation. We
applied the theory to two very different real-world
cases and exemplified how the theory can be lever-
aged to improve the significance of the results. We
provide a tool that allows the computation of the
formulas so that different settings can be tested.
The current theory is limited to binary metrics,
but in future work, we will extend the theory to
more types, such as comparative or scalar metrics.
Furthermore, we will apply the theory to a wider
range of tasks and domains. In general, we hope
to have set in motion efforts to arrive at a sound
formalization of the evaluation of text generation
systems to increase the robustness, reliability, and
significance of future evaluation campaigns.

Limitations

Human Ratings. We assume that human ratings
are perfect, which is not the case (Clark et al.,
2021). While it might be the case that the MQM
ratings are close to error-free, there is no guarantee.
To handle the fact that human ratings are not error-
free we would need to measure this, which could
be done via agreement scores.

Uniform Input and Outputs. We assume that
each input and each output have the same difficulty
of being evaluated. However, it is more likely that
in practise, each metric has a different p and n value
depending on the input. This is however very hard
to include in the theory.

Uniform Text Generation Systems. Similarly
to the above point, we assume that p and 7 are in-
dependent of the text generation system. However,
preliminary experimental results (see Appendix C)
showed that metrics tend to have different perfor-
mances for different TG systems. Thus, p and n
need to be estimated separately for each TG sys-
tem.

Domain Dependence. The same argument can
also be made about the domain. Metrics trained on
one domain will perform differently when applied
to another domain. Thus, the p and n values must
be measured again for each domain.

Binary Metrics. The current theory is limited to
binary metrics. However, in practise there are many
different types of metrics and evaluation types. For
instance, in a next step the theory should be ex-
tended to cover comparative metrics (i.e., metrics
that state which of the two outputs is better).

Approximations. The estimations of the mixed
case and the estimated p, n case must be approxi-
mated numerically since we did not find a closed
form solution. This will inevitably lead to mistakes
in the estimated values. This can be circumvented
by making the numerical approximation more pre-
cise with the downside of needing more computa-
tional power (see Appendix B).
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A Derivations for o-estimation

In Section 3 we have introduced several ways to
estimate the success rate « of a Text-Generator 7.
We will now elaborate some of these in more detail.

First, we want to estimate « based on consistent
ratings from M. For this we need a set of inputs,
the corresponding outputs from m, and the rating
from My': To = {(ij,05,77)|1 < j < ng}, where
oj = m(ij) and r; = M; (ij,0;). We note that, in
this case, the probability that a given pair is rated
adequate is «, since:

P(r;i=1)= P(sz(ijﬂf(?j)) =1)
= P(n(i;) € RY)

=

We can therefore treat r;f as outcomes of Bernoulli
trials with success probability ae. The number of
successful trials NV is therefore a random variable
with binomial distribution: N ~ Binom(c, ng).
The concrete outcome for a given experiment is
?il r;. To estimate o we use the propor-
tion of successful trials, meaning the fraction of
adequate responses: & = %. Due to the Law of

ny =

Large Numbers this will converge to the expected
value E[r;] = a.

Bayesian Formulation We choose to work in a
Bayesian framework as it provides a convenient
way to unify the multiple sources of evidence and
uncertainty we want to tackle. The first source
of information comes from 7. In particular we
have seen that the number of input-output pairs
rated as adequate, NV, follows a binomial dis-
tribution. This means that P(N; = ny|a) =
(Zi)amf (1 — a)™s~"+. We want to derive a pos-
terior distribution for o based on the evidence:
p(a| Ny = ny). For this we can apply Bayes’ The-
orem: p(alNy = ny) o P(Ny = nya)p(a).
where p(«r) expresses our prior belief of the possi-
ble values for a. In this setting p(«) is called the
prior, P(N; = n4|«) likelihood, and p(a| Ny =
n4 ) the posterior. Since we in general cannot as-
sume anything about « we choose a uniform prior
a ~ U(0,1). This means before seeing any evi-
dence we consider any possible value of « to be
equally likely. Of course there are other reasonable
choices for priors, but in general uniform priors are
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a good choice since the resulting estimators will
closely match traditional frequentist approaches.

Another approach is to choose a so-called con-
jugate prior based on the type of likelihood we
are confronted with. A conjugate prior for a
given likelihood will result in a posterior from the
same family (but different parameters) as the prior.
In our case, the Beta distribution is a conjugate
prior for a Binomial likelihood. Beta distributions
have two shape parameters a and b and assuming

a ~ Beta(a,b) then p(a) = %
B(a, b) is the beta function of a and b and serves as
the normalizing constant, ensuring that p(«) inte-
grates to 1. The beta function is defined in terms of

the Gamma function I', an extension of factorials.

. Here

Luckily, we can show that ¢/(0,1) and
Beta(1,1) are the same distribution. We first note
that both distributions are defined on the same do-
main (0, 1). In particular, the uniform distribution
is constant 1 over the domain. By definition of the
Beta distribution we have that if & ~ Beta(1,1)

then p(a) = al_lfgéljla))l_l = B0 1.

= B11)

Next we will show how to compute the posterior
for the general case where o ~ Beta(a,b):

p(a|Ny =ny)
x P(Ny = ny])p(a)
-1 b—-1
o nd’ O/l+(1 _ a)n¢—n+ aa (1 — Oé) )
Ny B(a,b)
o an++a71(1 _ a)n¢fn++bfl

~ Beta(ny 4+ a,ng —nq +b)

We see that the resulting posterior is indeed another
Beta distribution. In particular if we choose a =
b = 1, or a uniform prior, we get that a|N; =
ny ~ Beta(ny +1,n4 —n + 1) as in Section 3.

Error-prone Metric Next, we want to estimate
« given a set of inputs, outputs from 7, and ratings
from a error-prone metric M} with known p and
n. We define Ty = {(ij,05,75)|1 < j < na}
where 0; = n(i;) and r; = M}"(ij,0;). The

probability that any given r; is 1 is:

P(r;=1)

= P(M)"(ij,m(ij) = 1)

= P(MP"(ij, (ij) = 1|n(i;) € RY)
P(n(ij) € RY)

+ P(M{"(ij, 7 (i) = 1|m(ij) ¢ RY)
P(n(ij) ¢ RY)

~ e

+ (1= P(MJ"(i5,7(i5)) = 0lm(i;) ¢ RY))
(1 - P(x(i;) € RY))

= pa+ (1 —n)(1 - )
=alp+n—1)+(1-n)

What we can concretely measure (or count) on
T is the number of times the error-prone metric
gives an adequate rating. We define this as m4 =
> ;2 ;. Since we sum n); Bernoulli trials with
success rate a(p +n — 1) + (1 — n), the sum has a
Binomial distribution: My ~ Binom(a(p+n —
1) + (1 — n),nar). Therefore our likelihood is:

P(M+ = m+‘a7p777)
- (”M) (alp+n— 1)+ (1 — )™

m4
(1= (alp+n—1)+ (1 —n)™a—m+

We notate the likelihood as P(M; = my|a, p,n)
to indicate the dependence on p and 7, even though
they are assumed deterministic. Unfortunately, we
are not aware of any conjugate prior for « that
would allow us to derive a closed form posterior
from this likelihood. Nevertheless, we can show

that for o ~ 2/(0, 1) the mode of the posterior is at
mt (1—
%. For this we will have to find the point
where the derivative of the posterior with respect
to « is 0. To simplify the notation we will write
fla) = alp+n—1)+ (1 —n) and f'la) =
ifl@)=p+n—1

We will first compute the derivative of the pos-
terior with respect to o using a uniform prior (i.e.
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To find the mode we set the derivative to zero
and solve for «. We will use the convenient fact
that f/(«) is constant independent of «:

me £/ (@) (@)™ 7L = fla))mm

— (nar —m) (@) f(@)™ (1 = f(a))mmme !
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= (mar =) f(@)™* (1= f(a)ymmet
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(1= f(a)) = (nar — m) (@)

my = (ny — my) f(@) + my f(a)

my = (ny —my +my) fa)

“L— fa)=alp+n—1)+ (1 -n)
M

o )

 p+n-—1

Uncertainty in p and n If we do not already
know the specific p and 7 for a given error-prone
metric, we will have to estimate them from data.
For this we need ratings from a the error-prone
metric as well as an error-free metric to com-
pare to. Assume we are given the set 7,, =
{(ij,05,m5,m))11 < j < npy}, where r; =
M{"(ij,0) and r; = M (ij,05). Note that un-
like 73 and 73; we do not make any assumptions
about how o; was generated.

By definition p is the true positive rate of the
error-prone metric and 7 the true negative rate. We
can therefore estimate them independently from
each other by splitting 7, , into two sets based
on whether 7 is 1 or 0: 7%, = {(i,0,7,7%) €
Tomlr* =1} and T, = {(i,0,7,7%) € Tpplr* =
0}.

To estimate p we have to count the number of
times r; = 1 when r; = 1 too, in other words
we have to count the number of true adequate rat-
ings: npp = Zi,o,r,r*eTpﬁ, r. By definition we
know that p = P(r = 1|r* = 1) and there-
fore Nyp ~ Binom(p,|T,;|). We can apply
the same Bayesian reasoning as at the start of this
éppendix to derive a posterior distribution for p.
Assummg a uniform prior over p, we have that
plnrp ~ Beta(nrp + 1, |T | —nrp +1). The
estimation of 7 is exactly analogous

At this point we could just use point estimates
for p and 7 and treat them as deterministic like
above. Unfortunately this has a high chance of
throwing off the point estimate (mode) of a.

We will therefore consider the joint likelihood
P(My = my,p,n|a) and marginalize p and 7.
We will reuse results from above. Recall we were
given the set Ty = {(ij,05,75)[1 < j < na}
where 0; = w(i;) and r; = M}"(ij,05). We
counted the number of adequate ratings m; =
> ;2 rjand we saw that P(My = My |, p, ) =
a(p+mn—1)+ (1 —n). Based on that we can
compute the likelihood as follows:

P(My =my|a)

1 rl
:/0 /0 P(My =my, p,n|a)dpdn
1 rl
B /0 /0 P(My = my|p,n,a)p(p)p(n)dpdn

and the posterior as follows:

p(a|My = my)

x p(a) P(My. = m|a)

/ / (M = m|p,n,a)p(p)p(n)dpdn

We will show how approximate this numerically
in Appendix B.

Combining error-free and error-prone ratings
Finally, we show how we can combine both error-
free and error-prone ratings into a single estimate
for . Here we assume that we have estimates for
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p and 1, for example in the form of Beta-posteriors,
as derived previously: p ~ Beta(a,,b,) and
n ~ DBeta(ay,by). Similarly, we build upon
the previous setting where we counted the num-
ber of adequate ratings from the error-free met-
ric, N; ~ Binom(a,ng), and the number of ade-
quate ratings from the error-prone metric, M ~
Binom(a(p+n—1)+(1—n),nps). Our observed
ny and m. have the joint likelihood:

P(My =my, Ny =ny|o)
= P(My = my|a)P(Ny =ny|a)

We assume here that M and IV are independent
when conditioned on a.

We are now ready to compute the posterior for
a. Using a Beta prior o ~ Beta(aq, by) we get:

p(a|My =mq, Ny =ny)

x p(a)P(My =my, Ny =nyl|o)

OCP( )P(N+ = ny|a)P(My = my|o)
JP(Ny = ny|a)

/ / (My = my|o, p,m)p(p)p(n)dpdn

x p(a|Ny =ny)
/ / (My = my|o, p,m)p(p)p(n)dpdn

Looking at the last step, we see that we can
combine the prior p(«) with the partial likeli-
hood P(N; = n4|a) to get a partial posterior
p(a| Ny = ny) that gets multiplied with the like-
lihood of M. We have already seen that since «
has a Beta prior and [V, has a binomial likelihood,
a|Ny is also a Beta distribution. This suggests
a two-step procedure, where in the first step we
derive a posterior from error-free ratings. In the
second step we use that estimate as the new prior
for deriving the posterior from error-prone ratings.

Notes on 73, Tar,and 7,,, Note that in practise
there are some considerations to be made. Since
we use human ratings, we can use them both for
estimating p and 1 but also to estimate a. Thus, we
use Ty = T, ,, which is also necessary since p and
7 are different for each TG system (see example in
Appendix C). Thus, it is often not advisable to use
the ratings for other systems to estimate p and 7.
However, this phenomenon needs to be explored in
more detail.

For the estimation of p and 7, we need to make

+ — .
sure that 77, and 7, are of large enough size.

Since if we have only a few samples in T}, , where
r;f = 0 then the estimate for n will be uncer-
tain. This can be problematic when evaluating
very strong or very poor systems (e.g., o« > 0.9 or
a < 0.1) as there will be only a few samples with
r; = 0orr; =1 respectively.

In many cases we can reuse the samples in T for
T, i.e., Te C Ty since we can use the automated
metric to rate the samples, which were annotated
by humans. However, it is not clear what effect this
will have on the final estimate of €. Exploring this

phenomenon is part of future work.

B Derivations for e-simulation

In this section we will show how we derive the
values for the minimally distinguishable difference
between two systems. We do this by first simu-
lating a concrete experiment based on theoretical
parameters. We substitute the simulated experi-
ment into Equation 5. We will also show how we
numerically approximate Equation 5.

Simulation Until now we have considered the
case where « , and possibly p and 7, are unknown
and need to be estimated from data. In that case we
use Equation 5 to derive a posterior estimate for c.
The whole estimation is based on counts from three
sources 7o, Tar, and T, . Assume we know the
following properties: «, p, 1, ng = |Ta|, nym =
Mo = | Tpul,
truly adequate responses in 7, .

To simulate the number of adequate ratings
from the error-free metric n; we round its ex-
pected value, E[ny] = ang, to the nearest inte-
ger: n$™ = |any + 5|. To simulate the num-
ber of adequate ratings from the error-prone met-
ric m4, we round its expected value, E[m,| =
(a(p+n—1)+ (1 —n))n, to the nearest integer:
mi™ = [(a(p+n — 1)+ (1— )y + . We
have seen that to estimate p we need to know the
number of true positive ratings nyp of the error-
prone metric as well as the total number of positive
ratings in 7, which we notated as |7.%, | = n.
We can simulate the latter by rounding its ex-
pected value, E[n;] = 1, 5, to the nearest integer:
nsm = |pn,y + 1]. To simulate nyp we have
to plug the simulated ns”” into the expected value:

ngim = Lpnffm + 2J. Flnally, we follow the same
process to simulate the data for 7). Let n), = |77,j77
which we simulate as 5™ = Npe — ny"". The
number of true negatives of the error-prone metric

is simulated as: nii = [n(n,s — ns”n) + 3.
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We can then use these simulated values to cal-
culate the calculate the posterior p*™(«) based
on Equation 5. For this we first have to simulate
our belief over p and n: p*™ ~ Beta(ni}

1, nsim — n%’? 1) and n*"™ ~ Beta(n3y +
1, nszm n5 4 1). We again set a uniform prior,
a ~ Beta(1,1) and compute the simulated poste-
rior:

psim(a|N+ — nszm M+ _ nifm)

N+ — nszm‘a)

//PM+— mima, p,

For the tables in Appendix E we make the fol-
lowing simplifying assumptions: we assume that
the input-output pairs in 7¢ and 7, ,, are the same.
This means that n,, = ng and ¢ = a.

Computing ¢, We will now show how we use
p*" () to compute the minimal distinguishable
difference between two systems 7 with success
rate ov; and 9 with success rate «s.

Assume we know the distributions p(c;) and
p(ag), we can then compute their means p; =
E[c;] and variances 0? = V[a;]. These can
be used to derive normal approximations for c;:
a{v ~ N(ui,o;). In that case the difference
e = oY — ol also follows a normal distribu-
tion: N (1 — pa, /0% + 0?). We can now for-
mulate a z-test to see whether there is a signifi-
cant difference between oz{\/ and o/lv . The null
hypothesis Hj is that both systems perform the
same, meaning j4; = pg or € = 0. Under Hy we
have that —=— ~ N(0,1). To reject Hy at a

o{+toi

certain signiﬁcance level ~y, we have to show that
|—=—5| > ®"!(1 — 2). Here &~ is the inverse
\Voi+o7

cumulative distribution function of the standard nor-
mal distribution and we notate Z, = ®~1(1 — ).
In that case, all || > \/o} + 032, will be sig-
nificant under this test. The minimal significant
difference at the ~y level is then €, = \/07 + 05 Z,.

Given our simulated posterior p*™(a) we can
compute its mean, /ﬁim =/ L ap®™(a)dev and
variance 02, = [\f(a — p*"™)2p*™ (a)da. We
have to make one final assumptlon: if we esti-
mate «; and as under exactly the same condi-
tions, meaning with the same ng, nys, 1y, and
the same error-prone metric M}, and their dif-
ference ¢ is relatively small, then their variances
should be the same. Using this assumption we

. oo8tmo
compute: €5 = /202, 7.

Caveats At this point we will reflect on the sev-
eral layers of approximations we go through to
arrive at an numerical estimate for €,. We start
out by simulating an experiment where we replace
all key observables by their expected values under
our experiment assumptions (i.e. the chosen fixed
values of «, p, n and sample sizes). Of course
in a real world setting those values could deviate
from their expected values due to bad luck. This
will influence both the mean and variance of the
resulting estimate. We then compute the simulated

i osterior using numerical approximation (see next
) szm(p>pszm( )d d |Y g pp (

paragraph), which could be imprecise. We then
further approximate the posterior by a normal dis-
tribution. In practice, we work with large enough
sample sizes, that the normal approximation should
be relatively accurate.

The overall implication is that the theoretical
values of €, we use throughout this work provide
a useful guideline but it is unclear how exact they
are.

Numerical Approximation of Posteriors A
problem we face repeatedly is that we are interested
in the expected values of a function of a continuous
random variable, such as fab f(z)p(z)dz, which
might not have an easily computable closed form.
This is for example the case for the integrals over p
and 7 in Equation 5, but also when computing the
mean and variance of the posterior.

We will now elaborate how we approximate ex-
pected values of a continuous variable by mid-
dle Riemann sums. Assume we are given a ran-
dom variable x with domain (0, 1), its density
function p(x), and its cumulative density function
CDF,(2') = P(x < ') = Zgl p(z)dz. The
main idea is to partition the domain into a discrete
number equally sized slices. Every partition gets
identified by its midpoint and the total total den-
sity within that partition. Let IV, be the number of
slices, the larger N, the preciser our approximation

1517



will be. We define:

VO<1i1< N,
2l = i;j
P,[i] - /NN ple)d(x)
-/ R @)d(e) - / = p@)d(a)
_ chz(i;;) - cDFx(Q

Here x[i] represents the midpoint of the interval
(7o %] and P, [i] the total probability mass in
that interval. To approximate expected values we

can now replace integrals by sums: E[f(z)] =
Jo Fap(e)de = S5 f (i) Pulil.

If we want to apply this discretization to «, p,
and 7, we need access to their cumulative distribu-
tion functions. In our framework, these variables
are either uniformly or more generally Beta dis-
tributed. The cumulative distributions for these are
available in most numerical software libraries and
therefore computing the discretization is relatively
straight-forward.

Applying this discretization to «, p, and n we
can restate Equation 5 in approximate form:

Pa|N+:n+,M+:m+ [7’] =
Po[i]P(N+ = N+ |afi])
N,—1N,—1

DY

j=0 k=0
Pp[jJPn[k])

V0 <i < Ny

(P(M+ = meleli], pli], nlk]) (4,

This results in a discretized form of the posterior
with the same granularity N, as for the prior. We
can then approximate the mean of the posterior as:

Ela|Ny =ny, My =my| ~
Nao

Z Pa|N+:n+,M+:m+ [Z]a['l]
1=0

101
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Figure 4: ROC curves for BleuRT predicting MQM
annotations for 3 MT system. The markers show the
threshold we select in our experiments. The blue diago-
nal corresponds to a random baseline. The red diagonal
visualizes points where p = 7.

and the variance as:
Vla|Ny = nq, My =my]
= E[o?|N}y = ny, My = my]
— (E[| Ny = ny, My = my])?
No—1

~ Z Pa|N+:n+,M+:m+[i]a2[i]
=0

No—1 2
- ( Z Pa|N+n+,M+m+[ﬂa[i]>
i=0

We use N, = 2000 and N, = N,, = 1000 in all
our experiments.

C ROC Curves of Metrics

While our theory assumes binary metrics that will
only produce 0 or 1 ratings, most real-world au-
tomated metrics produce scalar ratings € R. In
our case all metrics under consideration produce
scalar ratings. To apply our framework we have
to transform scalar ratings into binary ratings. We
can do this by selecting a threshold 7 that partitions
the ratings into binary classes (on either side of the
threshold). We define a scalar metric as a function
of input output pairs to the reals: M, : Zx O — R.
We interpret the rating as a preference, such that, if
M;(i,01) > Mjs(i, 02), then we say that according
to My, o1 fits 7 better than 0o. Given a scalar met-
ric M, and a threshold 7 € R we can derive the
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associated binary metric:

1 if My(i,0) > 7

0 else

M (i,0) = { ®)

The question is now, how to select 7. This is a
well known problem in binary classification. In-
tuitively, every possible threshold 7 is associated
with a pair of corresponding p and 7.

Figure 4 shows the Receiver Operator Charac-
teristic (ROC) curves for BleuRT as a predictor of
My for three machine translation systems. In an
ROC plot, the true positive rate is plotted against
the false positive rate at various thresholds 7. We
note that in our framework the true positive rate is
p and the false positive rate is 1 — 7.

Assume we are given a set of inputs and outputs,
the ratings from M and ratings from an error-free
binary metric My Tg = {(ij, 05, 5;,77)|1 < j <
ns}, where s; = M;(ij, 05) and 77 = My (i5, 0;).
We can consider the values s; as candidate thresh-
olds, as these are exactly the cases where the pre-
dictions would switch in Equation 8. For each can-
didate threshold, we can binarize the predictions
and compute the associated p and 7. We select the
threshold that minimizes |p — 7|, to be consistent
with our examples, where we usually assumed for
simplicity that p = n. This selection is shown in
Figure 4 by markers and the red diagonal.

One thing to note in Figure 4 is that the curves for
the three MT systems differ from each other. This
means that the specific p and n of BleuRT when
used as a binary metric depend on the systems
that produced a given output. In our framework
laid out in Section 3 we assumed that p and 7 are
independent of how a given output o is produced.
This calls for further analysis in future work.

D Full Show Cases Tables

In this Appendix, we show the full tables for the
show cases with all the systems from the WMT and
STB setting.

D.1 WMT21

For the WMT task, we have 4 scenarios (see Sec-
tion 5.1), for all these scenarios we show the pari-
wise comparisons in Tables 4, 5, 6, and 7. Each
table shows for each system the estimated « value
in parentheses, and in each cell the € value with
P(aq > o) in parentheses. All the pairs that are
significantly distinguishable are put in bold. The
WMT systems are Facebook-Al (FBAI) (Tran et al.,

2021), VolcTrans-GLAT (VT-G) (Qian et al., 2021),
Online-W (OW) 8 (), Nemo (NE), VolcTrans-AT
(VT-A) (Qian et al., 2021), UEdin (UE) (Chen et al.,
2021), and HuaweiTSC (HU) (Wei et al., 2021). Ta-
ble 4 where all the human ratings are used shows
that FBAI, VT-G, OW, NE, and VT-A are not sig-
nificantly distinguishable from eachother as their
e < 0.06. For the other three scenarios none of
the systems are distinguishable. This is consistent
with the theoretical predictions. From Table 1, we
see that at least 5000 human ratings are needed to
be able to significantly distinguish all the pairs of
systems (i.e., for € < 0.02). Thus, in this case the
problem is that the TG systems are too close to ea-
chother in terms of performance and the automated
metrics are too weak to boost the evaluation with
low cost.

D.2 STB

Tables 8, 9, and 10 show the full evaluation of the
three STB scenarios (see Section 5.2). Each ta-
ble shows for each system the estimated « value
in parentheses, and in each cell the € value with
P(a; > a3) in parentheses. All the pairs that
are significantly distinguishable are put in bold.
For the STB case, the six systems from the origi-
nal paper are used: Blenderbot (BL) (Roller et al.,
2021), Lost in Conversation (LiC) *, KVMemNN
(KV) (Dinan et al., 2020), Huggingface (HF) 10,
Bert-Rank (BR) (Deriu et al., 2020), and Seq2Seq-
NN (S2S) (Deriu et al., 2020). Note that BR and
S2S were custom trained baseline by the STB au-
thors. In the STB case almost all pairs of systems
are significantly distinguished, which is in line with
the theory and the original STB paper. Our theory
reveals that this is mostly due to the fact that the
difference in o between the TGs is large and not
many samples are needed for discriminating.

E Full Theory Tables

Tables 11, 12, 13, and 14 show the distinguish-
able € values for different combinations of ||
and |7az|. Each table has different combinations
of p, and n values. For each table, we assume that
|To| = |T,4|. These tables can be used as guide-
lines for deciding on the number of human and

8 Anonymous System

*https://github.com/atselousov/transformer_
chatbot

Ohttps://github.com/huggingface/
transfer-learning-conv-ai
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FBAI (0.67) VT-G(0.64) OW(0.64) NE(0.64) VT-A(0.61) UE(0.59) HU (0.58)
FBAI (0.67) - 0.02 (0.798) 0.03 (0.848)  0.03 (0.862) 0.05 (0.968) 0.08 (0.997)  0.09 (0.998)
VT-G (0.64) | -0.02 (0.197) - 0.01 (0.573)  0.01 (0.598) 0.03 (0.844) 0.06 (0.971)  0.06 (0.978)
OW (0.64) | -0.03(0.148) -0.01 (0.420) - 0.00 (0.522) 0.02 (0.794) 0.05 (0.955)  0.05 (0.966)
NE (0.64) -0.03 (0.134)  -0.01 (0.395) -0.00 (0.471) - 0.02 (0.775) 0.05 (0.949)  0.05 (0.961)
VT-A (0.61) | -0.05(0.031) -0.03(0.152) -0.02(0.202) -0.02 (0.220) - 0.03 (0.808)  0.03 (0.840)
UE (0.59) -0.08 (0.003)  -0.06 (0.028)  -0.05(0.043) -0.05(0.049) -0.03 (0.187) - 0.00 (0.546)
HU (0.58) -0.09 (0.002)  -0.06 (0.021) -0.05(0.033) -0.05(0.038) -0.03 (0.156) -0.00 (0.447) -
Table 4: Full WMT scenario with | 7g| = 527, and [Tps| =0
FBAI (0.67) VT-G(0.65) NE(0.64) OW (0.64) VT-A(0.61) UE(0.59) HU (0.58)
FBAI (0.67) - 0.02 (0.615) 0.03 (0.670)  0.03 (0.670) 0.06 (0.809)  0.08 (0.877)  0.09 (0.904)
VT-G (0.65) | -0.02 (0.382) - 0.01 (0.557)  0.01 (0.557) 0.04 (0.719)  0.06 (0.807)  0.07 (0.843)
NE (0.64) -0.03 (0.327)  -0.01 (0.440) - 0.00 (0.499) 0.03 (0.667)  0.05(0.764)  0.06 (0.805)
OW (0.64) -0.03 (0.327)  -0.01 (0.440)  0.00 (0.499) - 0.03 (0.667)  0.05(0.764)  0.06 (0.805)
VT-A (0.61) | -0.06 (0.189) -0.04 (0.279) -0.03 (0.330) -0.03 (0.330) - 0.02 (0.612)  0.03 (0.665)
UEdin (0.59) | -0.08 (0.121)  -0.06 (0.191)  -0.05 (0.234) -0.05 (0.234)  -0.02 (0.386) - 0.01 (0.555)
HU (0.58) -0.09 (0.095)  -0.07 (0.155)  -0.06 (0.193) -0.06 (0.193)  -0.03 (0.332) -0.01 (0.442) -
Table 5: Full WMT scenario with | 7g| = 100, and |[Tas| =0
FBAI (0.67) VT-G(0.64) NE(0.63) OW (0.63) VT-A(0.61) UE(0.58) HU (0.57)
FBAI (0.67) - 0.02 (0.631) 0.03 (0.689)  0.04 (0.713) 0.06 (0.817) 0.08 (0.896)  0.09 (0.918)
VT-G (0.64) | -0.02 (0.366) - 0.01 (0.560)  0.01 (0.588) 0.04 (0.713) 0.06 (0.821)  0.07 (0.854)
NE (0.63) -0.03 (0.309)  -0.01 (0.437) - 0.00 (0.527) 0.03 (0.658) 0.05 (0.779)  0.06 (0.817)
OW (0.63) | -0.04(0.284) -0.01(0.409) -0.00 (0.470) - 0.02 (0.631) 0.05 (0.757)  0.06 (0.798)
VT-A (0.61) | -0.06 (0.181) -0.04 (0.284) -0.03 (0.339) -0.02 (0.366) - 0.02 (0.643)  0.03 (0.694)
UE (0.58) -0.08 (0.103)  -0.06 (0.177)  -0.05(0.219)  -0.05(0.240)  -0.02 (0.354) - 0.01 (0.555)
HU (0.57) -0.09 (0.081)  -0.07 (0.144)  -0.06 (0.181) -0.06 (0.200)  -0.03 (0.303)  -0.01 (0.442) -
Table 6: Full WMT scenario with |7g| = 100, and |73 = 1000
FBAI(0.66) VT-G(0.62) NE(0.61) OW (0.61) VT-A(058) UE(0.57) HU (0.56)
FBAI (0.66) - 0.04 (0.742) 0.05 (0.787)  0.05 (0.779) 0.07 (0.888) 0.09 (0.916)  0.09 (0.933)
VT-G (0.62) | -0.04 (0.256) - 0.01 (0.538)  0.01 (0.548) 0.03 (0.705) 0.05 (0.768)  0.05 (0.801)
NE (0.61) -0.05 (0.211)  -0.01 (0.458) - 0.00 (0.512) 0.03 (0.684) 0.04 (0.753)  0.05 (0.790)
OW (0.61) | -0.05(0.219) -0.01(0.449) -0.00 (0.485) - 0.02 (0.658) 0.04 (0.727)  0.04 (0.762)
VT-A (0.58) | -0.07 (0.111)  -0.03(0.292) -0.03 (0.313) -0.02 (0.339) - 0.01 (0.587)  0.02 (0.629)
UE (0.57) -0.09 (0.083)  -0.05(0.230) -0.04 (0.244) -0.04 (0.271)  -0.01 (0.410) - 0.01 (0.539)
HU (0.56) | -0.09 (0.066) -0.05(0.197) -0.05 (0.208) -0.04 (0.236)  -0.02 (0.368)  -0.01 (0.458) -
Table 7: Full WMT scenario with | 7¢| = 100, and |Ty,| = 1000
| BL(0.38) LiC (0.30) KV (0.24) HF (0.18) BR (0.07) S2S (0.04)
BL (0.38) - 0.08 (0.999) 0.13 (1.000)  0.20 (1.000)  0.31 (1.000)  0.34 (1.000)
LiC (0.30) | -0.08 (0.001) - 0.06 (0.989)  0.12 (1.000)  0.23 (1.000)  0.26 (1.000)
KV (0.24) | -0.13 (0.000) -0.06 (0.010) - 0.07 (0.998)  0.18 (1.000)  0.20 (1.000)
HF (0.18) | -0.20 (0.000) -0.12 (0.000) -0.07 (0.002) - 0.11 (1.000)  0.14 (1.000)
BR (0.07) | -0.31(0.000) -0.23 (0.000) -0.18 (0.000) -0.11 (0.000) - 0.02 (0.974)
S2S5(0.04) | -0.34 (0.000) -0.26 (0.000) -0.20 (0.000) -0.14 (0.000) -0.02 (0.024) -
Table 8: Full STB scenario with | 7| = 600, and | T3] = 0
‘ BL (0.38) LiC (0.30) KV (0.25) HF (0.19) BR (0.07) S2S (0.05)
BL (0.38) - 0.08 (0.882)  0.14(0.983)  0.20 (0.999)  0.31 (1.000)  0.33 (1.000)
LiC (0.30) | -0.08 (0.117) - 0.06 (0.827)  0.12(0.976)  0.24 (1.000)  0.25 (1.000)
KV (0.25) | -0.14 (0.016) -0.06 (0.170) - 0.06 (0.848)  0.18 (1.000)  0.20 (1.000)
HF (0.19) | -0.20 (0.001) -0.12(0.024) -0.06 (0.150) - 0.12 (0.995) 0.14 (0.999)
BR (0.07) | -0.31(0.000) -0.24 (0.000) -0.18 (0.000) -0.12 (0.005) - 0.02 (0.729)
S2S(0.05) | -0.33 (0.000) -0.25 (0.000) -0.20 (0.000) -0.14 (0.001) -0.02 (0.266) -

Table 9: Full STB scenario with |73| = 100, and | T3] = 0
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| BL(0.36) LiC (0.28) KV (0.22) HF (0.15) BR (0.06)  S2S5(0.05)
BL (0.36) - 0.08 (0.889)  0.13(0.989)  0.21 (1.000)  0.30 (1.000)  0.31 (1.000)
LiC (0.28) | -0.08 (0.109) - 0.06 (0.851)  0.13(0.994)  0.22 (1.000)  0.23 (1.000)
KV (0.22) | -0.13(0.010) -0.06 (0.147) - 0.07 (0.935)  0.16 (1.000)  0.17 (1.000)
HF (0.15) | -0.21(0.000) -0.13 (0.006) -0.07 (0.064) - 0.09 (0.994)  0.10 (0.997)
BR (0.06) | -0.30 (0.000) -0.22 (0.000) -0.16 (0.000) -0.09 (0.006) - 0.01 (0.628)
$25 (0.05) | -0.31(0.000) -0.23 (0.000) -0.17 (0.000) -0.10 (0.003) -0.01 (0.365) -

Table 10

: Full STB scenario with | 7s| = 100, and | Tas| = 10000

automated ratings needed for different automated

metric performances.
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[T

0 1000 2500 5000 10000 50000 100000

0 1.000  0.734 0.733 0.733 0.733  0.733 0.733
100 0.134 0.124 0.124 0.123 0.123  0.123 0.123
250 0.085 0.080 0.079 0.079 0.079 0.079 0.079
500 0.061 0.057 0.057 0.056 0.056 0.056 0.056
1000 | 0.043 0.041 0.040 0.040 0.040 0.040 0.039
2500 | 0.027 0.027 0.026 0.026 0.025 0.025 0.025
5000 | 0.019 0.019 0.019 0.018 0.018 0.018 0.018
10000 | 0.014 0.013 0.013 0.013 0.013 0.013 0.013

|7;,77| = |TO|

Table 11: Estimated ¢, for o = 0.60, p = 0.70, n = 0.70, and v = 0.05

[T

0 1000 2500 5000 10000 50000 100000

0 1.000 0.739 0.738 0.738 0.738  0.738 0.738

S 100 0.134 0.091 0.088 0.087 0.086 0.086 0.086
= 250 0.085 0.061 0.057 0.055 0.054 0.053 0.053
I 500 0.061 0.046 0.042 0.040 0.039 0.038 0.037
= | 1000 | 0.043 0.036 0.032 0.030 0.028 0.027 0.026
B | 2500 | 0.027 0.025 0022 0021 0019 0017 0.017

5000 | 0.019 0.018 0.017 0.016 0.015 0.013 0.012
10000 | 0.014 0.013 0.013 0.012 0.011  0.009 0.009

Table 12: Estimated ¢, for o = 0.60, p = 0.90, n = 0.90, and v = 0.05

[T
0 1000 2500 5000 10000 50000 100000
0 1.000 0.742 0.742 0.742 0.742 0.742 0.742

100 0.134 0.059 0.051 0.048 0.046 0.045 0.045
250 0.085 0.044 0.035 0.030 0.027 0.025 0.024
500 0.061 0.037 0.028 0.023 0.019 0.016 0.015
1000 | 0.043 0.031 0.024 0.020 0.016 0.011 0.010
2500 | 0.027 0.023 0.020 0.016 0.013  0.008 0.007
5000 | 0.019 0.018 0.016 0.014 0.012 0.007 0.006
10000 | 0.014 0.013 0.012 0.011 0.010 0.006 0.005

| Tonl = [Tol

Table 13: Estimated €., for a = 0.60, p = 0.99, n = 0.99, and v = 0.05

[T

0 1000 2500 5000 10000 50000 100000

0 1.000  0.732 0.732 0.732  0.732  0.732 0.732
100 0.134 0.133 0.133 0.133 0.133  0.133 0.133
250 0.085 0.085 0.085 0.085 0.085 0.085 0.085
500 0.061 0.061 0.060 0.060 0.060 0.060 0.060
1000 | 0.043 0.043 0.043 0.043 0.043 0.043 0.043
2500 | 0.027 0.027 0.027 0.027 0.027 0.027 0.027
5000 | 0.019 0.019 0.019 0.019 0.019 0.019 0.019
10000 | 0.014 0.014 0.014 0.014 0.014 0.014 0.014

|77mz| = |TO|

Table 14: Estimated ¢, for o = 0.60, p = 0.51, » = 0.51, and v = 0.05
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