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Abstract 

The work in progress on the CEF action 
CURLICAT is presented. The general 
aim of the action is to compile curated 
monolingual datasets in seven languages 
of the consortium in domains of rele-
vance to European Digital Service Infra-
structures (DSIs) in order to enhance the 
eTranslation services. 

1 Introduction 
The paper©presents the work in progress on the 
CEF action Curated Multilingual Language 
Resources for CEF AT (CURLICAT, which runs 
from 2020-06-01 till 2022-11-30). The aim of the 
action is to compile monolingual curated datasets 
in seven languages of the consortium (Bulgarian, 
Croatian, Hungarian, Polish, Romanian, Slovak, 
Slovenian) in domains of relevance to European 
Digital Service Infrastructures (DSIs) with a 
view to enhancing the eTranslation automated 
translation system. 
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2 Datasets 

The primary data come from national or refer-
ence corpora of the above languages and it is 
planned to cover domains of interest for CEF 
DSIs such as eHealth, Europeana or eGovern-
ment. When completed, the corpus will contain 
at least at least 2 million sentences from each 
language, i.e. 14 million sentences, estimated to 
number at least 140 million words, from domains 
including culture, health, science and econo-
my/finances. For each language, it is expected to 
produce corpora in each of the above mentioned 
four domains with at least 500 000 sentences and 
5 million words. In case that legally non-binding 
data with a clear licence allowing free redistribu-
tion could not be found from the national corpora 
in the required quantities, additional data is in-
cluded from other sources. 

2.1 Annotation 

Apart from corpora being domain classified, data 
are linguistically annotated including sentence 
splitting, tokenisation, lemmatisation, part-of-
speech/morphosyntactic-descriptor tagging, dep-
endency parsing and NERC. The annotation 



 

 

follows the extended CoNLL-U Plus1 format 
presented by Váradi et al. (2020). Additionally, 
terms from the most recent version of the IATE 
terminological database are identified and 
annotated so that the language models built with 
the help of these corpora could take into account 
not only single words but also multi-word ex-
pressions since these terms represent an addition-
al layer of annotation in stand-off manner. With 
this additional annotation these corpora can serve 
as a valuable resource for terminological proc-
essing as well. 

2.2 Intellectual Propery Rights Issues and 
Anonymisation  

The data are technically and legally cleaned by 
either of two procedures: 1) inclusion of text 
samples published under permissive licences, or 
for which consent was obtained from the content 
producer, or 2) scrambling of the order of sen-
tences. In this way these corpora will be useful 
for producing language models up to the level of 
a sentence, while they will not be useful for 
higher linguistic level language modelling, but 
even with this limitation we see these corpora as 
a valuable resource for MT training. The metada-
ta will specify whether the texts were scrambled 
or not. 

For legal reasons data will also be anony-
mised through replacement of named entities of 
the same kind and with similar phonological, 
morphological or graphemic structure (a process 
that is inherently language-dependent, but, e.g. 
for Romanian "Maria" becomes "_#PER#1_", 
while "Mariei" becomes "_#PER#1_ei"). To en-
sure a higher degree of privacy preservation, lo-
cal pseudonymisation, as the process of compete 
replacement of named entities by one or more 
artificial identifiers, at document or sub-
document level, is used. 

During the course of the project, we will de-
velop an anonymisation solution tailored to the 
specific needs of the CURLICAT corpus by lean-
ing on existing European anonymisation initia-
tives (i.e. Multilingual Anonymisation for Public 
Administrations2 (MAPA) project (Ajausks et al. 
2020) which provided anonymisation support for 
all EU languages) and local solutions developed 
by the project partners. Specifically, Hungarian, 
Romanian, Bulgarian and Slovak plan to imple-
ment local solutions, while Slovenian, Croatian 
and Polish will use a solution based on the 
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MAPA project. The approaches for all seven 
languages will be combined in a single user in-
terface and made available via the European 
Language Grid3 repository. 

3 Conclusions 
Since an important aspect of today’s neural ma-
chine translation technology is the quality of the 
language model, the envisaged seven language 
corpora, although monolingual datasets in them-
selves, can be rightly expected to make an impact 
on the quality of the eTranslation system through 
the enhanced language models built with them. 
Since these corpora in seven languages cover 
systematically the same four domains, they could 
be regarded also as comparable corpora for these 
domains and thus be used for further processing, 
e.g. in parallel terminology extraction. Moreover, 
the action addresses the gap in MT technology, 
which crucially depends on the provision of do-
main specific quality language resources for the 
under-resourced languages. 
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