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Abstract

Recently, detection and categorization of unde-
sired (e. g., aggressive, abusive, offensive, hate)
content from online platforms has grabbed the
attention of researchers because of its detrimen-
tal impact on society. Several attempts have
been made to mitigate the usage and propa-
gation of such content. However, most past
studies were conducted primarily for English,
where low-resource languages like Bengali re-
mained out of the focus. Therefore, to facilitate
research in this arena, this paper introduces
a novel multilabel Bengali dataset (named M-
BAD) containing 15650 texts to detect aggres-
sive texts and their targets. Each text of M-
BAD went through rigorous two-level annota-
tions. At the primary level, each text is labelled
as either aggressive or non-aggressive. In the
secondary level, the aggressive texts have been
further annotated into five fine-grained target
classes: religion, politics, verbal, gender and
race. Baseline experiments are carried out with
different machine learning (ML), deep learning
(DL) and transformer models, where Bangla-
BERT acquired the highest weighted f1-score
in both detection (0.92) and target identifica-
tion (0.83) tasks. Error analysis of the mod-
els exhibits the difficulty to identify context-
dependent aggression, and this work argues
that further research is required to address these
issues.

1 Introduction

Social media platforms have become a powerful
tool to spontaneously connect people and share
information with effortless access to the internet.
These platforms provide users with a cloak of
anonymity that allows them to speak their opinions
publicly. Unfortunately, this power of anonymity is
misused to disseminate aggressive, abusive, hatred
and illegal content. In the recent past, these medi-
ums have been used to incite religious, political
and communal violence (Hartung et al., 2017). A
significant portion of such incidents has been com-

municated through textual content (Kumar et al.,
2020a; Feldman et al., 2021). Therefore, it has
become crucial to develop automated systems to
restrain the proliferation of such undesired or ag-
gressive texts. This issue has been taken seriously
in English, German, and other high-resource lan-
guages (Caselli et al., 2021; Aksenov et al., 2021).
However, minimal research effort has been made
in low-resource languages, including Bengali. Sys-
tems developed in English or other languages can
not detect detrimental texts written in Bengali due
to the significant variations in language constructs
and morphological features. Nevertheless, people
use their regional language to communicate over
social media. Therefore, developing benchmark
datasets and regional language tools is monumen-
tal to tackle the undesired text detection challenges.
This work develops M-BAD containing 15650 texts
using a two-level hierarchical annotation schema.
In level-1, texts are categorized into binary classes:
aggressive or non-aggressive. In level-2, 8289 ag-
gressive texts are further annotated with multilabel
targets. These labels are used to identify aggres-
sion’s target into five fine-grained classes, such as
religion, gendered, race, verbal and politics (de-
tailed taxonomy discussed in Section 3). Proper
annotation guidelines and the detailed statistics of
the dataset is described to ensure M-BAD’s qual-
ity. Several experiments are performed using ML,
DL and transformer models to assess the task. The
experiments demonstrate that (i) transformer mod-
els are more effective in detecting aggressive texts
and their targets than ML/DL counterparts, (ii)
covert propagation of aggression using ambiguous,
context-dependent and sarcastic words is difficult
to identify. The significant contributions of this
work can be summarized as follows,

• Study two new problems from the perspective
of low-resource language (i.e. Bengali), (i)
detecting aggressive texts and (ii) identifying
the multilabel targets of aggression.
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• Release a new benchmark aggressive dataset
labelled with the target of aggression and de-
tailed annotation steps.

• Perform baseline experimentation on the de-
veloped dataset (M-BAD) to benchmark the
two problems, providing the first insight into
this challenging task.

Reproducibility: The resources to reproduce
the results are available at https://github.com/omar-
sharif03/M-BAD. The appendix contains details
about data sources, annotators and a few samples
of M-BAD.

2 Related Work

This section briefly describes the past studies re-
lated to aggression and other undesired content
detection concerning non-Bengali and Bengali lan-
guages.

Non-Bengali aggressive text classification: Ku-
mar et al. (2018a) compiled a dataset of 15000 ag-
gression annotated comments in English and Hindi
with three classes: overtly aggressive, covertly ag-
gressive, non-aggressive. In their subsequent work
(Kumar et al., 2020b), Bengali aggressive com-
ments were added in the corpus. Early works with
neural network techniques such as LSTM (Nikhil
et al., 2018), CNN (Kumari and Singh, 2020), com-
bination of shallow and deep network (Golem et al.,
2018) achieved good accuracy. However, with the
arrival of BERT based models, it acquired superior
performance and outperformed all the models on
these datasets (Risch and Krestel, 2020; Gordeev
and Lykova, 2020; Sharif et al., 2021). Bhardwaj
et al. (2020) developed a multilabel dataset in Hindi
with five hostile classes: fake, defamation, offen-
sive, hate, non-hostile. Their baseline system was
implemented with m-BERT embedding and SVM.
Leite et al. (2020) introduced a multilabel toxic
language dataset. The dataset contains 21k tweets
manually annotated into seven categories: insult,
LGBTQ+phobia, obscene, misogyny, racism, non-
toxic and xenophobia. They also performed base-
line evaluation with the variation of BERT models.
In a similar work, Moon et al. (2020) developed
a corpus to detect toxic speech in Korean online
news comments.

Bengali aggressive text classification: No sig-
nificant research has been conducted yet to detect
multilabel aggression in Bengali. The scarcity of
benchmark corpora is the primary reason behind

this. Few works have been conducted to develop
datasets and models in other correlated domains
such as hate, abuse, fake and offence. Karim et al.
(2021) developed a hate speech dataset of 3000
samples with four categories: political, personal,
religious, geopolitical. Emon et al. (2019) pre-
sented a dataset comprised of 4.7k abusive Bengali
texts collected from online platforms. They pro-
posed LSTM based classifier to categorize texts
into seven classes. However, they did not in-
vestigate other DL models’ performance, which
might get similar accuracy with less computational
cost. To detect the threat and abusive language,
a dataset of 5.6k Bengali comments is created by
Chakraborty and Seddiqui (2019). In recent work,
Sharif and Hoque (2021a) introduced a benchmark
Bengali aggressive text dataset. They employed
a hierarchical annotation schema to divide the
dataset into two coarse-grained (aggressive, non-
aggressive) and four fine-grained (political, reli-
gious, verbal, gendered) aggression classes. In
their later work (Sharif and Hoque, 2021b), they
extended the dataset from 7.5k texts to 14k texts.

Differences with existing studies: As far as
we are concerned, very few works have been ac-
complished to detect aggressive texts and iden-
tify the target of aggression (e.g. religion, gender,
race). Existing works (Sharif and Hoque, 2021b;
Zampieri et al., 2019; Kumar et al., 2018b) have
framed it as a multi-class classification problem
and ignored the overlapping phenomena of classes.
However, a text can express aggression towards
multiple targets simultaneously. Suppose a text has
an aggressive write up against political women, ex-
pressing political and gendered aggressions. The
proposed work addresses the issues that are pre-
viously overlooked and differs from the existing
research in the following ways, (i) develop a novel
Bengali aggressive text dataset annotated with the
multiple targets of an aggressive text. As our knowl-
edge goes, this is the first attempt to develop such
a dataset in Bengali, (ii) illustrate a detailed anno-
tation guideline which can be followed to develop
resources for the similar domains in Bengali and
other low-resource languages, (iii) perform experi-
mentation with multilabel classes with various ML,
DL and transformer-based models.

3 Dataset Development Taxonomy

This work presents a two-level hierarchical anno-
tation schema to develop a novel multilabel ag-
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gression dataset in Bengali (M-BAD). Level-1 has
two coarse-grained categories: aggressive and non-
aggressive. In contrast, level-2 has five fine-grained
multilabel target classes (religion, politics, verbal,
gender, race). This work differs from previous
work done by Sharif and Hoque (2021b) in two
ways; (i) overlapping phenomena between aggres-
sion targets are considered, (ii) a new target class
(i.e., racial aggression) is added into the M-BAD.
Figure 1 illustrates the taxonomic structure of M-
BAD.

Figure 1: Taxonomic structure

Because of the subjective nature of the dataset,
it is crucial to have a clear understanding of the
categories. It helps develop a quality dataset by
mitigating annotation biases and reducing ambi-
guities. After analyzing past studies (Sharif and
Hoque, 2021b; Bhardwaj et al., 2020; Zampieri
et al., 2019; Vidgen et al., 2021) on textual aggres-
sion and other related phenomena, we differentiate
between the coarse-grained and fine-grained cate-
gories.

Coarse-grained Aggression Classes : The sys-
tem initially identifies an input text as aggressive
(AG) or non-aggressive (NoAG) classes.

• (AG): excite, attack or seek harm to the indi-
vidual, group or community based on a few
criteria such as gender identity, political ideol-
ogy, sexual orientation, religious belief, race,
ethnicity and nationality.

• (NoAG): do not contain any aggressive state-
ments or express any evil intention to harm
others.

Fine-grained Target Classes: An AG text is fur-
ther classified into five fine-grained categories: re-
ligious aggression (ReAG), political aggression

(PoAG), verbal aggression (VeAG), gendered ag-
gression (GeAG) and racial aggression (RaAG).
Each of the classes is defined in the following:

• ReAG: excite violence by attacking reli-
gion, religious organization or religious belief
(Catholic, Hindu, Jew, or Islam, etc.) of a
community

• PoAG: demean political ideology, provoke
followers of political parties, or incite people
in against law enforcement agencies and state.

• VeAG: seek to do evil or harm others, de-
nounce the social status by using curse words,
obscene words, outrageous and other threat-
ening languages.

• GeAG: attack an individual or group by mak-
ing aggressive reference to sexual orientation,
sexuality, body parts, or other lewd contents.

• RaAG: insult or attack some and promote ag-
gression based on race.

4 M-BAD: Multilabel Aggression Dataset

As far as we are concerned, no dataset is avail-
able to date for detecting or classifying multilabel
aggressive texts and their targets in Bengali. How-
ever, the availability of a benchmark dataset is the
prerequisite to developing any deep learning-based
intelligent text classification system. This draw-
back motivates us to construct M-BAD: a novel
multilabel Bengali aggressive text dataset. This
work follows the guidelines and directions given
by (Sharif and Hoque, 2021b; Vidgen and Derczyn-
ski, 2021) to ensure the quality of the dataset. This
section briefly describes the data collection and
annotation steps with detailed statistics of M-BAD.

4.1 Data Collection

We have manually accumulated 16000 aggressive
and non-aggressive texts from different social plat-
forms within the duration from 16 June to 27 De-
cember 2021. During this period, we only collected
those texts that were posted, composed or shared
after 1 January 2020. Potential texts were accu-
mulated from YouTube channels and Facebook
pages affiliated with political organizations, reli-
gion, newsgroups, artists, authors, celebrities, etc.
Appendix A presents detailed statistics of the data
collection sources.
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Aggressive texts were cumulated from com-
ments and posts that express aggression or excite
violence. User profiles were also scanned who
promoted, shared, or glorified aggression infor-
mation to acquire additional texts. On the other
hand, non-aggressive posts have been collected
from news/comments/posts related to sports, edu-
cation, entertainment, science and technology. Fur-
thermore, while collecting aggressive texts, many
data samples were found that did not express any
aggression. Such texts were added to the corpus.
We did not store any personal information (name,
phone number, birth date, location) of the users
during data accumulation. Each sample text is
anonymized in the dataset. Thus, we do not know
who has posted or created the collected texts. Fi-
nally, a few preprocessing filters are applied to
remove inappropriate texts. 255 samples are dis-
carded based on the following filtering criteria, (i)
contains non-Bengali texts, (ii) has length fewer
than three words, (iii) duplication. Remaining
15745 texts passed to the annotators for manual
labelling.

4.2 Annotation Process

Section 3 describes the annotation schema and class
definitions used to annotate the texts. Six annota-
tors carried the annotation: four undergraduate and
two graduate students. An expert verified the label
in case of disagreement. Appendix B illustrates the
detailed demographics of annotators. Annotators
were split into three groups (two in each), and each
group labelled a different subset of processed texts.
To achieve quality annotations, we trained the an-
notators to define classes and associated examples.
We tried to ensure that annotators understood what
an aggressive text is and how to determine the tar-
get of aggression. Moreover, annotators are care-
fully guided in the weekly lab meetings.

Two annotators annotated each text, and the fi-
nal label was assigned based on the agreement be-
tween the annotators. In case of disagreement, an
expert resolve the issue through deliberations with
the annotators. During the final label assignment,
we found 95 texts that did not fall into any de-
fined aggression categories and subsequently dis-
carded them. Finally, we get M-BAD, an aggres-
sion dataset annotated with their targets containing
15650 texts. Appendix C shows few samples of
M-BAD.

We measure the inter-annotator agreement us-

κ-score Average

Level-1 AG 0.85 0.77NoAG 0.69

Level-2

ReAG 0.55

0.62
PoAG 0.61
VeAG 0.62
GeAG 0.67
RaAG 0.65

Table 1: Kappa (κ) score on each annotation level

ing kappa score (Cohen, 1960) to check the valid-
ity of annotations. Table 1 presents the κ-score
on both coarse-grained and fine-grained classes.
The table shows that agreement is higher (0.77) in
coarse-grained classes. The agreement is consis-
tently ‘moderate’ (≈ 0.62) among the fine-grained
classes but a bit lower in ReAG. Scores indicate
difficulty in detecting targets of aggression by the
annotators. Analysis reveals that sarcastic, implicit
and ambiguous words made this difficult.

4.3 Dataset Statistics
For training and evaluation purposes, the developed
M-BAD is divided into the train (80%), test (10%),
and validation (10%) split using a stratified strategy.
The identical split ratio is used for both coarse-
grained and multilabel fine-grained experiments.
Table 2 presents the class-wise distribution of the
texts for both Level-1 and Level-2. It is noticed
that the distributions are slightly imbalanced with
Level-2, which will be very challenging to handle
in a multilabel setup.

Class Train Test Valid Total
ReAG 2391 327 305 3023
PoAG 2408 310 275 2993
VeAG 3939 498 472 4909
GeAG 1306 148 167 1621
RaAG 175 21 28 224
NoAG 5893 710 758 7361
AG 6642 840 807 8289

Table 2: Number of instances in train, test and validation
sets for each category

Class #Words #Unique
words

Avg.
#words/text

Level-1 AG 80553 17413 12.12
NoAG 106573 24617 18.08

Level-2

ReAG 30748 9093 12.85
PoAG 28410 8496 11.79
VeAG 42342 11587 10.74
GeAG 13817 4796 10.57
RaAG 1711 1206 9.77

Table 3: Training set statistics in each level and class
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To obtain in-depth insights, training set is further
analyzed which is reported in Table 3. The statis-
tics illustrated that in Level-1, NoAG class has
the highest number of words (≈106k) and unique
words (≈24k) compared to the AG class. Mean-
while, in Level-2, VeAG has the maximum number
of words (≈42k) and unique words (≈11k) while
RaAG class has the lowest (≈1.7k, ≈1.2k). How-
ever, the average number of words per text ranges
from 10 to 12 among the aggression categories.
Figure 2 shows the histogram of the texts length
of each category. It is observed that ≈5000 texts
of NoAG class have a length between ≈15-40. On
the other hand, most of the length of the texts falls
between 5-30 in VeAG class while ≈ 1000 texts of
RaAG class has a length < 20. It is also noticed
that only a small number of texts have length > 50.

Figure 2: Histogram of the text length for each cate-
gories

PoAG VeAG GeAG RaAG
ReAG 0.38 0.47 0.36 0.18
PoAG 0.42 0.29 0.16
VeAG 0.50 0.25
GeAG 0.23

NoAG
AG 0.22

Table 4: Jaccard similarity of 400 most frequent words
between each pair of classes

We calculated the Jaccard similarity scores be-
tween the most 400 frequent words for quantitative
analysis. Table 4 presents the similarity values
among each pair of categories from Level-1 and
Level-2. The VeAG-GeAG pair obtained the high-
est similarity score (0.50), while the PoAG-RaAG
pair got the lowest score (0.16). It is observed that
VeAG class has maximum similarity with almost
all the classes except RaAG.

5 Methodology

Several computational models are investigated to
develop the target aware aggression identification
system. At first, the investigation is carried out
for classifying the aggressive texts, and then we
develop models for categorizing the target of the
aggression (ReAG, PoAG, VeAG, GeAG, RaAG)
considering the multilabel scenario. Machine learn-
ing and deep learning-based methods are employed
to build the system. This section briefly discussed
the techniques and methods used to develop the
system.

5.1 ML-based methods

Two ML-based methods, Logistic Regression (LR)
(Sharif and Hoque, 2019) and Naive Bayes with
Support Vector Machine (NBSVM) (Wang and
Manning, 2012) have been investigated for the clas-
sification task. Bag of words (BoW) features are
used to train these models. The LR model is built
with the ‘lbfgs’ optimizer and ‘l2’ regularization
technique. Apart from this, the inverse regulariza-
tion parameter C settled to 1.0. On the other hand,
for NBSVM, the additive smoothing (α) and regu-
larization parameters (C) are settled at 1.0 whereas
the interpolation value is selected to β = 0.25.

5.2 DL-based Methods

Several popular DL methods are also investigated
including BiGRU (Marpaung et al., 2021) and pre-
trained transformers (Vaswani et al., 2017) to iden-
tify the multi-label textual aggression.

BiGRU+FastText: The FastText (Joulin et al.,
2016) embeddings are used as the input of the Bi-
GRU model. Before that, a 1D spatial dropout
technique is applied over the embedding features
and then fed to a BiGRU layer with 80 hidden units.
The last time step hidden output from the BiGRU
is passed to a 1D global average pooling and a
1D global max-pooling layer. Subsequently, the
two pooling layers outputs are concatenated and
propagated to the classification layer.

Pretrained Transformers: In recent years, trans-
former (Vaswani et al., 2017) models trained on
multilingual and monolingual settings achieved
outstanding result in solving undesired text clas-
sification related tasks (Sharif and Hoque, 2021b;
Hossain et al., 2021). As our task deals with a
dataset of low-resource language, we employed
three transformer-based models: (i) Multilingual
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Bidirectional Encoder Representations for trans-
formers (m-BERT) (Devlin et al., 2018) (ii) BERT
for Bangla language (Bangla-BERT) (Bhattachar-
jee et al., 2021), and (iii) BERT for Indian lan-
guages (Indic-BERT) (Kakwani et al., 2020). The
models have culled from the hugging face1 trans-
formers library and fine-tuned them with default
arguments on the developed dataset.

Both ML and DL-based models are trained for
two classification tasks: coarse-grained and mul-
tilabel fine-grained. To allow the reproducibility
of the models and mitigate the training complex-
ity, we use identical hyperparameters values for
both classification tasks. We employed the Ktrain
(Maiya, 2020) wrapper that provides easy training
and implementation of the models. For multilabel
classification, we enabled the Ktrain default mul-
tilabel settings. The BiGRU+FastText model is
trained with a learning rate of 7e−3 while the trans-
former models with 8e−5. The models are trained
using the triangular policy method (Smith, 2017)
for 20 epochs with a batch size of 32. To save
the best intermediate models, we utilized the early
stopping criterion.

6 Experiments

The experiments were carried out in a google col-
laboratory platform with a GPU environment. The
evaluation of the dataset is performed based on
the weighted f1-score. Due to the highly skewed
distribution of the classes, we considered macro
f1-score (MF1) as our primary metric in multilabel
evaluation. Besides, the individual class perfor-
mance is measured through precision (P), recall
(R), and f1-score (F1) matrices.

6.1 Results

Table 5 presents the outcome of the different mod-
els on the test set concerning the coarse-grained
classification. In terms of weighted f1-score
(WF1), both LR and NBSVM obtained an iden-
tical score of 0.91 while BiGRU + FastText and
m-BERT model got a slightly low score (0.90).
However, the Bangla-BERT model achieved the
highest F1 across the two coarse-grained classes
(AG/NoAG = 0.92) and thus outperformed all the
models by achieving the highest WF1 score of
0.92.

Table 6 reports the evaluation results of the mul-
tilabel fine-grained classification. The outcome il-

1https://huggingface.co/

AG NoAG
Method P R F1 P R F1 WF1

LR 0.93 0.90 0.91 0.89 0.92 0.91 0.91
NBSVM 0.94 0.89 0.91 0.89 0.94 0.91 0.91
BG+FT 0.88 0.93 0.90 0.92 0.87 0.89 0.90
m-BERT 0.90 0.89 0.90 0.89 0.90 0.89 0.90

Indic-BERT 0.88 0.90 0.89 0.89 0.87 0.88 0.89
Bangla-BERT 0.93 0.91 0.92 0.91 0.93 0.92 0.92

Table 5: Performance of the Coarse-grained classifi-
cation on the test set. Here, BG+FT represents Bi-
GRU+FastText model

lustrates that the NBSVM obtained the lowest MF1
(0.61) and WF1 score (0.77). Both Indic-BERT
and BiGRU+FastText models acquired identical
WF1 of 0.79. Meanwhile, macro and weighted
f1-score is slightly (MF1 ≈4%, WF1 ≈ 1%) im-
proved with the m-BERT model. However, the
Bangla-BERT model exceeds all the models by
achieving the highest MF1 (0.72) and WF1 (0.83).
In terms of class-wise performance, Bangla-BERT
obtained the highest f1-score in four fine-grained
aggression classes: ReAG (0.94), PoAG (0.92),
VeAG (0.81), and GeAG (0.68). One interesting
finding is that in RaAG class, some models (LR,
NBSVM, Indic-BERT) did not identify a single
instance correctly. Moreover, the models’ perfor-
mance degrades with the classes (GeAG, RaAG)
having fewer training samples than other classes.
Thus, a large dataset with balanced data distribution
needs to be developed for classifying the problem-
atic multilabel samples.

6.1.1 Error Analysis
The results confirmed that Bangla-BERT is the best
performing model in both coarse-grained and fine-
grained classification tasks (Table 5, 6). We per-
form a thorough error analysis to know the model
mistakes across different classes.

Quantitative analysis: Figure 3 shows the confu-
sion matrices for the Bangla-BERT model. Figure
3 (a) depicts that with coarse-grained classification,
the model incorrectly identified 73 (out of 807) and
56 (out 758) instances as NoAG and AG texts, re-
spectively. The confusion matrices for fine-grained
classes are shown in Figure 3 (b)-(f). It is noticed
that in ReAG and PoAG classes model misclassi-
fied 20 (out of 305) and 23 instances (out of 275),
respectively. The model yields the most incorrect
predictions (24 out of 28) with RaAG class. The
reason might be that the model did not get enough
samples for learning and thus failed to discern the
correct class in the testing phase. Meanwhile, in
the case of VeAG, the model gets confused and mis-
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ReAG PoAG VeAG GeAG Racism
Method P R F1 P R F1 P R F1 P R F1 P R F1 MF1 WF1

LR 0.93 0.84 0.88 0.93 0.81 0.86 0.74 0.75 0.75 0.75 0.51 0.61 0.00 0.00 0.00 0.66 0.77
NBSVM 0.93 0.85 0.89 0.95 0.82 0.88 0.74 0.73 0.74 0.72 0.47 0.57 0.00 0.00 0.00 0.61 0.77
BG+FT 0.89 0.89 0.89 0.90 0.85 0.87 0.75 0.74 0.75 0.67 0.64 0.66 0.50 0.11 0.18 0.67 0.79
m-BERT 0.92 0.89 0.90 0.90 0.93 0.92 0.81 0.71 0.76 0.71 0.60 0.65 0.50 0.25 0.33 0.71 0.80

Indic-BERT 0.89 0.90 0.89 0.94 0.87 0.90 0.75 0.75 0.75 0.68 0.64 0.66 0.00 0.00 0.00 0.64 0.79
Bangla-BERT 0.94 0.93 0.94 0.93 0.92 0.92 0.79 0.82 0.81 0.70 0.66 0.68 0.67 0.14 0.24 0.72 0.83

Table 6: Fine-grained classification performance on the test set. Here, MF1 indicates the macro f1-score

(a) NoAG (b) ReAG (c) PoAG

(d) VeAG (e) GeAG (f) RaAG

Figure 3: Confusion matrices of each category for Bangla-BERT model

classifies other classes instance (103 out of 232)
as VeAG. The appearance of outrageous words in
other fine-grained aggressive classes may be the
reason for this confusion. Table 7 presents the false-
negative rate (FNR) of the fine-grained categories.
We noticed that the FNR is very high with GeAG
(0.34) class while ReAG (0.065) and PoAG (0.08)
classes FNR is deficient.

False negative Rate
ReAG 20/305 (0.065)
PoAG 23/275 (0.08)
VeAG 83/472 (0.17)
GeAG 57/167 (0.34)
RaAG 4/28 (0.14)

Table 7: Error analysis for each fine-grained category

Qualitative Analysis: Figure 4 shows some cor-
rectly and misclassified sample texts from fine-
grained classification tasks. The output predictions
are obtained from the Bangla-BERT model. It is ob-

served that the first two samples are correctly clas-
sified into different fine-grained aggression classes.
However, in the third example, the model was only
able to identify the text as ReAG and incorrectly
predicted it as VeAG. Similarly, in the case of the
last example model, it was not even able to clas-
sify it as RaAG. These examples illustrate the un-
derlying difficulties of the multilabel classification
problem. From the analysis, we found that the texts
implicitly express aggression, which makes it ardu-
ous for the model to determine the multiple classes
simultaneously. Moreover, some words have ex-
tensively appeared in the fine-grained classes. Per-
haps, these words confuse the model to distinguish
the classes and thus makes the task more difficult.
Adding more training samples across all the classes
might eradicate the problem to some extent.

7 Conclusion

This paper presented a multilabel aggression iden-
tification system for Bengali. To accomplish the
purpose, this work introduced M-BAD, a multilabel
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Figure 4: Some correctly and incorrectly classified samples by the Bangla-BERT model

benchmark dataset consisting of 15650 texts. A
two-level hierarchical annotation schema has been
followed to develop the corpus. Among the lev-
els, Level-1 is concerned with either aggressive
or not aggressive, whereas Level-2 is concerned
with the targets (religious, political, verbal, gen-
der, racial) of the aggressive texts in a multilabel
scenario. Several traditional and state of the art
computational models have been investigated for
benchmark evaluation. The results exhibit that the
Bangla-BERT model obtained the highest weighted
f1-score of 0.83 for the multilabel classification.
The error analysis revealed that it is challenging to
identify the multiple targets of aggressive text as
words are frequently overlapped across different
classes. In future, we aim to mitigate this issue by
exploring multitask learning and domain adaption
approaches. Moreover, future work considers in-
cluding more data samples with a significant period
to minimize the bias towards a limited set of events.
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Appendix

A Data Sources

Data samples were collected from public
post/comment threads of Facebook and YouTube.
We did not store the profile information of any
users. The data collection procedure is consistent
with the copyright and terms of service of these
organizations 2. Potential texts were culled from
more than 200 Bengali YouTube channels and
Facebook pages. The popularity and activity status
of a few data sources are presented in table A.1.

B Annotator Demographics

Past studies (Suhr et al., 2021; Zhou et al., 2021) on
benchmark dataset creation have emphasized know-
ing about the demographic, geographic, research
and other related information of the annotators.
Since aggression is a very subjective phenomenon,
annotators perspective and experience play a cru-
cial role in developing the dataset. Six students and
an expert were involved in our dataset construc-
tion process. Annotators demographic information,
research experience, the field of research, and per-
sonal experience of viewing online aggression are
summarized in table B.1.

Some key characteristics of the annotators’ pool
are, (i) native Bengali speakers, (ii) have prior ex-
perience of annotation, (iii) not an active member
of any political parties, (iv) not hold extreme view
against religion, (v) viewed online aggression. Be-
fore requiting, the annotators’ necessary ethical
approval was taken, and they are substantially paid
according to university regulations.

C Data Samples

The authors would like to state that the examples
referred to in the figure C.1 presented as they were
accumulated from the source. Authors do not use
these examples to hurt individuals or promote ag-
gressive language usage. The goal of this work is
to mitigate the propagation of such language.

2https://www.facebook.com/help/1020633957973118,
https://www.youtube.com/static?template=terms
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Page/channel name Type Affiliation No. of followers/
subscribers

Reactions per
post (in avg.)

Frequency of
posting)

Bidyanondo FP Non political org. 5M 10k 10 post/day
Prothom Alo FP/YC Newsgroup 14M 4.5k 180 post/day
Rafiath Mithila FP Artist 3.8M 15k 4 post/week
Mizanur Azhari YC Religious speaker 1.9M 50k 1 post/month
Jamuna tv FP/YC Media 12.9M 3.7k 80 post/day
Awami League FP/YC Political org. 890k 4.6k 15 post/day
Abu Toha Adnan FP Religious speaker 2M 18k 10 post/week
Salman BrownFish YC/FP Musician 3M 15k 7 post/month
Arif Azad FP Author 742k 87k 8 post/month
Somoynews tv FP/YC Media 8.1M 2K 120 post/day
Basher kella FP Political 45k 400 15 post/day
Roar Bangla FP/YC Media 50K 300 3 post/day
Shakib Al Hasan FP Public figure 15.3M 50k 15 post/month

Table A.1: Activity and popularity statistics of a few sources from where data were gathered. FP indicates a
Facebook page, and YC denotes a YouTube channel. Reactions are counted in terms of likes, comments and shares.

AN-1 AN-2 AN-3 AN-4 AN-5 AN-6 Expert
Research-status Undergrad RA Undergrad Graduate RA Graduate Professor

Research area NLP NLP NLP NLP NLP NLP NLP, Social
computig, HCI

Experience (years) 1 1 0.5 2.5 1.5 3 21
Prior annotation experience yes yes no yes yes yes yes

Gender Male Male Female Female Male Male Male
Age 22 23 22 25 23 26 47
Religion Islam Hindu Hindu Islam Islam Islam Islam

Viewed online aggression yes yes yes yes yes yes yes
Targeted by online aggression yes no no yes no yes yes

Table B.1: Summary of annotators information.

Figure C.1: Few samples of M-BAD
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