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Abstract

In this paper, we hypothesize that humor is
closely related to sentiment and emotions. Also,
due to the tremendous growth in multilingual
content, there is a great demand for building
models and systems that support multilingual
information access. To this end, we first ex-
tend the recently released Multimodal Multi-
party Hindi Humor (M2H2) dataset by adding
parallel English utterances corresponding to
Hindi utterances and then annotating each utter-
ance with sentiment and emotion classes. We
name it Sentiment, Humor, and Emotion aware
Multilingual Multimodal Multiparty Dataset
(SHEMuD). Therefore, we propose a multi-
task framework wherein the primary task is
humor detection, and the auxiliary tasks are
sentiment and emotion identification. We de-
sign a multitasking framework wherein we first
propose a Context Transformer to capture the
deep contextual relationships with the input ut-
terances. We then propose a Sentiment and
Emotion aware Embedding (SE-Embedding)
to get the overall representation of a particular
emotion and sentiment w.r.t. the specific humor
situation. Experimental results on the SHEMuD
show the efficacy of our approach and shows
that multitask learning offers an improvement
over the single-task framework for both mono-
lingual (4.86 points ↑ in Hindi and 5.9 points ↑
in English in F1-score) and multilingual (5.17
points ↑ in F1-score) setting.

1 Introduction

Humor (Ritschel et al., 2019, 2020; Song et al.,
2021; Chauhan et al., 2021) is an essential aspect
of daily conversation, and people try to provoke hu-
mor in their talks. Warren et al. (2018) defined hu-
mor as "the nature of experiences to induce laugh-
ter and provide amusement". Humor is a tool by
which anyone can draw the audience’s attention.
Even in a formal conversation, humor may make a

∗The first two authors contributed equally to this work
and are jointly the first authors.

person look more attractive and thus may lead to a
better conclusion.

Irrespective of its relation to intelligence, hu-
mor is inherently a challenging problem to under-
stand. To understand humor, we also take some
additional information into consideration i.e., sen-
timent (Ghosal et al., 2018; Chauhan et al., 2019,
2020a, 2022) and emotion (Russell and Barrett,
1999; Pagé Fortin and Chaib-draa, 2019; Chauhan
et al., 2020b) to help humor detection in conver-
sations. Sentiment and emotion are two aspects
that help each other, which has already been shown
in (Akhtar et al., 2019). We hypothesize that sen-
timent and emotion do not only help each other
(Akhtar et al., 2019) but also help humor. For ex-
ample, it is difficult to decide whether the following
utterance "ar� b� YAp� m�\ m{\ t� Mh�\ K� d l� k� jAtA।
(Oh in old age I would have taken you myself)" is
humorous or not. But, careful observation of the
sentiment (positive) and emotion (happy) of the
speaker helps us understand that the speaker is in a
funny mood and trying to mock his wife.

Sometimes it is difficult for the global audience
to understand any local language like Hindi, so this
is where multilingual comes into the picture. Also,
multilinguality provides freedom for the model to
understand humor; e.g., if the model is unable to
understand the one language’s word (say Hindi)
for a particular utterance, then other languages (say
English) can give a better clue to understand humor.
Thus, we propose a multitask framework in a mul-
tilingual setting wherein the primary task is humor
detection, and the auxiliary tasks are sentiment and
emotion identification.

The main contributions of our proposed research
are as follows;

• We first extend recently released M2H2
dataset by adding parallel English utterances
corresponding to Hindi utterances and then an-
notate each utterance with sentiment and emo-
tion classes. We name it Sentiment, Humor,
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and Emotion aware Multilingual Multimodal
Multiparty Dataset (SHEMuD).

• We propose a Context Transformer to capture
the deep contextual relationship with input
utterance.

• We also propose a Sentiment and Emotion Em-
bedding (SE-Embedding) to obtain the overall
representation of a particular emotion and sen-
timent w.r.t. the specific humor situation.

• We present new state-of-the-art systems for
Humor detection on SHEMuD.

2 Related Work

We have already discussed that sometimes just go-
ing through the utterance text is not enough to un-
derstand humor. The other modalities, such as
visual and acoustic, can provide additional cues. In
natural language processing, understanding humor
from these modalities comes under the boundaries
of multimodal language. Humor may be found in
almost every human-to-human encounter. Some
works (Hasan et al., 2019; Fallianda et al., 2018;
Ritschel et al., 2019, 2020; Mirnig et al., 2017; Pi-
ata, 2020; Song et al., 2021; Vasquez and Aslan,
2021; Sabur et al., 2020; Veronika, 2020; Yang
et al., 2019) on multimodal humor have already
been done.

Hasan et al. (2019) proposed the UR-FUNNY
dataset to aid in the comprehension of multimodal
language utilized in the expression of humor. The
author has also shown the importance of multi-
modality over unimodality. Humor can be created
with any modality. Fallianda et al. (2018) looked
at how humor was created using only verbal media,
both verbal and visual media, and exclusively vi-
sual media. The data was gathered from 74 political
comic strips published in Kompas newspaper. The
author used the General Theory of Verbal Humor
(GTVH) for humor analysis.

Higher pitch or loudness, a faster speaking ca-
dence, or considerable pauses are not characteris-
tics of conversational humor. In the paper, Attardo
et al. (2011) discovered that when people are laugh-
ing or smiling, they are more likely to be humorous.
El Khatib (2020) did two experiments: the first ex-
periment looks at whether untrained people can
recognize the structural aspects of humor in a mul-
timodal text. The second research investigates the
sequence in which textual and visual inputs are

processed (tweets). In another work, Ritschel et al.
(2019) discussed the quality of a conversation and
how conversation partners see one other and are
influenced by irony and irony-related humor.

The Humor Styles Questionnaire (HSQ) dis-
tinguishes four types of humor that can be good
or damaging to one’s mental health. Schneider
et al. (2018) studied to compile research that used
the HSQ to analyze the relationships between dis-
tinct humor types and four distinct aspects of
mental health (self-esteem, life satisfaction, op-
timism, depression). Recently, Chauhan et al.
(2021) proposed Multimodal Multiparty Hindi Hu-
mor (M2H2) dataset for conversations which was
the very first of its kind. Then, the authors em-
ployed two strong baseline setups, viz. MISA1 w/
DialogueRNN and MISA w/ bcLSTM. They used
MISA for fusion and DialogueRNN & bcLSTM for
understanding the contextual relationship among
words.

In comparison to the existing systems, we first
created the SHEMuD by manually annotating each
utterance in the English language and then labeling
each utterance with sentiment and emotion classes.
After that, we design a multitasking framework
wherein we first propose a Context Transformer to
capture the deep contextual relationships with the
input utterances. We then propose a Sentiment and
Emotion aware Embedding (SE-Embedding) to get
the overall representation of a particular emotion
and sentiment w.r.t. the specific humor situation.
Further, to the best of our knowledge, this is the
first attempt at solving the sentiment and emotion
aware humor detection in a multilingual conversa-
tional setting. Empirical results on the SHEMuD
dataset demonstrate that the baselines yield better
performance over the state-of-the-art systems.

3 Datasets

Chauhan et al. (2021) proposed the Multimodal
Multiparty Hindi Humor (M2H2) dataset which
contains 6,191 utterances spoken by 43 speakers
from 13 episodes of a very popular TV series "Shri-
maan Shrimati Phir Se" where each episode is di-
vided into multiple scenes, and each scene is di-
vided into multiple utterances. Each utterance is
annotated with humor/non-humor labels and en-
compasses acoustic, visual, and textual modalities.

We extend the M2H2 dataset (Chauhan et al.,

1MISA:Modality-Invariant and-Specific Representations
for Multimodal Sentiment Analysis
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Hindi Utterances English Utterances Humor Sentiment Emotion
1 ar� b� YAp� m�\ m{\ t� Mh�\ K� d l� k� jAtA। Oh in old age I would have taken you myself. humor positive happy
2 y� log m� J� bh� t mAr rh� h{\। These guys are beating me hard humor positive sad
3 y� EdlzbA khtA h{ nA Ek EpCl� j�m m�\ vo
CoV� ml moV� ml kroXpEt kA eklOtA b�VA
TA , rAiV ?

This Dilruba says that he was the only son of
Chhotumal Motumal Crorepati in his previous
life, right?

non-humor neutral neutral

4 ar� BAI , m�rF aslF vAlF gn yhF\ C� V g{i। Hey brother, my original gun is left here non-humor neutral neutral
5 -VAP vAlo\ ! m�rA mtlb Staff guys! I mean humor negative anger

Table 1: Some samples from annotated dataset

2021) by manually annotating each Hindi utter-
ance with the English language, making it a mul-
tilingual dataset (SHEMuD), and then annotating
each utterance with sentiment and emotion classes.
For sentiment annotation, we consider three sen-
timent classes, namely positive, negative and neu-
tral. While for emotion annotation, we annotate
the dataset with seven emotion values2, viz. anger,
disgust, fear, happy, sad, surprised, and neutral
(c.f. Table 1). We show statistics of SHEMuD in
Table 2.

Statistics Train Dev Test
#Utterances 5000 500 691
#Humor (H) 1830 155 104
#Non-humor (NH) 3170 345 587
#Positive (Ps) 1048 102 197
#Neutral (Nu) 2488 245 307
#Negative (Ng) 1464 153 187
#Anger (Ag) 811 105 130
#Disgust (Dg) 65 19 22
#Fear (Fr) 93 30 40
#Happy (Ha) 648 65 102
#Sad (Sd) 300 55 60
#Surprise (Sp) 306 81 119
#Neutral (Nu) 2777 145 218

Table 2: Dataset statistics for SHEMuD

Please note that humor, many times, is related to
the language as well as the culture. So, we cannot
guarantee that if a Hindi utterance is humorous,
then English will be humorous, but sharing infor-
mation across the languages helps each other in
humor prediction.

3.1 Annotation Guidelines

We employ four Ph.D. students highly proficient
in the Hindi and English languages with prior ex-
perience in labeling sentiment and emotion. The
guidelines for annotation were explained to the an-
notators before starting the annotation process (c.f.
Table 1). The annotators were given data with-
out humor labels and asked first to add English
utterances corresponding to Hindi utterances and

2One emotion per utterance

then annotate every utterance with one emotion and
the sentiment by seeing the context utterances be-
fore annotation. The majority voting scheme was
used for selecting the final emotion and sentiment.
We achieve an overall Fleiss’ (Fleiss, 1971) kappa
score of 0.83, which is considered to be reliable.

3.2 Feature Extraction

For monolingual Hindi and English textual features,
we take the pre-trained Hindi and English embed-
ding using XLM-Roberta3 (Conneau et al., 2019)
(XLM-R). While, for multilinguality, we first train
XLM-R on both English and Hindi (shared embed-
ding) and then we test the result on both Hindi and
English. Thus, we extract multilingual embedding
for Hindi and English.

Similarly, for visual feature extraction, we use
3D-ResNeXt-1014 (Xie et al., 2017) which is
pre-trained on Kinetics at a rate of 1.5 features
per second and a resolution of 112. We use
openSMILE5 (Eyben et al., 2010) for acoustic
feature extraction. It can extract Low-Level De-
scriptors (LLD) and change them using different
filters, functions, and transformations. We use a
tonal low-level features group of openSMILE to
extract the features.

4 Proposed Methodology

This section describes our proposed model,
where we aim to leverage multimodal senti-
ment and emotion information for solving mul-
timodal humor detection in a multitask frame-
work. We depict the overall architecture in Fig-
ure 1. The extended dataset and source code
are available at https://www.iitp.ac.in/
~ai-nlp-ml/resources.html#SHEMuD

3https://huggingface.co/
xlm-roberta-base

4https://github.com/kaiqiangh/
extracting-video-features-ResNeXt

5https://github.com/audeering/
opensmile

https://huggingface.co/xlm-roberta-base
https://github.com/kaiqiangh/extracting-video-features-ResNeXt
https://github.com/audeering/opensmile
https://www.iitp.ac.in/~ai-nlp-ml/resources.html#SHEMuD
https://www.iitp.ac.in/~ai-nlp-ml/resources.html#SHEMuD
https://huggingface.co/xlm-roberta-base
https://huggingface.co/xlm-roberta-base
https://github.com/kaiqiangh/extracting-video-features-ResNeXt
https://github.com/kaiqiangh/extracting-video-features-ResNeXt
https://github.com/audeering/opensmile
https://github.com/audeering/opensmile
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4.1 Context Transformer

We propose a Context Transformer (Contrans) to
capture the deep contextual relationship with in-
put utterance. As we know, contextual utterances
might give essential information when identifying
an input utterance. This necessitates a model that
accounts for such interdependencies and the impact
they may have on the target utterance. We use a
Transformer based approach to capture the flow of
informative triggers across the utterances.

Let us assume, the unimodal features have di-
mension p and each utterance is thus represented
by a feature vector dl,s ∈ Rp, where s represents
the sth utterance in a conversation l. For a conversa-
tion, we collect the feature vectors of the utterances
in DL, which is as follows;

DL = [dl,1, dl,2, . . . , dl,Jl ] ∈ RJl×p (1)

where Jl represents the number of utterances in
a conversation. The matrix DL serves as input to
the Transformer. To learn the representation of DL,
we first map it into the continuous space Uc;

Uc = ui1, u
i
2, . . . , u

i
|DL|

uij = u(dl,1) + pj
(2)

where u(dl,1) & pj are the utterance vectors and
positional embedding of every utterance, respec-
tively. We adopt sine-cosine positional embedding
(Vaswani et al., 2017) as it performs better and does
not introduce additional trainable parameters.

The contextual encoder converts Uc into a list
of hidden representations hi1, h

i
2, . . . , h

i
|Ui|. We use

the last hidden representation hi|Ui| (i.e., the rep-
resentation at the EOS token) as the contextual
representation of the utterance. Therefore, the final
contextual representation of the DL;

DL = hi = hi|DL| + pi (3)

Please note that words and sentences share the
same positional embedding matrix.

For multimodal inputs, we simply concate-
nate the input embeddings and pass them to the
Contrans to capture the deep contextual relation-
ship with the input utterance. We pass the output of
Contrans to Linear Layer then output of this is fed
to two Softmax layers for sentiment and emotion
prediction, respectively.

Figure 1: A contextual transformer based proposed
framework for humor detection where SE-Embedding
stands for Sentiment and Emotion Embedding.

catTAV = Concat(T,A, V )

Conrel = Contrans(catTAV )

Lvec = Linear(Conrel)

Sp = Softmax(Lvec)

Ep = Softmax(Lvec)

(4)

We use a weighted loss function (Kendall et al.,
2018) to teach the model how to weigh the task-
specific losses. We define the loss as Ltotal;

Ltotal =
∑
i

wiLi (5)

where i defines the different tasks i.e., Sentiment
and Emotion. Initially we define w with xavier-
norm for each task.

4.2 Sentiment and Emotion Embedding

We then propose SE-Embedding (SEemb) to obtain
the overall representation of a particular emotion
and sentiment w.r.t. the specific humor situation.
We take output of Linear Layer (vec ∈ Rk), senti-
ment prediction (Sp ∈ R3), and emotion prediction
(Ep ∈ R7) as input.
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Orep = SEemb(Lvec, Sp, Ep) (6)

We then concatenate Sp & Ep and obtain SEp ∈
R10. After that we multiply SEp & Lvec and
get sentiment-emotion aware matrix (SEmat ∈
R10×k).

SEmat = Concat(Sp, Ep)× Lvec (7)

We initially define SEemb with random weights
and later we apply convolve function (*) be-
tween SEemb & SEmat and update the weights
of SEemb.

SEemb = SEemb ∗ SEmat (8)

We use the convolve function to obtain the dis-
crete, linear convolution of SEemb & SEmat. Let
us say there are two one-dimensional input arrays f
& g. So, we compute convolve function between f
& g;

(f ∗ g)[n] =
+∞∑

n=−∞
f [m]g[n−m] (9)

Let us suppose the model predicts the positive
sentiment and happy emotion, then only corre-
sponding vectors from SEemb will go forward be-
cause non-predicted (np) vectors from SEemb may
confuse the model. To achieve this, we convert all
the non-predicted vectors to -1 by first multiplying
with 0 and then adding -1.

SEemb = ∀np (SEemb × 0− 1) (10)

Then, we flatten the SEemb

Fout = Flatten(SEemb) (11)

Motivated by the residual skip connection net-
work (He et al., 2016), we concatenate the output
of Linear Layer (Lvec), Sp, and Ep with the flatten
output and pass to the Transformer Block (Transb)
to learn the relationship between humor and senti-
ment & emotion.

catout = Concat(Fout, Lvec, Sp, Ep)

transout = Transb(catout)
(12)

At last, we pass the output of Transformer Block
to the Sigmoid layer for humor detection.

Hp = Sigmoid(transout) (13)

We use binary cross-entropy loss for humor
detection. Please note that two losses are back-
propagated, one from humor and another from sen-
timent & emotion.

5 Experimental Setup

We evaluate our proposed model on the SHEMuD.
We perform a grid search to find the optimal hyper-
parameters, which are shown in Table 3. We take
five6 utterances as context for a particular input ut-
terance. We implement our proposed model on the
Python-based PyTorch deep learning library. As
the evaluation metric, we employ precision (P), re-
call (R), and F1-score (F1) for sentiment, emotion,
and humor recognition.

Parameters Proposed
Transformer Encoder 2 Layers (Context Transformer, Transformer Block)
Dense layer 1024N, D=0.3
Activations ReLu
Optimizer Adam (lr=1e-3)

Outputs
Softmax (Sent and Emo)

Sigmoid (Humor)
Batch 16
Epochs 60

Table 3: Model configurations

6 Results and Analysis

We divide our experiments into two parts, i.e.,
monolingual and multilingual;

6.1 Monolingual (Multitask vs Single-task)

In monolingual experiments, we evaluate our
proposed model for Hindi and English lan-
guages separately. We perform experiments for
unitask (Humor), bitask (Humor+Sentiment
and Humor+Emotion), and tritask (Hu-
mor+Sentiment+Emotion). We show experimental
results in Table 4. For Hindi tritask (H+S+E), our
proposed model shows an improvement of 4.53
points in precision, 4.1 points in recall, and 3.98
points in F1-score over bitask7 while 4.55 points
in precision, 4.41 points in recall, and 4.86 points
in F1-score over unitask.

We get a similar improvement for English tritask
(H+S+E). For English tritask (H+S+E), our pro-
posed model shows an improvement of 3.63 points
in precision, 4.46 points in recall, and 4.2 points
in F1-score over bitask8 while 5.63 points in preci-

6For fair comparison with M2H2 (2021) as they took five
utterances as context.

7We get a maximum improvement over H+E
8We get a maximum improvement for H+E
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Monolingual Multilingual
Hindi English Hindi English

Labels P R F1 P R F1 P R F1 P R F1
H 71.82 73.91 72.47 74.89 76.64 75.42 74.84 75.89 75.36 78.32 79.25 78.78

H+S 73.42 74.91 74.46 77.63 79.32 78.74 77.11 78.94 78.01 81.22 82.43 81.79
H+E 72.14 74.22 73.35 76.89 77.68 77.12 76.34 77.49 76.91 80.49 81.37 80.92

H+S+E 76.37 78.32 77.33 80.52 82.14 81.32 78.69 80.94 79.79 83.15 84.78 83.95
(a) Experiment results of our proposed model for monolingual and multilingual setting

72
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76

78

80

82

84

H H+S H+E H+S+E

F1 F1

(b) Monolingual (Hindi) vs Multilingual (Hindi)

72

74

76

78

80

82

84

H H+S H+E H+S+E

F1 F1

(c) Monolingual (English) vs Multilingual (English)

Table 4: Experiment results and bar-chart representations of our proposed model for monolingual and multilingual
setting, where H, S, and E represent the humor, sentiment, and emotion, respectively.

Monolingual Multilingual
Hindi English Hindi English

Labels P R F1 P R F1 P R F1 P R F1
T 69.61 72.89 71.21 74.64 76.32 75.47 72.54 73.26 72.89 76.87 78.89 77.86
A 59.71 64.89 62.19 59.71 64.89 62.19 59.71 64.89 62.19 59.71 64.89 62.19
V 58.84 60.57 59.61 58.84 60.57 59.61 58.84 60.57 59.61 58.84 60.57 59.61

T+V 73.77 75.13 74.41 77.71 78.94 78.94 75.97 76.21 75.58 78.67 80.11 79.38
T+A 73.61 76.89 75.21 75.72 77.63 76.65 75.54 76.89 76.20 81.11 82.31 81.70
A+V 70.14 72.36 70.24 70.14 72.36 70.24 70.14 72.36 70.24 70.14 72.36 70.24

T+V+A 76.37 78.32 77.33 80.52 82.14 81.32 78.69 80.94 79.79 83.15 84.78 83.95

Table 5: Modality-wise results of our proposed tritask model (H+S+E) for monolingual and multilingual setting,
where T, A, and V represent the text, acoustic, and visual, respectively.

sion, 5.5 points in recall, and 5.9 points in F1-score
over unitask.

6.2 Multilingual (Multitask vs. Single-task)

In multilingual experiments, we evaluate our pro-
posed model in both languages (i.e., Hindi and
English). We perform similar experiments as
monolingual setup, i.e., unitask (Humor), bitask
(Humor+Sentiment and Humor+Emotion), and tri-
task (Humor+Sentiment+Emotion). We show ex-
perimental results in Table 4. For Hindi tritask
(H+S+E), our proposed model shows an improve-
ment of 2.35 points in precision, 3.45 points in
recall, and 2.88 points in F1-score over bitask9

while 3.85 points in precision, 5.05 points in recall,
and 4.43 points in F1-score over unitask.

We get a similar improvement for English tri-
task (H+S+E). For English tritask (H+S+E), our

9We get a maximum improvement over H+E

proposed model shows an improvement of 2.66
points in precision, 3.41 points in recall, and 3.03
points in F1-score over bitask10 while 4.83 points
in precision, 5.53 points in recall, and 5.17 points
in F1-score over unitask.

For both monolingual and multilingual setups,
we observe that tritask (H+S+E) performance is
better than unitask and bitask for Hindi and English.
Thus, we can say that sentiment and emotion help
to understand humor. We also show the modality-
wise results of our proposed tritask model (H+S+E)
for monolingual and multilingual setting in Table 5.

7 Comparative Analysis

We compare the results obtained from our proposed
model against the existing model M2H2 (Chauhan
et al., 2021). We evaluate our proposed framework
with all the possible combinations i.e., unitask (H),

10We get a maximum improvement over H+E
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Monolingual
Hindi English

M2H2(2021) Proposed M2H2(2021) Proposed
Labels P R F1 P R F1 P R F1 P R F1

H 71.21 72.11 71.67 71.82 73.91 72.47 72.33 74.42 73.35 74.89 76.64 75.42
H+S 73.31 74.21 73.92 73.42 74.91 74.46 77.51 77.79 77.64 77.63 79.32 78.74
H+E 71.11 72.91 72.41 72.14 74.22 73.35 75.13 75.94 75.73 76.89 77.68 77.12

H+S+E 74.71 75.91 75.31 76.37 78.32 77.33 78.71 79.81 79.25 80.52 82.14 81.32

Table 6: Comparative analysis: comparison between M2H2 (2021) and our proposed model in monolingual setting

Multilingual
Hindi English

M2H2(2021) Proposed M2H2(2021) Proposed
Labels P R F1 P R F1 P R F1 P R F1

H 73.47 74.39 73.92 74.84 75.89 75.36 75.21 76.43 75.81 78.32 79.25 78.78
H+S 75.37 76.74 76.04 77.11 78.94 78.01 79.76 80.21 79.98 81.22 82.43 81.79
H+E 74.55 76.21 75.37 76.34 77.49 76.91 77.86 79.48 78.66 80.49 81.37 80.92

H+S+E 76.49 78.61 77.67 78.69 80.94 79.79 81.28 82.49 81.88 83.15 84.78 83.95

Table 7: Comparative analysis: comparison between M2H2 (2021) and our proposed model in multilingual setting

bitask (H+S and H+E) and tritask (H+S+E).
Please note that as the presented model in M2H2

(2021) was the only unitask (H) model without mul-
tilingual, so we made some changes in the model to
make it a multitask model and multilingual. There-
after we obtain the results for unitask (H), bitask
(H+S and H+E) and tritask (H+S+E) for both mono-
lingual and multilingual which are also shown in
Table 6 and Table 7. We divide this into two parts;
i) monolingual and ii) multilingual;

7.1 Monolingual SOTA vs. Proposed
For Hindi, our the proposed tritask model achieves
the best precision of 76.37% (1.66 points ↑), recall
of 78.32% (2.41 points ↑) and F1-score of 77.33%
(2.02 points ↑) compared to precision of 74.71%,
recall of 75.91%, and F1-score of 75.31% of the
M2H2 (2021). We observe that our proposed model
performs better than the state-of-the-art system,
M2H2 (2021). We show the results in Table 6.

Similarly, for English, our the proposed tritask
model achieves the best precision of 80.52% (1.81
points ↑), recall of 82.14% (2.33 points ↑) and
F1-score of 81.32% (2.07 points ↑) compared to
precision of 78.71%, recall of 79.81%, and F1-
score of 79.25% of the M2H2 (2021). We observe
that our proposed model performs better than the
state-of-the-art system, M2H2 (2021).

7.2 Multilingual SOTA vs. Proposed
Similar to monolingual, we observe a similar trend
of improvement for multilingual experiments. We
show the multilingual experiment results in Table 7.

For Hindi, our the proposed tritask model achieves
the best precision of 78.69% (2.2 points ↑), recall
of 80.94% (2.33 points ↑) and F1-score of 79.79%
(2.12 points ↑) compared to precision of 76.49%,
recall of 78.61%, and F1-score of 77.67% of the
M2H2 (2021). We observe that our proposed model
performs better than the state-of-the-art system,
M2H2 (2021).

Similarly, for English, our the proposed tritask
model achieves the best precision of 83.15% (1.87
points ↑), recall of 84.78% (2.29 points ↑) and
F1-score of 83.95% (2.07 points ↑) compared to
precision of 81.28%, recall of 82.49%, and F1-
score of 81.88% of the M2H2 (2021). We observe
that our proposed model performs better than the
state-of-the-art system, M2H2 (2021).

8 Ablation Study

We perform an ablation study to show the efficacy
of SE-Embedding for both monolingual and multi-
lingual. For monolingual, we perform experiments
with and without SE-Embedding. We show the
ablation experimental results in Table 8. As per
the result, we can see when SE-Embedding is used
with models then it shows significant improvement
rather than without SE-Embedding.

Similarly, for multilingual, we perform exper-
iments with and without SE-Embedding. As
per the result (c.f. Table 8), we can see
when SE-Embedding is used with models then it
shows significant improvement rather than without
SE-Embedding.
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Monolingual Multilingual
Hindi English Hindi English

Setup P R F1 P R F1 P R F1 P R F1
w/o SE-Embedding 74.23 77.89 76.01 78.85 80.31 79.42 76.90 78.74 77.80 81.31 82.44 81.87
w/ SE-Embedding 76.37 78.32 77.33 80.52 82.14 81.32 78.69 80.94 79.79 83.15 84.78 83.95

Table 8: Ablation study: comparison between proposed tritask model (H+S+E) w/ SE-Embedding and w/o
SE-Embedding

M2H2 (2021) Proposed
(H+S+E) (H+S+E)

Hindi Utterances English Utterances True Label (Multilingual) (Multilingual)
1 y� log m� J� bh� t mAr rh� h{\। These guys are beating me hard H NH NH,Ng,Sd
2 hAy , VoVo ! hey, Toto! NH H NH,Nu,Nu
3 y� Ep\kF lAI। Pinky brought this H NH H,Nu,Nu
4 ar� BAI , m�rF aslF vAlF gn yhF\
C� V g{i।

Hey brother, my original gun is left here NH H NH,Nu,Nu

5 kOn sF aslF h{ kOn sF nklF h{। which is real which is fake NH H NH,Nu,Ha

Table 9: Error analysis: some correct and incorrect predicted samples by our proposed tritask model (H+S+E) in
multilingual setting.

9 Error Analysis

We perform a detailed analysis to realize the
model’s strengths and weaknesses. To better an-
alyze and justify our proposed model in terms of
quality, we use the same samples (for multilingual
setup), which were wrongly predicted and depicted
in the paper M2H2 (2021). We show these sam-
ples in Table 9. The main motivation for taking
the same samples for error analysis is to show the
performance of our proposed model over state-of-
the-art system. We see that our proposed model
predicts all the utterances correctly except the first
utterance.

Figure 2: The visual frame of Dilruba for saying "y�
log m� J� bh� t mAr rh� h{\। (These guys are beating
me hard)", which shows the sad visual expression

We observe that for the first utterance "y� log
m� J� bh� t mAr rh� h{\। (These guys are beating
me hard)", our proposed model predict negative
sentiment and sad emotion because of the word
"beating" and Dilruba’s facial expression (c.f. Fig-
ure 2) and sad tone. Also, the context utterances

of that utterance are negative. So, this is the rea-
son that our proposed model wrongly predict this
utterance.

10 Conclusion

In this paper, we have proposed an effective deep
learning-based multitask model for humor detec-
tion (primary task) with auxiliary tasks, i.e., senti-
ment and emotion, in a multilingual conversational
setting. As there was no suitable data available
for this problem, we first extend recently released
M2H2 dataset by adding parallel English utterances
corresponding to Hindi utterances and made it a
multilingual dataset. Then, we annotate each ut-
terance with sentiment and emotion classes. We
have proposed a multitasking framework wherein
we propose a Context Transformer to capture the
deep contextual relationships with the input utter-
ances. We have also successfully established a Sen-
timent and Emotion Embedding (SE-Embedding)
which gets the overall representation of a particular
emotion and sentiment w.r.t. the specific humor
situation. Experimental results on the SHEMuD
have shown that the multitask system yields better
performance over the single-task framework.

In the future, we would like to extend our work
towards the multiparty dialogue generation in Hindi
with the help of humor, sentiment, emotion and
speaker information.

11 Ethical Declaration

The SHEMuD dataset is freely available and will be
used only for the purpose of academic research. We
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with English utterances and labeling each utterance
with sentiment and emotion classes. The annota-
tion for extending the dataset was done by human
experts, who are the regular employee of our re-
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