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Abstract

As a key natural language processing (NLP)
task, word sense disambiguation (WSD) eval-
uates how well NLP models can understand
the lexical semantics of words under specific
contexts. Benefited from the large-scale an-
notation, current WSD systems have achieved
impressive performances in English by com-
bining supervised learning with lexical knowl-
edge. However, such success is hard to
be replicated in other languages, where we
only have limited annotations. In this pa-
per, based on the multilingual lexicon Ba-
belNet describing the same set of concepts
across languages, we propose building knowl-
edge and supervised-based Multilingual Word
Sense Disambiguation (MWSD) systems. We
build unified sense representations for multiple
languages and address the annotation scarcity
problem for MWSD by transferring annota-
tions from rich-sourced languages to poorer
ones. With the unified sense representations,
annotations from multiple languages can be
jointly trained to benefit the MWSD tasks.
Evaluations of SemEval-13 and SemEval-15
datasets demonstrate the effectiveness of our
methodology.

1 Introduction

As a critical natural language understanding task,
word sense disambiguation (WSD) aims at classi-
fying words into pre-defined senses. With such a
disambiguation process, machines can understand
the precise meanings of words. Previous researches
have demonstrated that a sound WSD system could
benefit many downstream NLP tasks, such as ma-
chine translation (Pu et al., 2018; Liu et al., 2018)
and information extraction (Bovi et al., 2015).

Existing researches on word sense disambigua-
tion mostly focus on English only. By leverag-
ing lexical knowledge such as gloss (Iacobacci
et al., 2016; Luo et al., 2018; Huang et al., 2019;
Blevins and Zettlemoyer, 2020) or graph structure

WSD Example.  Language: English
Context: Detailed studies of the plan were well 
underway.
plan#NOUN: plan%1:09:00:: plan%1:09:01::

plan%1:06:00::

MWSD Example.  Language: French
Context: Le groupe des Nations_Unies a des 
projets de plans pour la réduction des émissions.
plan#NOUN: bn:00062759n   bn:00062766n

bn:00005439n

Figure 1: Examples of WSD and Multilingual WSD
(MWSD) task. The target words are indicated with the
bold font in contexts. Candidate sense keys are listed
below each context, and the one in blue is the correct
sense.

(Banerjee et al., 2003; Kumar et al., 2019; Bevilac-
qua and Navigli, 2020) and supervised training
over large-scale annotations, these models have
achieved impressive performance on the standard
English WSD task. However, though the English
WSD task (Raganato et al., 2017) and multilingual
WSD (MWSD) task (Navigli et al., 2013; Moro
and Navigli, 2015) are of the same form as shown
in Figure 1, this progress can not be easily applied
across languages as the paucity of annotated train-
ing data and immense labor in handling diverse lex-
ical knowledge of multiple languages separately.

BabelNet (Navigli and Ponzetto, 2012) is a mul-
tilingual semantic lexicon and contains a set of
multilingually lexicalized concepts. Similar to
WordNet (Miller, 1998), a Babel synset defines
a concept shared by a group of words across lan-
guages with the same meaning. Based on the mul-
tilingual lexicon source BabelNet, we propose to
build multilingual word sense disambiguation sys-
tems by inducing lexical knowledge and annota-
tions from rich sourced language (e.g., English)
to scarce sourced ones. First, as defined in Ba-
belNet, words in each synset have the same sense,
and the sense is described by lexical knowledge
gloss despite the language forms. An example is
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Language: French(FR)
Inventory:

Lemma: plan 
Pos_tag: noun
Sense keys: [bn:00062759n,

bn:00005439n,
bn:00062766n,…]

Sense key         Source                               Gloss (sense definitions)   

bn:00062759n   WordNet   A series of steps to be carried out or goals to be accomplished
bn:00062759n   Wikipedia   Outline of a strategy for achievement of an objective
bn:00026536n   WordNet   An arrangement scheme

…                    

Language: English(EN)
Inventory:

Lemma: plan
Pos_tag: noun
Sense keys: [bn:00062759n,

bn:00005439n, 
bn:00026536n,…] 

BabelNet

Figure 2: BabelNet contains inventories for multiple
languages. Each word in a language has several senses,
and different words across languages may share the
same senses. For each sense across languages, glosses
from various sources such as WordNet and Wikipedia
are collected to describe its meaning.

shown in Figure 2. The knowledge can be injected
into supervised MWSD systems. Second, the an-
notations acquired from rich sourced languages
through machine translation and alignment tools,
can be used as weak supervision. By utilizing the
lexical knowledge and weak annotations, we can
build a decent MWSD system for scarce sourced
languages without further human effort.

To summarize, the contributions of this paper are
two-fold: (1) We propose to build an MWSD sys-
tem mBERT-UNI for multiple languages with trans-
ferred annotations from rich sourced languages and
unified synsets with lexical knowledge, addressing
the data paucity problem on the MWSD task; (2)
Our system can be easily combined with other data
generation efforts such as MuLaN (Barba et al.,
2020), further boosting the system performance.
Experiments results on benchmark SemEval-13
(Navigli et al., 2013) and SemEval-15 (Moro and
Navigli, 2015) demonstrate the effectiveness of our
methodology. Our code is open-resourced1.

2 Related Work

This section introduces previous efforts on multi-
lingual word sense disambiguation, which can be
categorized into two streams: data-driven systems
and knowledge-based systems.

2.1 Data-driven Systems

In the last decades, many efforts in the field of mul-
tilingual word sense disambiguation have been de-
voted to mitigating the knowledge acquisition bot-

1https://github.com/suytingwan/multilingual-WSD

tleneck problem (Gale et al., 1992; Pasini, 2020),
which is hard to acquire sense-annotated corpora
for multiple languages. To mitigate the paucity of
annotations, many researchers have focused on au-
tomatically creating high-quality, sense-annotated
training corpora (Pasini and Navigli, 2020). OM-
SIT (Taghipour and Ng, 2015) proposed a semi-
automatic approach to acquire one million training
instances from MultiUN dataset (Eisele and Chen,
2010). OneSec (Scarlini et al., 2019) proposed to
generate multilingual sense-annotated datasets on
a large scale by mapping Wikipedia categories to
word senses. MuLaN (Barba et al., 2020) utilized
contextualized word embeddings to transfer sense
annotations from labeled datasets SemCor (Miller
et al., 1993) and WNG (Langone et al., 2004)
to the unlabeled corpus from Wikipedia across
languages. Hauer et al. (2021) proposed a label
propagation approach for constructing multilingual
sense-annotated corpora by machine translation.
XL-WSD (Pasini et al., 2021) further enriches the
annotations across 18 languages from six different
linguistic families. Similar to Hauer et al. (2021),
our automatic corpora generation method takes ad-
vantage of machine translation and alignment tools,
while it is easy and feasible to use without addi-
tional resources. Moreover, we also induce lexical
knowledge in building sense representations.

2.2 Knowledge-based Systems

Besides annotated corpora, lexical knowledge such
as sense inventories is another key component
in word sense disambiguation systems. Lexical
knowledge sources such as WordNet and Babel-
Net provide rich lexical knowledge, e.g., gloss
or graph structure. Such knowledge has been ex-
ploited and shows decent performance in many
supervised systems (Kumar et al., 2019; Loureiro
and Jorge, 2019; Scarlini et al., 2020; Blevins and
Zettlemoyer, 2020). Readers can refer to (Bevilac-
qua et al., 2021) for more details.

In this paper, we aim to induce lexical knowl-
edge into MWSD systems. Based on the synsets
and lexical knowledge in multilingual lexicon Ba-
belNet, we propose to build unified sense represen-
tations that can be shared across languages. The
sense representations can be incorporated into su-
pervised systems to improve the performance of
MWSD tasks.
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Gloss:

𝒑𝒍𝒂𝒏𝟏: A series of steps 
to be   carried out or goals 
to be accomplished . 

𝒑𝒍𝒂𝒏𝟐: An arrangement 
scheme .

𝒑𝒍𝒂𝒏𝟑: Scale drawing of a 
structure.

…

…

Unified sense 
representations… a plan they … 

… un plan auquel … 

Language: English

Language: French

… an einen Plan … 
Language: German

… a un piano … 
Language: Italian

… en un plan al … 
Language: Spanish

Translation Multilingual
context
encoder

Unified
gloss
encoder

𝑝𝑙𝑎𝑛! 𝑝𝑙𝑎𝑛" 𝑝𝑙𝑎𝑛#

Figure 3: Architecture Overview of the mBERT-UNI model. We apply multilingual BERT for the encoders. The
context encoder takes the multilingual context as input and generates representations for the target words. The
gloss encoder takes the glosses as input and generates unified sense representations. The similarity scores between
target word embedding and representation of candidate senses are calculated for each language. The sense with
the highest score is the predicted sense by the model.

3 Approach

In this section, we first present the formal definition
of the multilingual WSD task and used notations.
After that, we present the details of the proposed
system mBERT-UNI, a supervised framework in-
corporating lexical unified representation space for
the MWSD task. From the overview in Figure 3,
we can see that mBERT-UNI can be decomposed
into four parts: (1) To address the data paucity is-
sue, we first translate the annotated English corpus
SemCor into other languages and use alignment
tool to generate sense annotations; (2) A context
encoder encodes the target words in multilingual
context; (3) A gloss encoder encodes the glosses
to produce unified sense representations; (4) The
annotated corpus in several languages and unified
sense representations are bound with a joint train-
ing setting.

3.1 Task Description and Notations

In the multilingual setting, the WSD task is
to disambiguate the senses for a sequence of
words {w1, · · · , wm} in a sentence S. The
sentences come from various languages L ∈
{L1, L2, ..., Ln}. For each word w, the goal is to
map it to a pre-defined sense s ∈ Sm, where Sm =
{s1, s2, ..., sk} is the set of pre-defined candidate
senses for w. The meaning of each sense is defined
by the gloss. The candidate senses have a corre-
sponding gloss set defined as G = {g1, g2, ..., gk}.
For the MWSD task, multiple languages have dif-
ferent inventories but share the same set of synsets
and glosses as defined in BabelNet (Navigli and
Ponzetto, 2012).

3.2 Multilingual Corpora Preparation

We use machine translation and alignment tools
to acquire annotated training data for multiple lan-
guages. Machine translation has been developed
for decades and has achieved remarkable progress
(Wu et al., 2016; Tiedemann et al., 2020). Follow-
ing (Luan et al., 2020), we use google translation
to acquire parallel training corpora from English to
other languages. Specifically, we translate SemCor
(Miller et al., 1993) into the target languages with
the Google translation tool2 (Wu et al., 2016).

There are many research alignment methods to
acquire aligned words across languages based on
parallel corpora (Dyer et al., 2013; Östling and
Tiedemann, 2016; Luan et al., 2020; Dou and Neu-
big, 2021). We use the early FastAlign tool3 (Dyer
et al., 2013) to align the words across languages
for simplicity. Through the process, we propagate
the annotations from English to multiple languages.
The weak supervision signal in the transferred an-
notations can be further utilized in supervised sys-
tems.

An example of the context translation alignment
and sense mapping between English and French
is shown in Figure 4. Note that our method is
language-independent and thus can be applied to
many languages. For evaluating the MWSD sys-
tem on SemEval-13 and SemEval-15, we apply the
method to four languages, German (DE), French
(FR), Spanish (ES), and Italian (IT).

3.3 Model Overview

The MWSD system mainly consists of an mBERT-
UNI model, which is built upon the biencoder

2https://translate.google.com
3https://github.com/clab/fast_align



4196

Context in English:  Workers usually think more of a plan they contribute to .

Aligning target words: 

Context in French: Les travailleurs pensent généralement davantage à un plan auquel ils contribuent .

Figure 4: Example of training corpora preparation. The training corpora are first translated into multiple languages
by the google translation tool. Then FastAlign tool is applied to find the alignment of labeled target words in
English context to other languages. The matched aligned words in different languages are shown in the same color.

model for the English WSD task (Blevins and
Zettlemoyer, 2020), where one encoder for en-
coding multilingual context and the other encoder
for encoding unified gloss knowledge. The dif-
ference is that we apply the model to construct
unified representations which can be used across
languages. Both encoders apply the multilingual
BERT (mBERT) transformer. mBERT (Kenton
and Toutanova, 2019) is trained on 104 languages
and is commonly used for cross-lingual semantic
representation.

The model first extracts representations of con-
text word and candidate sense representations. For
a target word w in the language L, the context
encoder generates its representation as eLw. Specifi-
cally, it is the average pooling of target word tokens
in the output.

For sense representations, the gloss set of the
corresponding target word is fed as input to the
gloss encoder. Though different languages vary in
the form of contexts, they share the synsets which
can be described by gloss knowledge in a single
language, e.g., English. The hidden state of [CLS]
token in the gloss encoder output is the vector rep-
resentation of the gloss. The representation of the
candidate gloss set is {eg1 , · · · , egk}.

The similarity scores between embedding of tar-
get word and embeddings of its candidate sense set
are calculated by the dot product:

scoreL(w, gi) = eLw · egi , i ∈ [1, k].

The candidate sense with the highest score is the
predicted sense produced by the system.

The system is trained with cross-entropy loss
over the scores after a softmax activation under a
supervised paradigm:

pi =
exp(scoreL(w, gi))∑k
i=1 exp(score

L(w, gi))
,

lossL(w) = −
k∑

i=1

[yi log (pi)] ,

where yi is 1 if the ith sense is the correct sense
otherwise yi is 0.

Joint Training Setting. As annotations are
scarce for low-resourced languages, we further de-
sign the joint language setting to see if the uni-
fied sense representation can connect annotations
across languages to benefit the MWSD task. Under
the joint language training setting, the inputs to
the context encoder can be from different sources
and languages. In contrast, the gloss encoder still
generates representation for the Babel synsets.

4 Experiment Setup

In this section, we introduce the experiment de-
tails including the evaluation dataset, the evalua-
tion metric, training corpora, baseline methods, and
implementation details.

4.1 Dataset and Evaluation Metric

Following the previous work (Barba et al., 2020),
we evaluated the systems with the updated ver-
sion of SemEval-13 and SemEval-15 4(WordNet
split). Specifically, SemEval-13 contains four low-
resourced languages: Italian (IT), Spanish (ES),
French (FR), and German (DE), and SemEval-15
contains Italian and Spanish. As no development
dataset is provided, we randomly sample a small
amount of the test instances as a development set
for model selection. The instance number and the
distribution of word sense number(#sense) on the
test dataset are shown in Table 1. The word #sense
distribution is calculated separately on word level
and instance level. The test instance with the higher
word sense is more difficult than those with lower
word sense because there are more senses to be
disambiguated. The F1 score(%) is used as the
evaluation metric.

4https://github.com/SapienzaNLP/mwsd-datasets
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Dataset Inst num Word avg Inst avg
SemEval-13-IT 1,490 3.80 5.51
SemEval-13-ES 1,260 4.20 5.52
SemEval-13-FR 1,449 2.36 3.03
SemEval-13-DE 1,076 1.60 2.17
SemEval-15-IT 1,007 4.38 5.27
SemEval-15-ES 1,043 6.17 6.19

Table 1: Distribution of instance numbers, average
word #sense on word level, and average word #sense
on instance level for SemEval-13 and SemEval-15 test
datasets.

4.2 Training Corpora

We utilize two types of automatically generated
training datasets in our experiments, the dataset
generated by our proposed translation-based
method, and the dataset generated by a label
propagation method MuLaN (Barba et al., 2020).
Details of the dataset are shown in Table 2.

Translated Corpora: SemCor (Miller et al.,
1993) is one of the largest annotated English
WSD datasets, which contains 226,036 training
instances covering 33,362 senses. We use SemCor
3.0 as the translation source. Due to differences
in morphology between languages and inaccuracy
brought by the alignment tool, a small amount
of the annotated senses in English cannot be
transferred to other languages. As a result, we get
a comparable number of training instances.

MuLaN: MuLaN is one of the most representative
works in automatically constructing the training
corpus for the MWSD task. MuLaN has a broader
coverage of sense keys as it utilizes the BabelNet
inventory than SemCor which utilizes the WordNet
inventory. Since we utilize the WordNet split of
inventories and evaluation datasets, some of the
words in the original MuLaN dataset are not in the
used inventories. For fair comparison on mBERT-
UNI model by inducing lexical gloss knowledge,
we keep the instances with target words existing
in the provided inventory, resulting in a filtered
dataset MuLaN*.

4.3 Baselines

We compare the proposed mBERT-UNI model with
the following baseline methods:

1. BabelNet S1: This baseline tags the target
word with its most common sense. Following
the ranking in BabelNet inventory, the top one

Language EN DE FR IT ES

Translated 226k 169k 181k 181k 179k
MuLaN – 245k 311k 416k 452k
MuLaN* – 221k 270k 343k 394k

Table 2: Number of training instances for our transla-
tion based dataset, original MuLaN dataset, and filtered
MuLaN* dataset.

ranked sense is the most common sense (MCS).
The left senses are least common sense (LCS).
We denote this frequency-based baseline as “Ba-
belNet S1.”

2. mBERT-CLS: The model is built on
mBERT (Kenton and Toutanova, 2019).
The pre-trained language model first extracts
feature representation for target words in
context sentences. On top of the frozen mBERT
representation, a linear classifier is trained to
classify the senses of target words. The model
cannot be used to disambiguate unseen senses
from the training dataset. Therefore, the model
always predicts the most common sense for
unseen senses as a back-off strategy.

4.4 Implementation Details

Both encoders in mBERT-CLS and mBERT-UNI
models are initialized with a pre-trained Bert-base-
multilingual-uncased model, which has 110M pa-
rameters. For both models, we use the Cross-
Entropy loss as the training loss, and Adam
(Kingma and Ba, 2015) as the optimization algo-
rithm.

For mBERT-CLS, we fed the concatenation of
the last four layers’ output from mBERT encoder
to a linear classifier. As discussed in (Blevins
and Zettlemoyer, 2020), finetuning the mBERT-
CLS does not improve the performance on the En-
glish WSD classification task. Therefore, we keep
mBERT frozen and only train the linear classifier
during training. The model is trained with a fixed
learning rate 2 · 10−5 for 50 epochs. The training
batch size is 128.

For mBERT-UNI, the unified representation are
generated from gloss knowledge in English, collect-
ing from BabelNet and WordNet. For each sense
key, BabelNet may have several gloss definitions
and we select the source from WordNet for simplic-
ity. The whole model is trained with the learning
rate 10−5 for 20 epochs. We set the batch size at
40. The experiments are run on RTX 2080 and
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Model SemEval-13 SemEval-15

IT ES FR DE IT ES

BabelNet S1 53.22 60.32 60.04 76.58 45.38 39.31

mBERT-CLS (Trans) 69.53 70.32 67.43 67.57 61.67 57.62

mBERT-UNI (SemCor) 65.70 67.14 78.61 79.74 67.23 64.91
mBERT-UNI (Trans) 70.94 69.68 77.29 80.48 71.00 67.11

Table 3: Results of mBERT-UNI on SemEval-13 and SemEval-15 test datasets. The training corpora generated
from translation are briefly denoted as Trans.

the average running time for each experiment is 40
hours. For collecting glosses of word senses, we
use BabelNet API 5.

5 Result Analysis

In this section, we analyze the performances of our
proposed mBERT-UNI model in two parts. We first
introduce the effects of mBERT-UNI on MWSD
task with our generated translated corpora. After
that, we present further experiment results on the
MWSD task under various settings.

5.1 Results of mBERT-UNI

We present the performance of mBERT-UNI and
other baseline methods in Table 3. From the results,
we can make the following observations:

1. Compared with BabelNet S1, knowledge and
learning-based methods (i.e., mBERT-CLS and
mBERT-UNI) can perform better in most lan-
guages. Such results show that even though we
do not have any annotations for these languages,
the corpus we translate from English can serve
as a strong weak-supervision signal.

2. The only exception is German, in which Babel-
Net S1 outperforms mBERT-CLS with transla-
tion. As shown in Table 1, this is potentially
because words in German typically have much
fewer candidate senses than in other languages.
As a result, in most instances, simply predicting
the most common sense will lead to the correct
answer. In this case, the effect of learning is not
as significant as in other languages. Even so, by
carefully modeling the unified sense representa-
tions, the proposed model can still outperform
the BabelNet S1 method by a 3.9 % F1 score.

3. Compared with the mBERT-CLS system, the
proposed mBERT-UNI model outperforms on

5https://babelnet.org/guide

five out of six datasets because of additional lex-
ical knowledge from sense representations with
the same translated corpora. Though mBERT-
CLS has captured the transferred supervised sig-
nal from translated corpora, it is still not enough
to disambiguate the senses well. By utilizing
lexical knowledge from the unified sense defini-
tions, mBERT-UNI can better disambiguate the
word senses under a supervised setting.

4. The translated corpora benefit the MWSD sys-
tem with external multilingual data. Compared
to the mBERT-UNI system trained on original
English SemCor and trained on the translated
corpora, we can find that the system achieves
performance gain on five out of six test datasets.
This shows that though the machine translation
and alignment tools may induce noise in the cor-
pora preparation process, the resulting multilin-
gual corpora still benefits the system on MWSD
tasks. Future work may exploit in the direc-
tion of acquiring multilingual corpora of higher
quality through automatic methods that can still
benefit the system.

5.2 Further Analysis on mBERT-UNI
In this section, we conduct further analysis to show
the effects of leveraging an additional corpus Mu-
laN (Barba et al., 2020) on mBERT-UNI, the effects
of joint learning, and the performance on Least
Common Sense (LCS). Details are as follows.

5.2.1 Effect of Adding MuLaN Corpora
To see if the knowledge brought by the unified
sense representations can be helpful under a su-
pervised paradigm with extra training corpora, we
conduct experiments on MuLaN. The results are
shown in Table 4.

By incorporating the unified sense representa-
tion, previous data generation methods such as Mu-
LaN can further boost the performance of MWSD
tasks. From the results, we can see even with the
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Model SemEval-13 SemEval-15

IT ES FR DE IT ES

BabelNet S1 53.22 60.32 60.04 76.58 45.38 39.31

SensEmBERT (Scarlini et al., 2020) 69.80 73.40 77.80 79.20 - -
OneSeC (Scarlini et al., 2019) 63.45 61.59 65.10 75.84 - -
MuLaN (Barba et al., 2020) 77.45 77.70 80.12 82.09 70.31 68.73
mBERT-CLS (MuLaN*) 69.73 75.87 78.54 82.62 68.82 67.50

mBERT-UNI (MuLaN*) 75.64 80.24 81.64 83.27 72.99 70.47
mBERT-UNI (Trans+MuLaN*) 76.98 79.44 82.68 83.83 74.58 68.94

Table 4: Results of mBERT-UNI with extra data corpora MuLaN on SemEval-13 and SemEval-15 test dataset.
mBERT-CLS (MuLaN*) is the performance on filtered dataset MuLaN*. mBERT-CLS (MuLaN*) is the perfor-
mance of our implementation with filtered MuLaN as training data. MuLaN is the performance from original
paper.

filtered training corpora of smaller size, mBERT-
UNI still achieves performance gain over five out of
six test datasets compared to MuLaN (Barba et al.,
2020). Though the unified sense representations
are built based on glosses from the English lan-
guage only, it can still benefit multiple languages
since words share a set of synsets. Future research
may continue to find if enriching the sense repre-
sentations with resources from different languages
would still benefit the system.

Moreover, the unified sense representations en-
coded with the gloss knowledge from BabelNet,
are of high quality. SensEmBERT (Scarlini et al.,
2020) produced BERT-based sense embeddings by
exploiting mostly the semantic relations in Babel-
Net and Wikipedia for multiple languages sepa-
rately. Compared with SensEmBERT, our unified
sense representation can be simply acquired from
the single lexical knowledge source WordNet and
even achieves higher performance on the MWSD
task.

The mBERT-UNI also supports merging multi-
ple sources of data generation efforts. Combining
MuLaN* with our generated dataset, mBERT-UNI
can boost the performance on four out of six test
datasets. The only exception is Spanish (ES). As
shown in Table 1, the test instances in ES are more
challenging than in other languages, and thus they
are potentially more vulnerable to the noise in the
automatically generated training corpora.

5.2.2 Effect of Joint Training
In this section, we conduct experiments to study the
effect of the proposed joint learning setting. We are
interested in two questions: (1) Whether the joint
learning setting can help models solve the MWSD
problem or not? (2) Whether the joint learning set-
ting will have a negative effect on English WSD

IT13 IT15
Test dataset

65

70

75

80

85

65.70
67.23

75.64

72.99

77.45

74.68

SemCor
MuLaN*
Joint

ES13 ES15
Test dataset

65

70

75

80

85

67.14
64.91

80.24

70.47

79.29

68.65

SemCor
MuLaN*
Joint

FR13
Test dataset

76

78

80

82

84

86

88

90

78.61

0.00

81.64

0.00

83.30

0.00

SemCor
MuLaN*
Joint

DE13
Test dataset

76

78

80

82

84

86

88

90

79.74

0.00

82.62
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Figure 5: Results of joint learning on the MWSD task.
For joint training setting of each language, training data
contains SemCor (English) and MuLaN* with the cor-
responding language part, e.g., SemCor and MuLaN*
(Italian) for Italian (IT13 and IT15).

or not. To answer the question, we conduct exper-
iments on training with monolingual datasets and
multilingual datasets.

To answer the first question, we present the per-
formances on the MWSD task in Figure 5. We
can see that joint learning can achieve better perfor-
mance on four out of the six datasets and compa-
rable performance on the other two (ES13, ES15).
For each language, we combine the MuLaN* with
English SemCor as a new training dataset. This
result shows that with the unified sense representa-
tion, jointly training instances from different lan-
guages can improve the annotation usage efficiency
across languages. For language ES, the higher
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Model SemEval-13 SemEval-15

IT ES FR DE IT ES

mBERT-CLS (Trans) 60.02 63.11 57.16 45.58 49.26 53.21
mBERT-UNI (Trans) 62.59 61.92 67.38 59.83 63.90 64.15

mBERT-CLS (MuLaN*) 61.45 68.74 68.36 64.38 59.02 63.61
mBERT-UNI (MuLaN*) 68.24 75.81 72.77 66.38 66.83 63.47

Table 5: Results of Least Common Senses (LCS) on SemEval-13 and SemEval-15 test dataset.

Dataset SemCor +IT +ES +FR +DE

ALL 75.70 75.94 75.82 75.76 75.31
∆ - +0.24 +0.12 +0.06 -0.39

Table 6: Results of joint learning on the ALL test
dataset of English WSD task. +IT means that training
dataset contains the SemCor (English) and MuLaN*
(Italian).

word #sense of the test instances may account for
the performance drop under a joint training setting
than using MuLaN* alone.

To answer the second question, we report the per-
formance of the mBERT-UNI model trained with
English SemCor as well as another joint trained
setting on the all-words English WSD datasets
proposed by (Raganato et al., 2017). The test
dataset “ALL” covers all five datasets, including
semeval 2007 (Pradhan et al., 2007), senseval-
2 (Palmer et al., 2001), senseval-3 (Snyder and
Palmer, 2004), semeval2012 (Navigli et al., 2013),
and semeval2015 (Moro and Navigli, 2015). We
show the results in Table 6. We can see that the
overall performance in English is comparable in
different settings. Since the MuLaN dataset is spe-
cially designed for other languages and the propa-
gated annotations mainly come from SemCor, the
joint training does not benefit the English WSD
task much. However, joint training enables a sin-
gle mBERT-UNI to generate unified sense repre-
sentations, which can be used in disambiguating
word senses in multiple languages. In future work,
the unified sense representation may be applied in
cross-lingual representation learning.

5.2.3 LCS Analysis
In this section, we analyze the influence of uni-
fied sense representation on the performance of the
least common senses (LCS). We split the test in-
stances into two parts, one part with annotation of
BabelNet S1 and one part with annotations except
BabelNet S1 as least common senses. Compared
with most common senses, less common ones are
more difficult to disambiguate for MWSD systems

because of fewer training instances on average.
We show the performances on the two groups of

different systems are shown in Table 5. Comparing
mBERT-CLS and mBERT-UNI, adding the sense
representations can help improve models’ perfor-
mance significantly on the least common senses.
The improvement is consistent on different training
corpora for both the translated corpora and MuLaN.
It can be concluded that unified sense representa-
tion with lexical knowledge improves the ability
of deep models to disambiguate the least common
senses. This is because mBERT-UNI can still gen-
erate and learn unique sense representations for
the least common senses even with no or very few
training instances. However, while the systems
achieve decent performance on the overall perfor-
mance, disambiguating the lease common senses
is still a challenging problem.

6 Conclusion and Future Work

In this paper, to build feasible knowledge and super-
vised based systems for multilingual word sense
disambiguation, we propose to construct unified
sense representation by utilizing Babel synsets, and
transferred annotations from rich source languages
by machine translation and alignment tools. With
the unified representations, previous data genera-
tion efforts can be combined and further boost the
performance. Moreover, annotations from differ-
ent languages can be jointly trained and benefit the
multilingual word sense disambiguation task. Ex-
periments on standard evaluation multilingual word
sense disambiguation benchmarks demonstrate the
effectiveness of the proposed method.

Future work can be extended on how to induce
more lexical knowledge from various languages
to improve the representation learning. Moreover,
based on the fact that multiple languages share a
set of concepts described by Babel synsets, the
generated representations may benefit cross lingual
representation for other natural language under-
standing tasks.
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