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Abstract

The widespread use of social networking ser-
vices (SNSs) such as Twitter and Facebook
in recent years have rendered it easy to in-
teract with various people all over the world.
Analysis of the user personality and emotion
using features such as the text information
and image information on SNSs has been re-
searched. This study analyzes the effective-
ness of using emotional information as a fea-
ture when building a personality estimation
model for Twitter users. The extensively used
Myers-Briggs type indicator (MBTI) is used
for analysis. A method is proposed for esti-
mating the MBTI personality pattern by ex-
tracting emotional information from Twitter
and adding it to the characteristics of the dis-
tributed expressions of sentences and words.
Through evaluation experiments, it is deter-
mined whether the emotional information is
effective in constructing the MBTI personal-
ity estimation model. The obtained results
demonstrate that the accuracy is improved
when emotional information is included as a
feature, compared to the case without emo-
tional information.

1 Introduction

In recent years, it has become possible for anyone to
easily interact with many others all over the world
because of the prevalence of social networking ser-
vices (SNSs) such as Twitter and Facebook. Cer-
tain services recommend suitable friend candidates
to the user based on information such as hobbies,
occupation, age, and gender. However, it is difficult

to comprehend the personality of the user based on
this information alone. Therefore, we investigate the
estimation of the user personality based on the com-
ments posted on SNSs.

Bakry et al. (Bakry et al., 2019) described per-
sonality estimation based on user information from
online social networks (OSNs). They not only sum-
marized several machine learning algorithms, such
as the SVM, Naive Bayes, gradient boosting, and
neural networks, but also described the features and
dataset scale used for training, considering each
character estimation model. Some of the models
have a high accuracy rate of approximately 90% but
as the data set is small, there is no generalization.
The other model accuracies are not high, at approxi-
mately 60%. Thus, the accuracy of personality es-
timation based on user information from SNSs is
insufficient. However, it is crucial to improve the
personality estimation accuracy for the realization of
various services on SNSs.

Yamada et al. (Yamada et al., 2019) extracted
features from user tweets and built a personality
estimation model using a support vector machine
(SVM). They utilized the Myers-Briggs type indi-
cator (MBTI), which is an introspective self-report
questionnaire. As shown in Table 1, it includes four
indicators with two types each, and a total of 16 per-
sonality types.

In our research, we not only use the sentence
vector extracted from a tweet sentence but also the
emotional information estimated from it as a feature
when determining the accuracy of the personality
estimation model. Emotional information includes
the emotions and impressions of human beings when



watching a movie or listening to music, and is con-
sidered to be closely related to the personality. Oku-
mura et al. (Okumura et al., 2015) analyzed the per-
sonality of a blogger based on the Big Five, which
is an emotion judgment system that estimates nine
emotions, such as“ anger”,“ sadness”,“ joy”,
“disappointment”,“ regret”,“guilt”,“ shame”,
“ fear”, and“ safety”(Tsuchiya et al., 2009).

We attempt to acquire the Emotional information
vector from a tweet using the emotion estimation
model, and apply it as a new feature. We further
confirm whether the estimation information is ef-
fective for constructing the personality estimation
model. We compare and analyze the results when
the personality estimation model is trained using the
sentence vector extracted from a tweet sentence, and
when the sentence vector included emotion informa-
tion vector is trained as a feature in personality es-
timation. The emotional categories targeted in this
research are based on the emotional system diagram
proposed by Fisher (Fischer et al., 1989), which in-
cludes four emotions, namely,“ joy”,“ surprise”,
“ anger”, and“ sorrow”.

The direction of energy
Extraversion (E) or Introversion (I)

How to see things
Sensing（S）or Intuition (N)

How to judge
Thinking (T) or Feeling (F)

How to interact with the outside world
Judging (J) or Perceiving (P)

Table 1: Four indicators and two types of MBTI.

2 Related Work

2.1 Personality Analysis Using Social Media

There are several other studies that estimate the per-
sonality from text information, in addition to the pre-
viously mentioned studies by (Yamada et al., 2019)
and (Okumura et al., 2015).

Tanaka et al. (Tanaka et al., 2016) proposed a
judgment method based on tweets on egogram di-
agnosis result using Naive Bayes classifier. Their
method applied the word frequency vector as the
feature to be learned and estimated the expression
level of each state assuming that the five ego states

of the egogram are independent.
Matsumoto et al. (Matsumoto et al., 2017) ex-

tracted the feature vector as a sentence unit using
sentence2vec and constructed an egogram estima-
tion model through a multi-layer neural network.
They demonstrated a higher personality match rate
compared to that using only sentence2vec by includ-
ing word intimacy, which is an index that shows the
familiarity of a word based on a real value ranging
from 1-7. However, the contribution of this value to
each personality pattern is not clear because word in-
timacy does not indicate the familiarity of the word
to the user.

Minamikawa et al. (Minamikawa et al., 2010)
proposed a personality estimation method based on
blogs, using text mining. They used egograms
for personality diagnosis, provided information gain
scores to the Bag-of-Words features and performed
personality estimation using the Naive Bayes clas-
sifier and SVM. The experimental results demon-
strated, that the more the features used, the more
accurate was the personality estimation.

The study by Guntuku et al. (Guntuku et al.,
2017) aimed to determine how and to what extent
personality differences, measured using the Big Five
model, are related to online image posting and lik-
ing. The purpose of their study was to determine
how and to what extent personality differences, as
measured by the Big Five model, are related to on-
line image posting and liking. In their study, they
used large-scale image content analysis to extract in-
terpretable semantic concepts from 1.5 million Twit-
ter images posted by 4,000 users, and analyzed the
differences in each personality trait. The prediction
results show that image content can predict person-
ality traits, and that the posted image and the ”like
We showed that fusing the signals from both images
provides a significant performance improvement.

Most of the studies on personality estimation
based on text information use word-based features
but few have attempted to improve the accuracy con-
sider the relationship between the personality and
sensibility. However, the research results of (Oku-
mura et al., 2015) indicate that emotional informa-
tion can be extracted from the remarks on blogs and
SNSs, which not only express the feelings of the
writer, but also serve as a clue to their personality.
In addition, it is shown that social media image con-



tent is related to personality. In this study, we not
only analyze words but also extract the emotional
features from sentences composed of multiple words
and confirm whether they are effective as features
for personality estimation.

2.2 Emotion Estimation from Tweets

Several studies estimate emotions based on the text
posted on Twitter. For example, Matsumoto et al.
(Matsumoto et al., 2016) proposed a method for con-
structing an emotion estimation model for each at-
tribute of a Twitter user. Although they considered
the occupation and gender of the user, modelling by
attribute may not be more effective than a gener-
alized model that does not consider the attributes;
moreover, the features need to be effective for emo-
tion estimation regardless of the attributes.

Fujino et al. (Fujino et al., 2018) attempted to
improve the accuracy of emotion estimation with a
classification model using a neural network adapted
to gender. A certain degree of accuracy improve-
ment was observed but the effectiveness could not
be confirmed.

Jamal et al. (Jamal et al., 2021) proposed an
IoT-based framework for sentiment classification of
tweets using S-LSTM model with improved Term
Frequency Inverse Document Frequency (TFIDF)
and Long-Short Term Memory (LSTM) after filter-
ing the tweets. Furthermore, they use Adaptive Syn-
thetic (ADASYN) to resolve class imbalance and
improve the accuracy. The evaluation experiments
proved that their method outperforms the state-of-
the-art methods.

These studies demonstrate that the distribution of
the vocabulary and labels in the target data is im-
portant for highly accurate emotion estimation from
the posted text on Twitter, and that differences in
the user attributes may not directly affect the accu-
racy of emotion estimation. In this study, the influ-
ence of vocabulary distribution is reduced by using a
model with a distributed representation of sentences
learned from a large-scale corpus as a feature and by
adopting an oversampling method to deal with the
imbalance in the emotion labels.

3 Proposed Method

3.1 Tweet Collection
The accounts of Twitter users who tweeted the per-
sonality diagnosis results with the hashtag“#16per-
sonalities”were identified using the Twitter API.
16personalities 1 is a web service that provides a per-
sonality diagnosis test service based on the MBTI,
and the diagnosis results can be shared directly on
Twitter. Figure 1 is an example of a tweet shared
directly from 16Personalities on Twitter

Figure 1: Example of a Tweet shared from 16Personali-
ties.

Further, we collected approximately 100-200
tweets from each user account on dates close to the
shared personality diagnosis result tweet.

3.2 Feature Extraction from Tweets
All the collected tweets were preprocessed to re-
move noise, as follows:

• Remove URL

• Remove emoticon

• Remove hashtag

• Convert full-width alphabets and numbers to
half-width characters

• Replace numbers with zero

Python’s neologdn package2 for text normaliza-
tion was used, which normalizes Japanese text, and
easily and rapidly performs a wide variety of text
normalization.

Further, MeCab, a morphological analysis en-
gine, was applied to divide all the tweet sentences

1https://www.16personalities.com/
2https://github.com/ikegami-yukino/

neologdn



denoised word-by-word. mecab-ipadic-neologd
(Sato., 2015) was used as the MeCab dictionary.
This dictionary includes new words and named en-
tities, and is suitable for the morphological analysis
of tweet sentences because unique expressions and
new words appear at a high rate in the tweet on Twit-
ter. We extracted a total of four features: Word2Vec,
Sentence BERT, the vector of the intermediate layer
of the neural network that outputs the emotional
information vector, and the emotional information
vector from the processed data. The method for ex-
tracting each vector is presented below.

3.3 Word2Vec

We provided distributed representation to the di-
vided tweet text using the learned Word2Vec model
(Hotlink, Inc.). This model trains CBOW using the
Japanese Wikipedia as the training data and has 100
dimensions. The distributed representation of each
split word of the tweet sentence was given the dis-
tributed representation of the model. The sum of
each distributed representation was then divided by
the number of appear words, and used as the dis-
tributed representation of the tweet. Equation (1)
was applied for calculating the distributed represen-
tation of the tweet using Word2Vec.

V ect =
1

n

n∑
i=1

wvi (1)

3.4 Sentence BERT

We extracted the vector from the tweet text using the
learned Japanese-Sentence BERT model (NS So-
lutions Corporation). This model was created for
Japanese text based on the Sentence-BERT (Nils and
Iryna., 2019). The Japanese BERT model developed
by Tohoku University, Japan3 was used. The data set
used for training is not open to the public.

3.5 Emotion Vector

We built an emotion estimation model using a neu-
ral network based on a corpus with emotion tags to
obtain the emotion vectors as features. The corpus
was manually selected and constructed using an ex-
tended corpus by Fujino et al. (Fujino et al., 2019),

3https://github.com/cl-tohoku/
bert-japanese

based on tweets to which five emotional labels were
manually attached. The emotional label is based on
the emotional system diagram proposed by (Fischer
et al., 1989), which includes“ joy”,“ surprise”,
“ anger”, and“ sorrow”. If it doesn’t apply to any
label, it is set to“neutral”. This model improved the
accuracy of the test data by approximately 80%, due
to oversampling using SMOTE (Chawla et al., 2002)
during training because of the label imbalance in the
corpus. The emotion vector represents the type of
emotion categories (5 types) estimated from the in-
put sentence and is output as a 5-dimensional real-
value vector.

In addition, the 544-dimensional vector extracted
from the hidden layer of the trained network de-
scribed above was also used as a feature. The hid-
den layers in neural networks can often function as
meaningful features. Using these two features as
the emotional information, we compared the aver-
age of Word2Vec’s distributed representation, the
Sentence-BERT vector, and the combined vector.
Furthermore, we experimentally confirmed whether
the emotional information was useful for construct-
ing a personality estimation model. The average of
the distributed representation of a 100-dimensional
Word2Vec and the vector of a 768-dimensional Sen-
tence BERT was input to the emotion estimation
model, which finally, output five emotion labels (joy,
surprise, anger, sadness, neutral) using the SoftMax
function. Figure 2 depicts the architecture of the
emotion estimation model. The vector were ex-
tracted from the layer which is surrounded by the
red line of the network.

Word2Vec: InputLayer
input:

output:

[(None, 100)]

[(None, 100)]

dense: Dense
input:

output:

(None, 100)

(None, 32)

SentenceBERT: InputLayer
input:

output:

[(None, 768)]

[(None, 768)]

dense_1: Dense
input:

output:

(None, 768)

(None, 512)

dropout: Dropout
input:

output:

(None, 32)

(None, 32)
dropout_1: Dropout

input:

output:

(None, 512)

(None, 512)

concatenate: Concatenate
input:

output:

[(None, 32), (None, 512)]

(None, 544)

batch_normalization: BatchNormalization
input:

output:

(None, 544)

(None, 544)

dense_2: Dense
input:

output:

(None, 544)

(None, 100)

dense_3: Dense
input:

output:

(None, 100)

(None, 5)

Figure 2: Architecture of the emotion estimation model.



3.6 Construction of the Personality Estimation
Model

We built a classification model with LightGBM
(Guolin et al., 2017), which takes the average fea-
tures extracted from the user tweets as the input and
outputs the personality types. LightGBM is a gra-
dient boosting machine learning framework based
on the decision tree algorithm. In gradient boosting,
the calculation cost increases with the increase in the
number of records and features of the training data;
however, LightGBM uses gradient-based one-side
sampling (GOSS) and exclusive feature bundling
(EFB) to reduce the number of records and features,
and efficient training is performed.

4 Evaluation Experiment

We conducted an experiment to evaluate the effec-
tiveness of personality estimation through the pro-
posed method using the collected data. We had
identified approximately 8,000 accounts in which
the MBTI personality diagnosis results had been
tweeted. Figure 3 displays a graph of the number of
collected users with respect to the MBTI personal-
ity type. It can be observed that the number of INFP
type users is extremely high and the number of users
belonging to the extraversion (E) type is smaller than
that of the introversion (I). Approximately 100-200
tweets were collected from these accounts, start-
ing from the tweets on the personality diagnosis re-
sults, and a total of approximately 780,000 tweets
were obtained, and contain the MBTI diagnosis re-
sult tweet.

Figure 3: Number of users with respect to the MBTI per-
sonality type.

We divided the collected user accounts into train-
ing and test user accounts at a ratio of 8:2. Table 2

lists the number of users and the number of collected
training and test data tweets.

Users Tweets

Training Data 6,463 856,541
Test Data 1,623 217,118
Total 8,086 1,017,118

Table 2: Breakdown of the training and test data.

With these data, LightGBM was used to train a
model that binary classified each of the four indi-
cators of the MBTI personality type into two types.
As LightGBM includes many hyper parameters, we
optimized them using Optuna (Akiba et al., 2019),
which is an automatic hyper parameter optimiza-
tion framework designed for machine learning. The
accuracy of the personality estimation model was
compared for four patterns: the mean of the dis-
tributed representation of Word2Vec (Word2Vec),
the mean of the vectors of Sentence BERT (Sen-
tence BERT), Word2Vec + Sentence BERT, and All
features (Word2Vec + Sentence BERT + Emotional
Vector).

In addition, we used the ROC curve AUC as the
evaluation index. The ROC curve AUC is a per-
formance measurement for the classification model.
The ROC curve is plotted with the false positive rate
(FPR) on the x-axis and the true positive rate (TPR)
on the y-axis. The ROC curve is plotted with a false
positive rate (FPR) on the x-axis and a true positive
rate (TPR) on the y-axis, and the higher the area un-
der the curve (AUC), the more accurate the model.
The TPR and FPR can be calculated for equations 2
and 3.

TPR =
TP

TP + FN
(2)

FPR =
FP

TN + FP
(3)

5 Results and Discussion

Table 3 shows the AUC of the ROC curve of the
binary classification personality estimation model,
which classifies each of the four indicators of
the MBTI personality type into two types. For



feature W2V SBERT W2V + SBERT ALL (Contain Emotion)
IE 0.647 0.645 0.661 0.734
NS 0.666 0.669 0.681 0.738
TF 0.643 0.659 0.666 0.722
JP 0.571 0.604 0.606 0.694

Average 0.632 0.644 0.654 0.722

Table 3: AUC of the ROC curve of the binary classification personality estimation model.
Word2Vec and Sentence BERT, the AUC is al-
most the same; on combining Word2Vec and Sen-
tence BERT, the AUC value is slightly improved in
comparison. Compared to (Word2Vec + Sentence
BERT + Emotional vector) and Word2Vec + Sen-
tence BERT, the AUC for All is higher for all the
MBTI indicators. The IE, NS, and TF indicators
show improvement in the AUC by approximately 5-
7%, and whereas the JP indicator show significant
improvement in the AUC by approximately 10%.
The average AUC of each indicator shows an im-
provement of approximately 7%.

The emotion vector does not improve the AUC
using only the five-dimension vector of the emotion
estimation model but improve the AUC using a 544-
dimension vector of the hidden layer. The higher the
number of feature dimensions, the better the AUC of
the personality estimation model.

The JP indicator reflects the processing in the
outside world, where judging (J) people prefer the
judgment process (thinking or emotion) when deal-
ing with the outside world and perceiving (P) peo-
ple prefer the cognitive process (sense or intu-
ition). Moreover, there is a relationship between the
personality and emotional information because the
AUC is improved not only for the JP indicator but
also the other indicators. In addition, the personality
and sensibilities such as joy and anger are likely to
appear frequently in the text because it is possible to
easily tweet intuitive personal impressions on sev-
eral factors such as one’s physical condition, social
situation, and the weather.

5.1 Data Bias

The collected MBTI data included numerous INFP
personality types and the data was highly biased.
The data collected in the study by Yamada et al. (Ya-
mada et al., 2019) was also biased and the number of
INFP personality types was large as in this study. Ta-
ble 4 depicts the percentage of users for each MBTI

indicator in our study and the study by Yamada. Ya-
mada’s study mentions that the data distribution has
negligible effect because the methods are compared
when evaluating the ROC curve through the AUC as
well. Moreover, it is considered that the impact is
relatively less because our study uses the same eval-
uation indicator as that of Yamada.

Data Set I-E N-S T-F J-P
Yamada’s 78.0-22.0 67.4-32.6 46.9-53.1 34.4-65.6

This Research 73.0-27.0 72.9-27.1 31.0-69.0 37.7-62.3

Table 4: Percentage of MBTI users with respect to each
indicator.

5.2 Comparison with a Latest Research

We compare this study with the latest research
on personality estimation. Amirhosseini et al.
(Amirhosseini et al., 2020) conducted a similar
study of personality estimation based on the MBTI.
They use the MBTI dataset from Kaggle and use
XGBoost (Chen et al., 2016) for training a personal-
ity estimation model. They also use TF-IDF as a fea-
ture. The accuracy of this model is 78.17% for IE,
86.06% for NS, 71.78% for TF and 65.70% for JP.
This model IE indicators approximately 5% and NS
approximately 13% higher than our model. But TF
indicators are approximately 0.5% and NS approxi-
mately 7% less than our model. This indicates that
emotional information contributes to the improve-
ment of the accuracy of NS and TF indicators.

6 Conclusion

In this study, we proposed a method to estimate the
MBTI personality pattern by extracting emotional
information from Twitter and adding it to the char-
acteristics of the distributed expressions of sentences
and words. Evaluation experiments were performed
to determine whether the emotional information was



effective in constructing the MBTI personality esti-
mation model, through the proposed method. The
obtained results confirmed an improvement in the
accuracy of the personality estimation model when
emotional information was included as a feature,
compared to the case without emotional informa-
tion.

In the future, we intend to undertake the follow-
ing. First, we intend to increase the data for training
the personality estimation model in order to enhance
model generalization. Next, we intend to build a
personality estimation model using other methods,
such as neural networks. The model trained by other
methods will be compared to the model trained by
LightGBM to build a more accurate personality es-
timation model. In addition, we intend to further
investigate the type of emotional information that
relates to the personality because the correlation be-
tween the personality and emotional information has
not been fully investigated.

Finally, I want to create a visualization tool for
understanding personality. Gou et al. (Gou et al.,
2013) developed PersonalityViz, an interactive vi-
sualization tool for understanding one’s personality
traits derived from social media. The system uses
the Linguistic Inquiry and Word Count (LIWC) text
analysis tool and LIWC/Big Five personality corre-
lation to calculate a person’s Big Five personality
from his or her tweets. The system provides an in-
teractive visual interface that allows users to explore
their personality traits in chronological order, and by
examining the visual evidence, it is possible to un-
derstand how personality traits are derived from re-
lated tweets. In addition to their functionality, my
visualization tool intends to add the ability to rec-
ommend compatible users.
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