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Introduction

Welcome to the Tutorials Session of NAACL HLT 2021.

The NAACL 2021 tutorials session is organized to give conference attendees a comprehensive
introduction from expert researchers to a topic of importance drawn from our research field. This
year, the tutorials committee consisted of tutorials chairs from four conferences: EACL, NAACL, ACL-
IJCNLP and EMNLP. A total of 35 tutorial submissions were received, of which 6 were selected for
presentation at NAACL 2021. The tutorials selected this year are on topics ranging from transformers to
crowdsourcing. We would like to thank Kristina Toutanova (NAACL general chair), and Steven Bethard
(NAACL publications chair) for their help during the process. We hope you enjoy the tutorials.

NAACL 2021 Tutorial Co-chairs
Greg Kondrak, University of Alberta
Kalina Bontcheva, University of Sheffield
Dan Gillick, Google Research
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Pretrained Transformers for Text Ranking: BERT and Beyond

Andrew Yates,1 Rodrigo Nogueira,2 and Jimmy Lin2

1 Max Planck Institute for Informatics
2 David R. Cheriton School of Computer Science, University of Waterloo

1 Overview

The goal of text ranking is to generate an ordered
list of texts retrieved from a corpus in response to
a query for a particular task. Although the most
common formulation of text ranking is search, in-
stances of the task can also be found in many text
processing applications. This tutorial provides an
overview of text ranking with neural network ar-
chitectures known as transformers, of which BERT
(Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2019) is the best-known ex-
ample. These models produce high quality results
across many domains, tasks, and settings.

This tutorial, which is based on the preprint (Lin
et al., 2020a) of a forthcoming book to be published
by Morgan and & Claypool under the Synthesis
Lectures on Human Language Technologies series,
provides an overview of existing work as a single
point of entry for practitioners who wish to deploy
transformers for text ranking in real-world appli-
cations and researchers who wish to pursue work
in this area. We cover a wide range of techniques,
grouped into two categories: transformer models
that perform reranking in multi-stage ranking ar-
chitectures and learned dense representations that
perform ranking directly.

2 Multi-Stage Ranking Architectures

The most straightforward application of transform-
ers to text ranking is to convert the task into a text
classification problem, and then sort the texts to
be ranked based on the probability that each item
belongs to the relevant class. The first application
of BERT to text ranking, by Nogueira and Cho
(2019), used BERT in exactly this manner. This rel-
evance classification approach is usually deployed
in a module that reranks candidate texts from an
initial keyword search engine.

One key limitation of BERT is its inability

to handle long input sequences and hence dif-
ficulty in ranking texts beyond a certain length
(e.g., “full-length” documents such as news arti-
cles). This limitation is addressed by a number of
models (Nogueira and Cho, 2019; Akkalyoncu Yil-
maz et al., 2019; Dai and Callan, 2019b; MacA-
vaney et al., 2019; Wu et al., 2020; Li et al., 2020),
and a simple retrieve-then-rerank approach can
be elaborated into a multi-stage architecture with
reranker pipelines (Nogueira et al., 2019a; Mat-
subara et al., 2020; Soldaini and Moschitti, 2020)
that balance effectiveness and efficiency. On top
of multi-stage ranking architectures, researchers
have proposed additional innovations, including
query expansion (Zheng et al., 2020), document
expansion (Nogueira et al., 2019b; Nogueira and
Lin, 2019) and term importance prediction (Dai
and Callan, 2019a, 2020).

A natural question that arises is, “What’s be-
yond BERT?” We describe efforts to build rank-
ing models that are faster (i.e., lower inference la-
tency), that are better (i.e., higher ranking effective-
ness), or that manifest interesting tradeoffs between
effectiveness and efficiency. These include rank-
ing models that leverage BERT variants (Li et al.,
2020), exploit knowledge distillation to train more
compact student models (Gao et al., 2020a), and
other transformer architectures, including ground-
up redesign efforts (Hofstätter et al., 2020b; Mitra
et al., 2020) and adapting pretrained sequence-to-
sequence models (Nogueira et al., 2020; dos Santos
et al., 2020). These discussions set up a natural tran-
sition to ranking based on dense representations,
the other main category of approaches we cover.

3 Learned Dense Representations

Arguably, the single biggest benefit brought about
by modern deep learning techniques to text rank-
ing is the move away from sparse signals, mostly
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limited to exact matches, to dense representations
that are able to capture semantic matches to bet-
ter model relevance. The potential of continuous
dense representations for natural language analysis
was first demonstrated nearly a decade ago with
word embeddings on word analogy tasks (Mikolov
et al., 2013). As soon as researchers tried to build
representations for any larger spans of text: phrases,
sentences, paragraphs, and documents, the same
issues that arise in text ranking come into focus. In
fact, ranking with dense representations predates
BERT by many years (Huang et al., 2013; De Boom
et al., 1999; Mitra et al., 2016; Henderson et al.,
2017; Wu et al., 2018; Zamani et al., 2018).

In the context of transformers, the general setup
of ranking with dense representations involves
learning transformer-based encoders that convert
queries and texts into dense, fixed-size vectors. In
the simplest approach, ranking becomes the prob-
lem of approximate nearest neighbor (ANN) search
based on some simple metric such as cosine sim-
ilarity (Lee et al., 2019; Xiong et al., 2020; Lu
et al., 2020; Reimers and Gurevych, 2019; MacA-
vaney et al., 2020; Gao et al., 2020b; Karpukhin
et al., 2020; Zhan et al., 2020; Qu et al., 2020;
Hofstätter et al., 2020a; Lin et al., 2020b). How-
ever, recognizing that accurate ranking cannot be
captured via simple metrics, researchers have ex-
plored using more complex machinery to compare
dense representations (Humeau et al., 2020; Khat-
tab and Zaharia, 2020). Here, as with multi-stage
ranking architectures, limitations on text length
and effectiveness–efficiency tradeoffs are impor-
tant considerations. It becomes increasingly diffi-
cult to accurately capture the semantics of longer
texts with fixed-sized representations, and increas-
ingly complex comparison architectures increase
latency and may necessitate reranking designs.

4 Looking Ahead

Learned dense representations complement sparse
(bag-of-words) term-based representations central
to keyword search techniques that have domi-
nated the landscape for more than half a cen-
tury. Together, hybrid multi-stage approaches (e.g.,
combining both ranking and reranking) present a
promising future direction.

Despite the excitement in directly ranking with
dense learned representations, we anticipate that
reranking transformers will remain important in the
future. For one, results from dense retrieval can

usually be reranked to achieve even higher effec-
tiveness. At a high level, there are three current ap-
proaches: apply existing transformer models with
minimal modifications, adapt existing transformer
models, perhaps adding additional architectural el-
ements, and redesign transformer-based architec-
tures from scratch. Which approach will prove to
be most effective? The jury’s still out.

Related, in NLP we see that the GPT fam-
ily (Brown et al., 2020) continues to push the fron-
tier of larger models, more compute, and more
data. For text ranking, is the simple answer to build
bigger models? Probably not, since ranking has
important differences with many traditional NLP
tasks. But if not, what are the evolving roles of zero-
shot learning, distant supervision, transfer learning,
domain adaptation, data augmentation, and task-
specific fine-tuning? This remains an interesting
open research question.

While there are aspects of text ranking with
pretrained transformers that are well understood,
many promising directions await further explo-
ration. Looking ahead, we anticipate many more
exciting developments!
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1 Introduction

Deep neural networks have constantly pushed the
state-of-the-art performance in natural language
processing and are considered as the de facto mod-
eling approach in solving most complex NLP tasks
such as machine translation, summarization and
question-answering. Despite the benefits and the
usefulness of deep neural networks at-large, their
opaqueness is a major cause of concern. Interpret-
ing neural networks is considered important for
increasing trust in AI systems, providing additional
information to decision makers, and assisting ethi-
cal decision making (Lipton, 2016).

Interpretation of neural network models is a
broad area of research. Significant work has an-
alyzed network at representation-level (Belinkov
et al., 2017; Conneau et al., 2018; Adi et al., 2016;
Tenney et al., 2019), and at neuron-level (Bau et al.,
2020; Mu and Andreas, 2020a; Bau et al., 2019;
Dalvi et al., 2019a). Others have experimented
with various behavioural studies to analyze mod-
els (Gulordava et al., 2018; Linzen et al., 2016;
Marvin and Linzen, 2018). Moreover, a number of
studies cover the importance of input features and
neurons with respect to a prediction (Dhamdhere
et al., 2018a; Lundberg and Lee, 2017; Tran et al.,
2018). The topic of interpretation of neural mod-
els has gained a lot of attention in a last couple of
years. For example, it has been added as a regular
track in major *CL conferences. There is an annual
workshop, BlackboxNLP, dedicated for this pur-
pose. The ACL 2020 and EMNLP 20201 featured
tutorials on the topic (Belinkov et al., 2020). The
ACL tutorial focused on two subareas of interpreta-
tion which are the representation analysis and the
behavioral studies. The EMNLP tutorial is solely
focused on behavioral studies i.e. assess a model’s
behavior using constructed examples. Both of these
tutorials serves as a great starting point for the new

1https://2020.emnlp.org/tutorials

researchers in this area.
The representation analysis, also called as struc-

tural analysis, is useful to understand how various
core linguistic properties are learned in the model.
However, the analysis suffers from a few limita-
tions. It mainly focuses at interpreting full vector
representations and does not study the role of fine-
grained components in the representation i.e. neu-
rons. Also the findings of representation analysis
do not link with the cause of a prediction (Belinkov
and Glass, 2019). While the behavioral analysis
evaluates model predictions, it does not typically
connect them with the influence of the input fea-
tures and the internal components of a model (Vig
et al., 2020).

In this tutorial, we aim to present and discuss
the research work on interpreting fine-grained com-
ponents of a model from two perspectives, i) fine-
grained interpretation, ii) causation analysis. The
former will introduce methods to analyze individ-
ual neurons and a group of neurons with respect to
a desired language property or a task. The latter
will bring up the role of neurons and input features
in explaining decisions made by the model. We
will cover important research questions such as
i) how is knowledge distributed across the model
components? ii) what knowledge learned within
the model is used for specific predictions? iii) does
the inhibition of specific knowledge in the model
change predictions? iv) how do different model-
ing and optimization choices impact the underlying
knowledge?

Recent work on interpreting neurons has shown
that in-addition to gaining better understanding of
the inner workings of neural networks, the neuron-
level interpretation has applications in model distil-
lation (Rethmeier et al., 2020), domain adaptation
(Gu et al., 2021) or efficient feature selection (Dalvi
et al., 2020) e.g., by removing unimportant neu-
rons, facilitating architecture search, and mitigating
model bias by identifying neurons responsible for

5



sensitive attributes like gender, race or politeness
(Bau et al., 2019; Vig et al., 2020). These recent
works are not only enabling better understanding
of these networks, but are also leading towards bet-
ter, fairer and more environmental-friendly models,
which are all important goals for the Artificial In-
telligence community at large.

2 Description

The tutorial is divided into two main parts: i) fine-
grained interpretation, and ii) causation analysis.
The first part of the tutorial covers methods that
align neurons to human interpretable concepts or
study the most salient neurons in the network. We
cluster these methods into four groups i) Visual-
ization Methods (Karpathy et al., 2015; Li et al.,
2016a), ii) Corpus Selection (Kádár et al., 2017; Po-
erner et al., 2018; Na et al., 2019; Mu and Andreas,
2020b), iii) Neuron Probing (Dalvi et al., 2019a;
Lakretz et al., 2019; Valipour et al., 2019; Durrani
et al., 2020) and iv) Unsupervised Methods (Bau
et al., 2019; Torroba Hennigen et al., 2020; Wu
et al., 2020; Michael et al., 2020). We will discuss
evaluation methods that are used to measure the
effectiveness of an interpretation method, such as
accuracy, control tasks (Hewitt and Liang, 2019)
and ablation studies (Li et al., 2016b; Lillian et al.,
2018; Dalvi et al., 2019a; Lakretz et al., 2019).
Moreover, we will cover various applications of
these methods that go beyond interpretation such
as efficient transfer learning (Dalvi et al., 2020),
controlling system’s behavior (Bau et al., 2019;
Suau et al., 2020), generating explanations (Mu
and Andreas, 2020b) and domain adaptation (Gu
et al., 2021).

The second part, Causation Analysis, will fo-
cus on methods that seek to characterize the role
of neurons and layers towards a specific predic-
tion. More concretely, we will discuss gradient and
perturbation-based attribution algorithms such as
Integrated Gradients (Sundararajan et al., 2017),
Layer Conductance (Dhamdhere et al., 2018b),
Saliency (Simonyan et al., 2014), SHapley Ad-
ditive exPlanations(SHAP) (Lundberg and Lee,
2017) and showcase how they can help us to iden-
tify important neurons in different layers of a
deep neural network. Besides that we will also
dive deep into more recent and advanced attribu-
tion algorithms that take feature or neuron inter-
actions into account. More specifically, we will
look into Integrated Hessians (Janizek et al., 2020),

Shapely Taylor index (Dhamdhere et al., 2020) and
Archipelago (Tsang et al., 2020).

Lastly, we will mention various open source
toolkits and libraries that provide implementation
of notable techniques in the area. A few exam-
ples of the toolkits are: Captum (Kokhlikyan et al.,
2020), InterpretML2, NeuroX (Dalvi et al., 2019b),
Ecco3 and Diagnnose (Jumelet and Hupkes, 2019).
We will walk-through how some of these tools can
be used for fine-grained interpretation and causa-
tion analysis.

Throughout the tutorial, our goal will also be to
critically evaluate where the strengths and weak-
ness of each of the presented methods lie, and pro-
vide ideas and recommendations around future di-
rections.

3 Outline

1. Introduction: We will introduce the topic
and motivate it by providing the vision of
model interpretability, and how it leads to-
wards fair and ethical models that generalize
well. We will then describe various forms of
interpretation and will outline the scope of the
tutorial (15 minutes).

2. Fine-grained Interpretation: We will
present and discuss the work on neuron-level
interpretation. (90 minutes)

• Methods (30 minutes)
• Evaluation (15 minutes)
• Findings (30 minutes)
• Practical (15 minutes)

3. Causation Analysis: In causation analysis
we will present various methods on interpret-
ing model predictions with respect to input
features and individual neurons. (60 minutes)

• Methods (30 minutes)
• Evaluation (10 minutes)
• Practical (20 minutes)

4. Concept-based Interpretation of Predic-
tion: This part will aim to bridge the gap
between fine-grained interpretation and cau-
sation analysis. We will discuss how fine-
grained interpretation and causation analysis
can be combined to establish concept-based

2https://interpret.ml/
3https://www.eccox.io/
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interpretation of model predictions. (10 min-
utes)

5. Discussion: The last part will discuss the
overall challenges that the current work faces
and suggest future directions. (10 minutes)

4 Prerequisites

We assume basic knowledge of the deep learn-
ing and familiarity with the LSTM-based and
transformer-based pre-trained models such as
ELMo (Peters et al., 2018) and BERT (Devlin et al.,
2019). Additionally, some familiarity with natural
language processing tasks such as, named entity
tagging, natural language inference, etc. would
be useful but not mandatory. We do not expect
participants to have familiarity with the research
on the interpretation and analysis of deep models.
Familiarity with Python, Pytorch and Transform-
ers library (Wolf et al., 2019) would be useful to
understand the practical part.

5 Reading List

• In order to get an overview of the interpreta-
tion field, trainees may look at the following
survey papers: Belinkov and Glass (2019) and
Danilevsky et al. (2020).

• Fine-grained analysis and its Applications:
Bau et al. (2019); Dalvi et al. (2019a); Mu
and Andreas (2020b); Suau et al. (2020) etc.

• Causation analysis: Lundberg and Lee (2017)
provides an overview of various methods in-
troduced in literature. For more details, see
the following papers: Voita et al. (2020);
Sundararajan et al. (2017); Dhamdhere et al.
(2018b); Ribeiro et al. (2016); Janizek et al.
(2020)

In addition to the above list, interested trainees may
look at the papers mentioned in Section 2.

6 Instructor Information (Alphabetic
order

Fahim Dalvi, Software Engineer, Qatar Comput-
ing Research Institute, Qatar
Email: faimaduddin@hbku.edu.qa
Website: https://fdalvi.github.io

Fahim Dalvi is an experienced Software En-
gineer with a demonstrated history of working in

the research industry and is currently employed at
the Qatar Computing Research Institute. Fahim’s
research is centered around the intersection of
Natural Language Processing and Deep Learning,
and he has worked on wide variety of problems
in these fields including Machine Translation,
Language Modelling and Explainability in Deep
Neural Networks. He also spends his time
converting research into practical applications,
with a focus on scalable web applications. Fahim
also spends some time every year mentoring
and teaching Deep Learning at Fall and Summer
schools.

Hassan Sajjad, Senior Research Scientist,
Qatar Computing Research Institute, Qatar

Email: hsajjad@hbku.edu.qa
Website: https://hsajjad.github.io

Hassan Sajjad is a Senior Research Scientist
at the Qatar Computing Research Institute
(QCRI), HBKU. His research interests include
the interpretation of deep neural models, machine
translation, domain adaptation, and natural
language processing involving low-resource and
morphologically-rich languages. His research
work has been published in several prestigious
venues such as CL, CSL, ICLR, ACL, NAACL
and EMNLP. His work in collaboration with
MIT and Harvard on the interpretation of deep
models has also been featured in several tech
blogs including MIT News. Hassan co-organized
BlackboxNLP 2020, and the WMT 2019/2020
machine translation robustness task. He served as
an area chair for the analysis and interpretability,
NLP Application, and machine translation tracks at
various *CL conferences. In addition, Hassan has
been regularly teaching courses on deep learning in-
ternationally at various spring and summer schools.

Narine Kokhlikyan, Research Scientist, Facebook
AI

Email: narine@fb.com
Website: https://www.linkedin.com/
in/narine-k-88916721/

Narine is a Research Scientist focusing on
Model Interpretability as part of PyTorch team
at Facebook. Her research interests include the
understanding of Deep Neural Network internals
and their predictions across different applications
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such as Natural Language Processing, Computer
Vision and Recommender Systems. In the recent
years she gave talks and presented tutorials on
Model Interpretability at KDD 2020 and NeurIPS
2019. Before joining Facebook Narine worked
on Natural Language Processing, Time Series
Analysis and numerical optimizations.

Nadir Durrani, Research Scientist, Qatar
Computing Research Institute, Qatar
Email: ndurrani@hbku.edu.qa
Website: http://alt.qcri.org/
~ndurrani/

Nadir Durrani is a Research Scientist at the
Arabic Language Technologies group at Qatar
Computing Research Institute. His research
interests include interpretation of neural networks,
neural and statistical machine translation (with
focus on reordering, domain adaptation, translitera-
tion, dialectal translation, pivoting, closely related
and morphologically rich languages), eye-tracking
for MT evaluation, spoken language translation
and speech synthesis. His recent work focuses on
analyzing contextualized representations with the
focus of linguistic interpretation, manipulation,
feature selection and model distillation. His
work on analyzing deep neural networks has
been published at venues like Computational
Linguistics, *ACL, AAAI and ICLR. Nadir has
been involved in co-organizing workshops such
as simultaneous machine translation and WMT
2019/2020 Machine translation robustness task.
He regularly serves as program committee and has
served as Area chair at ACL and AAAI this year.
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Type of the tutorial: cutting-edge
Suggested duration: 3.5 hours
Estimated number of participants: 300
Estimate of what % of the tutorial covers work
by the tutorial presenters vs. work by other re-
searchers: 40% vs. 60%.
Open access: We agree to allow the publication of
our slides and video recording of our tutorial in the
ACL Anthology. Other teaching material (i.e., data
and code) will be openly available.

1 Description

Deep learning has become the dominant approach
in Natural Language Processing (NLP) research to-
day, especially when applied on large scale corpora.
Conventionally, sentences are typically considered
as a sequence of tokens in NLP tasks. Hence, pop-
ular deep learning techniques such as recurrent
neural networks (RNN) and convolutional neural
networks (CNN) have been widely applied for mod-
eling text sequence.

However, there is a rich variety of NLP prob-
lems that can be best expressed with a graph struc-
ture. For instance, the structural and semantic in-
formation in sequence data (e.g., various syntactic
parsing trees like dependency parsing trees and
semantic parsing graphs like abstract meaning rep-
resentation (AMR) graphs) can be exploited to aug-
ment original sequence data by incorporating the
task-specific knowledge. As a result, these graph-
structured data can encode complicated pairwise
relationships between entity tokens for learning
more informative representations. However, it is
well-known that deep learning techniques that were
disruptive for Euclidean data such as images or se-
quence data such as text are not immediately appli-
cable to graph-structured data. Therefore, this gap

has driven a tide in research for deep learning on
graphs, especially in development of graph neural
networks (GNN).

This wave of research at the intersection of deep
learning on graphs and NLP has influenced a vari-
ety of NLP tasks. There has seen a surge of inter-
ests in applying/developing various types of GNNs
and achieved considerable success in many NLP
tasks, ranging from classification tasks like sen-
tence classification, semantic role labeling and re-
lation extraction, to generation tasks like machine
translation, question generation and summarization.
Despite these successes, deep learning on graphs
for NLP still face many challenges, namely,

• Automatically transforming original text se-
quence data into highly graph-structured data.
Such challenges are profound in NLP since
most of the NLP tasks use the text sequence
as the original inputs. Automatic graph con-
struction from the text sequence to take into
account underlying structural information is a
critical step in the use of graph neural network
models for NLP problems.

• Effectively modeling complex data that in-
volves mapping between graph-based inputs
and other highly structured output data such
as sequences, trees, and graph data with multi-
types in both nodes and edges. Many genera-
tion tasks in NLP such as SQL-to-Text, Text-
to-AMR, Text-to-KB are emblematic of such
challenges.

This tutorial of Deep Learning on Graphs
for Natural Language Processing (DLG4NLP) is
timely for the computational linguistics community,
and covers relevant and interesting topics, includ-
ing automatic graph construction for NLP, graph
representation learning for NLP, various advanced
GNN based models (e.g., graph2seq, graph2tree,
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and graph2graph) for NLP, and the applications of
GNNs in various NLP tasks (e.g., machine trans-
lation, natural language generation, information
extraction and semantic parsing). The intended au-
diences for this tutorial mainly include graduate
students and researchers in the field of Natural Lan-
guage Processing and industry professionals who
want to know how the state-of-the-art deep learn-
ing on graphs techniques can help solve important
yet challenging Natural Language Processing prob-
lems.

In addition, hands-on demonstration sessions
will be included to help the audience gain practical
experience on applying GNNs to solve challeng-
ing NLP problems using our recently developed
open source library – Graph4NLP, the first library
for researchers and practitioners for easy use of
graph neural networks for various NLP tasks. After
attending the tutorial, the audience are expected
to 1) have a comprehensive understanding of ba-
sic concepts of deep learning on graphs for NLP;
2) learn major recent advances of research in the
intersection of NLP and GNNs; and 3) explore
novel research opportunities of GNNs for NLP, and
learn how to use or even design novel algorithms
with GNNs for effectively coping with various NLP
tasks.

We will start with a broad overview of various
NLP problems that deal with graph structured data,
and highlight some challenges of modeling graph-
structured data in the field of NLP with traditional
graph-based algorithms (e.g., random walk meth-
ods, spectral graph clustering, graph kernels). We
will then introduce the general idea as well as some
commonly used models of GNNs, which have been
an emerging popular tool to deal with graph struc-
tured data. After the introduction of NLP tasks on
graph data and graph neural networks, we will de-
scribe some important yet challenging techniques
for deep learning on graphs for NLP, including auto-
matic graph construction from text, graph represen-
tation learning for NLP and various advanced GNN
based models (e.g., graph2seq, graph2tree, and
graph2graph) for NLP. Some representative NLP
applications are introduced following the methods.
We also include a hands-on demonstration session
on how to quickly build GNN-based models for
solving NLP tasks using our recently developed
open source library Graph4NLP, which was de-
signed for the easy use of GNNs for NLP. We will
summarize the tutorial and highlight some open

directions in the end of this tutorial. The Intro-
duction, Methodologies, Applications, Hands-on
Demonstration, and Conclusion and Open Direc-
tions form the five segments of this tutorial.

2 Prerequisites

The audience is expected to have some basic under-
standing of natural language processing and deep
learning. However, the tutorial will be presented at
college junior/senior level and should be comfort-
ably followed by academic researchers and indus-
trial practitioners.

3 Tutorial Outline

The intended duration of this tutorial is 3.5 hours,
including a half hour break.

I. (20 minutes) Introduction

1. Natural Language Processing: A Graph
Perspective

2. Graph Based Algorithms for Natural
Language Processing

3. Deep Learning on Graphs: Graph Neural
Networks

i. Foundations
ii. Methodologies

iii. Applications in Natural Language
Processing: An Overview

iv. High-level DLG4NLP Roadmap

II. (70 minutes) Methodologies

1. Automatic Graph Construction from
Text

i. Static Graph Construction
ii. Dynamic Graph Construction

2. Graph Representation Learning for NLP
i. Graph Neural Networks for Im-

proved Text Representation
ii. Graph Neural Networks for Joint

Text & Knowledge Representation
iii. Graph Neural Networks for Various

Graph Types
3. GNN Based Encoder-Decoder Models

i. Graph-to-Sequence Models
ii. Graph-to-Tree Models

III. (60 minutes) Applications

1. Semantic Parsing
2. Machine Reading Comprehension
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3. Information Extraction
4. Natural Language Generation
5. Machine Translation

IV. (20 minutes) Hands-on Demonstration

1. A Brief Overview of the Graph4NLP Li-
brary

2. Live Demo

V. (10 minutes) Conclusion and Open Directions

4 Reading List

We aim to make the tutorial self-contained. For
trainees interested in reading important studies be-
fore the tutorial, we recommend the following pa-
pers regarding GNNs (Kipf and Welling, 2016; Li
et al., 2015; Hamilton et al., 2017), automatic graph
construction for NLP (Bastings et al., 2017; Chen
et al., 2020b,a), joint text and knowledge represen-
tation learning (Feng et al., 2020; Lin et al., 2020),
modeling directed graphs (Xu et al., 2018; Chen
et al., 2020b) and heterogeneous graphs (Bastings
et al., 2017; Chen et al., 2020c), and GNN based
encoder-decoder models (Xu et al., 2018; Chen
et al., 2020b; Li et al., 2020).

5 Diversity

Beside the state-of-the-art deep learning on graphs
techniques we are planning to cover, we will dis-
cuss how these graph-based Deep Learning tech-
niques can be used in several NLP applications that
exploit multilingual data, including but not limited
to Machine Translation and Information Extrac-
tion. Our tutorial lectures are full of diversities
from many perspectives. Our team have male and
female researchers(two female tutors and two male
tutors); We are from three different institutions in-
cluding IBM Research, UIUC, and Facebook AI;
We are senior, middle-career, and junior-career re-
searchers. We are researchers and professors from
academic institutions and industrial labs.

6 Presenters

Lingfei Wu is a Principal Scientist at JD.COM
Silicon Valley Research Center. Previously, he
was a research staff member and team leader
at IBM Research. He has published more than
80 top-ranked conference and journal papers
and is a co-inventor of more than 40 filed US
patents. Because of the high commercial value
of his patents, he has received several invention

achievement awards and has been appointed as
IBM Master Inventors, class of 2020. He was
the recipients of the Best Paper Award and Best
Student Paper Award of several conferences such
as IEEE ICC’19, AAAI workshop on DLGMA’20
and KDD workshop on DLG’19. His research has
been featured in numerous media outlets, including
NatureNews, YahooNews, Venturebeat, and
TechTalks. He has co-organized 10+ conferences
(KDD, AAAI, IEEE BigData) and is the founding
co-chair for Workshops of Deep Learning on
Graphs (with KDD’21, AAAI’21, AAAI’20,
KDD’20, KDD’19, and IEEE BigData’19). He
has currently served as Associate Editor for IEEE
Transactions on Neural Networks and Learning
Systems, ACM Transactions on Knowledge
Discovery from Data and International Journal of
Intelligent Systems. Lingfei Wu has given many
tutorials/keynote presentations in deep learning on
graphs for natural language processing in multiple
workshops in KDD’20, CVPR’20, AAAI’20, and
Machine Learning & Artificial Intelligence’20.
Email: lwu@email.wm.edu
Homepage: https://sites.google.com/a/

email.wm.edu/teddy-lfwu/.

Yu Chen is a Research Scientist at Facebook
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Abstract
There has been a massive surge of Natural
Language Generation (NLG) models in the re-
cent years, accelerated by deep learning and
the availability of large-scale datasets. With
such rapid progress, it is vital to assess the ex-
tent of scientific progress made and identify
the areas/components that need improvement.
To accomplish this in an automatic and reli-
able manner, the NLP community has actively
pursued the development of automatic evalua-
tion metrics. Especially in the last few years,
there has been an increasing focus on evalu-
ation metrics, with several criticisms of exist-
ing metrics and proposals for several new met-
rics. This tutorial presents the evolution of au-
tomatic evaluation metrics to their current state
along with the emerging trends in this field
by specifically addressing the following ques-
tions: (i) What makes NLG evaluation chal-
lenging? (ii) Why do we need automatic evalu-
ation metrics? (iii) What are the existing auto-
matic evaluation metrics and how can they be
organised in a coherent taxonomy? (iv) What
are the criticisms and shortcomings of existing
metrics? (v) What are the possible future di-
rections of research?

1 Tutorial Content Description

Natural Language Generation (NLG) encompasses
various tasks that require an automatic generation
of human-understandable text such as Machine
Translation, Abstractive Summarization, Question
Answering, Data-to-text Generation, Dialogue Sys-
tems, etc. Each of these tasks has several use-cases
with numerous models proposed over the years.
The successful application of machine learning and
deep learning techniques has transformed the main-
stream models for NLG from rule-based systems
to data-driven, end-to-end trainable systems. The
easier availability of datasets and access to power-
ful computing resources has led to the wide-spread
adoption of these techniques and rapid develop-
ments in the field. To track the developments and

understand the scientific progress made, these NLG
systems need to be evaluated carefully. The ideal
way to do so would be to employ expert human
evaluators. However, this option would be very
time-consuming and expensive, and is thus infea-
sible. Hence the community has settled for auto-
matic evaluation metrics to track scientific progress
in this field.

Automatic Evaluation metrics such as BLEU (Pa-
pineni et al., 2002), METEOR (Banerjee and Lavie,
2005), ROUGE (Lin, 2004) have been around
for several years and are still predominantly used.
They have also been readily adopted for newer
tasks in NLG such as Question Generation, Image
Captioning, etc, due to the lack of any other rele-
vant metrics. However, there has been heavy criti-
cism for such an adoption of metrics across tasks,
corroborated by their poor correlations with human
judgements (Liu et al., 2016; Nema and Khapra,
2018; Dhingra et al., 2019). Several new metrics
are being proposed to address the shortcomings of
the existing ones (Sai et al., 2020b). The emerging
metrics also explore the idea of using the context
provided for the task (such as a document, image,
passage, or tabular data, and so on), unlike BLEU,
METEOR, ROUGE, etc. This has lead to the devel-
opment of ‘context-dependent metrics’ alongside
the ‘context-free metrics’.

Both the context-free and context-dependent
metrics can be categorized based on their underly-
ing technique into trained metrics and untrained
(i.e., rule-based/ heuristic-based) metrics. Un-
trained metrics can be further classified depend-
ing on whether they are word-based (Papineni
et al., 2002; Banerjee and Lavie, 2005; Lin, 2004;
Snover et al., 2006; Druck and Pang, 2012; Dhingra
et al., 2019), character-based (Popovic, 2015; Wang
et al., 2016), or embedding-based (Rus and Lintean,
2012; Forgues et al., 2014; Kusner et al., 2015;
Mathur et al., 2019; Zhang et al., 2019). Similarly,
trained metrics are sub-categorized depending on
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whether they need input features (such as preci-
sion, recall, number of words in a sentence, etc,)
(Stanojevic and Sima’an, 2014; Ma et al., 2017;
Nema and Khapra, 2018) or whether they extract
the features from the input sentences in an end-to-
end manner (Lowe et al., 2017; Tao et al., 2018;
Cui et al., 2018; Shimanaka et al., 2018; Wieting
et al., 2019; Sellam et al., 2020; Sai et al., 2020a).
In this tutorial, we provide an overview of these
different techniques that have been used to formu-
late automatic evaluation metrics. We also discuss
the studies that analyze/inspect these metrics and
report their shortcomings. The major criticisms
on the metrics include the uninterpretability of the
scores (Zhang et al., 2004; Callison-Burch et al.,
2006), bias towards specific models (Dusek et al.,
2020) or scores (Sai et al., 2019), and their inability
to capture all the nuances in a task (Ananthakrish-
nan et al., 2006). We conclude by presenting the
possible next directions of research in automatic
evaluation metrics.

1.1 Relevance to computational linguistics
community

There is a necessity to compare the myriad of mod-
els being proposed for various NLG tasks and scru-
tinize the progress carefully. Towards this objective,
the topic of evaluation metrics has been highly rel-
evant to the linguistics community, in general, and
to researchers working on various tasks in NLG, in
particular. The number of research papers that crit-
ically examine the existing metrics and/or propose
new metrics has been rapidly increasing. For ex-
ample, at least 40 new metrics have been proposed
since 2014 for various NLG tasks. We thus believe
that the topic of automatic evaluation metrics is
garnering more interest in the recent years. This
tutorial aims to bring new and existing researchers
up-to-speed on the developments related to this
topic.

2 Type of the Tutorial

Cutting-edge: This tutorial will follow the growth
of automatic evaluation metrics over the years,
starting with the initial metrics that are still pop-
ularly used today, and building up to the more
recent metrics. Substantial emphasis will be
given to the recent trends and emerging direc-
tions of research on this topic. To the best of
our knowledge such a tutorial on evaluation met-
rics has not been conducted so far in any of the

ACL/EACL/IJCNLP/EMNLP/NAACL venues.

3 Tutorial Structure and Schedule
Outline

We plan a 3 hour tutorial based on the following
content and associated time estimates.

• Introduction (20 min)

– NLG (A brief history)
– Have we made progress?
– Quantifying progress

* Human/Manual Evaluation

* Automatic Evaluation
– Tutorial Roadmap

• Challenges of Automatic Evaluation of NLG
tasks (20 min)

– Breakdown of evaluation criteria for dif-
ferent tasks

* Machine Translation

* Abstractive Summarization

* Question Answering

* Question Generation

* Data-to-Text Generation

* Dialogue Generation

* Image Captioning
– Summary of the Challenges

• Taxonomy of Automatic Evaluation Metrics
in use (10 min)

– Context-free v/s Context-dependent met-
rics

– Trained metrics v/s Untrained (/heuristic-
based) metrics

– Task-specific v/s Task-agnostic metrics

• Context-free metrics (30 min)

– Untrained metrics

* Word or character based metrics

* Embedding based metrics
– Trained metrics

* Feature-based metrics

* End-to-end trained metrics

• Context-dependent metrics (30 min)

– Untrained metrics
– Trained metrics

16



• Shortcomings identified in existing metrics
(40 min)

– Poor correlations
– Uninterpretability of scores
– Bias in the metrics
– Poor adaptability across tasks
– Inability to capture all nuances in a task

• Conclusions and future research directions (10
min)

4 Prerequisites

We aim to present the tutorial in a self-contained
manner, accommodating audience with various
backgrounds. However, it would be helpful to have
basic knowledge about Natural Language Process-
ing, Machine Learning, and Deep Learning meth-
ods (such as Word embeddings, Recurrent Neu-
ral Networks, Sequence-to-sequence models, and
Transformers).

5 Presenters

Mitesh M. Khapra, Assistant Professor, Indian
Institute of Technology Madras
Email: miteshk@cse.iitm.ac.in
Site: http://www.cse.iitm.ac.in/~miteshk/
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Machine Translation, Cross Language Learning,
Multimodal Learning, Argument Mining and Deep

Learning. Prior to IBM, he completed his PhD
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the important problem of reusing resources for
multilingual computation. During his PhD he was
a recipient of the IBM PhD Fellowship (2011) and
the Microsoft Rising Star Award (2011). He is also
a recipient of the Google Faculty Research Award
(2018), the IITM Young Faculty Recognition
Award (2019), and the Prof. B. Yegnanarayana
Award for Excellence in Research and Teaching
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1 Introduction

A significant subset of natural language data in-
cludes documents that span thousands of tokens.
The ability to process such long sequences is criti-
cal for many NLP tasks including document clas-
sification, summarization, multi-hop, and open-
domain question answering, and document-level or
multi-document relationship extraction and coref-
erence resolution. These tasks have important
practical applications in domains such as scientific
document understanding and the digital humani-
ties (Ammar et al., 2018; Cohan et al., 2018; Ko-
ciský et al., 2018; Lo et al., 2020; Wang et al.,
2020a). Yet, scaling state-of-the-art models to
long sequences is challenging as many models are
designed and tested for shorter sequences. One
notable example is transformer models (Vaswani
et al., 2017) that have O(N2) computational cost in
the sequence length N , making them prohibitively
expensive to run for many long sequence tasks.
This is reflected in many widely-used models such
as RoBERTa and BERT where the sequence length
is limited to only 512 tokens.

In this tutorial, we aim at bringing interested
NLP researchers up to speed about the recent and
ongoing techniques for document-level represen-
tation learning. Additionally, our goal is to reveal
new research opportunities to the audience, which
will hopefully bring us closer to address existing
challenges in this domain.

We will first provide an overview of established
long sequence NLP techniques, including hierar-
chical, graph-based, and retrieval-based methods.
We will then focus on the recent long-sequence
transformer methods, how they compare to each
other, and how they can be applied to NLP tasks
(see Tay et al. (2020) for a recent survey). We will
also discuss various memory-saving methods that
are key to processing long sequences. Throughout

the tutorial, we will use classification, question an-
swering, and information extraction as motivating
tasks. In the end, we will have a hands-on coding
exercise focused on summarization.1

2 Description

Tutorial Content This tutorial covers methods
for long-sequence processing and their application
to NLP tasks. We will start by explaining why
processing long sequences is difficult. Many popu-
lar models scale poorly with the sequence length,
either in computational or memory requirements,
making them too expensive or impossible to run
on current hardware. Another reason is that we
want models that can capture long-distance infor-
mation while ignoring large amounts of irrelevant
text. The introduction also covers the tasks that we
will use throughout the tutorial, namely informa-
tion extraction (relation extraction (Jia et al., 2019)
and coreference resolution (Pradhan et al., 2012;
Bamman et al., 2020)), question answering (espe-
cially the multi-hop setting as in HotpotQA (Yang
et al., 2018) and Wikihop (Welbl et al., 2018)), and
document classification, and summarization.

The next section will review well-established
methods for dealing with long sequences, namely
chunking and graph based methods. Chunking
refers to splitting the sequence into smaller chunks,
processing each one independently, then aggregat-
ing them in a task-specific way (Joshi et al., 2019).
Hierarchical models are a special case of chunking
where the chunks are linguistic constructs (usu-
ally sentences) that are aggregated following the
document hierarchy (Yang et al., 2016). Finally,
retrieval-based methods use a recall-optimized sim-
ple model to retrieve short text snippets relevant
for the task, then follow up with a stronger, more

1Slides and Code https://github.com/allenai/
naacl2021-longdoc-tutorial
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expensive model. Retrieval methods have been
discussed in detail in the Open Domain QA tuto-
rial (Chen and Yih, 2020) so we will cover it here
very briefly. Graph-based methods will also be dis-
cussed, with a focus on question answering. These
methods usually use local context to identify po-
tentially relevant information across the document,
heuristically connect the identified information in a
graph, then apply a graph neural network (Kipf and
Welling, 2017) to propagate information across the
document between the snippets. This is particularly
effective for the multi-hop reasoning setting (Fang
et al., 2019).

Next, we will focus on the recent transformer-
based methods for efficient processing of long se-
quences. The key question these models are ad-
dressing is how to perform the expensive O(N2)
self-attention computation efficiently. All mod-
els make this computation faster by approximat-
ing the full self-attention leading to different mod-
els with different behaviors and applications. We
will survey a few of the key papers summarized
in Tay et al. (2020). In particular, we will talk
about Transformer-XL (Dai et al., 2019), Long-
former (Beltagy et al., 2020), Reformer (Kitaev
et al., 2020) and Linformer (Wang et al., 2020b).
We will also discuss how they apply to NLP tasks;
Transformer-XL is mainly suitable for autoregres-
sive tasks while the other three are equally suitable
for autoregressive and bidirectional tasks. We will
compare the performance of the other three models
on various NLP tasks.

The next section discusses pretraining and fine-
tuning of the transformer models. For pretraining,
we will discuss different approaches to warm start
the model weights from existing pretrained mod-
els for short sequences (Gupta and Berant, 2020;
Beltagy et al., 2020). These approaches are ver-
satile and make it possible to adapt most existing
pretrained transformer models for short sequences
into models that can process long sequences with a
tiny pretraining cost. We will also demonstrate how
to finetune such models for tasks such as question
answering and classification.

The following section is a practical use case on
summarization. We will show how to start from the
BART (Lewis et al., 2020) checkpoint, convert it
into a model that can work with a long input that’s
tens of thousands of tokens long, then finetune it
on a long-input summarization task. It will also
discuss practical techniques necessary to run the

model on current hardware, including memory op-
timization techniques such as gradient checkpoint-
ing (Chen et al., 2016) and gradient accumulation.
These are generic memory saving methods applica-
ble to all neural models, and especially applicable
in the long sequence setting.

Finally, the future work section will discuss open
questions and future research directions like pre-
training objectives that are better suited for long
documents, encoder-decoder models with long out-
put sequence, the balance between two-stage re-
trieval methods and single stage methods with long
input, and how we think about long-sequence scal-
ing for large models where the self-attention com-
pute overhead reduces relative to feed-forward lay-
ers.

Relevance to ACL The models we cover are
generic machine learning tools, but we discuss
them from the NLP perspective, and study their
application to core NLP tasks like IE, QA, and text
generation. These methods have the potential to
improve tasks that are currently challenging like
multi-document summarization, story generation,
and long dialogues. It can also enable new applica-
tions that have not yet been considered.

3 Type of the tutorial

This is a cutting-edge tutorial. The methods we
discuss, especially the transformer-based and the
graph-based methods, are active areas of research.

4 Outline

This tutorial will be 3 hours long.

1. Introduction (15 minutes long): This section
will introduce the theme of the tutorial: why
processing long sequence is important and
why it is difficult. It will also introduce the
NLP end-tasks that we will use throughout the
tutorial.

2. Chunking, hierarchical, and graph based
methods (35 minutes long): This section dis-
cusses graph-based methods and their appli-
cation to information extraction and question
answering, especially in the multi-hop rea-
soning setting. It also covers chunking and
hierarchical methods as applied to coreference
resolution, classification, and question answer-
ing.
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3. Transformer-based methods (45 minutes
long): This section reviews recently in-
troduced long-sequence transformer models,
compares the pros and cons of their designs,
and discuss their applicability to NLP applica-
tions.

4. Pretraining and finetuning (25 minutes
long): This section discusses how the long-
sequence transformer methods are pretrained
and how they are finetuned for downstream
tasks including classification and question an-
swering.

5. Use Case: Summarization (40 minutes
long): This section is a practical exercise
where we demonstrate in code how to build
and train a long-document summarization
model. It will also cover the technical de-
tails of multiple memory-saving methods that
are key for training models on long sequences
including gradient accumulation, and gradient
checkpointing.

6. Open problems and directions (20 minutes
long): In this final section, we will provide an
outlook into the future. We will highlight both
open problems and point to future research
directions.

5 Breadth

We estimate 75% of the work covered will not be
by the tutorial presenters.

6 Prerequisites

• Machine Learning: Basic knowledge of com-
mon recent neural network architectures like
RNNs, and Transformers.

• Computational linguistics: Familiarity with
standard NLP tasks such as text classification,
natural language generation, and question an-
swering.

7 Reading List

Reading the following papers is nice to have but
not required for attendance.

• Hierarchical attention for classification (Yang
et al., 2016)

• Graph network for question answering (Fang
et al., 2019)

• Survey of long sequence transformers (Tay
et al., 2020)

• Extractive/Abstractive summarization (Subra-
manian et al., 2019)

8 Instructors

In alphabetical order,

Iz Beltagy Iz Beltagy is a Research Scientist at
AI2 focusing on language modeling, domain adap-
tation, and document-level understanding. His re-
search has been recognized with a best paper hon-
orary mention at ACL 2020. He worked as a Teach-
ing Assistant at the University of Texas at Austin
teaching computer science courses.
Email: beltagy@allenai.org
Homepage: beltagy.net

Arman Cohan Arman Cohan is a Research Sci-
entist at AI2 focusing on representation learning
and transfer learning methods, as well as NLP ap-
plications in scientific and health-related domains.
His research has been recognized with a best paper
award at EMNLP 2017, an honorable mention at
COLING 2018, and Harold N. Glassman Distin-
guished Doctoral Dissertation award in 2019.
Email: armanc@allenai.org
Homepage: armancohan.com

Hannaneh Hajishirzi Hannaneh Hajishirzi
is an Assistant Professor in the Paul G. Allen
School of Computer Science & Engineering at the
University of Washington and a Research Fellow
at the Allen Institute for AI. Her research spans
different areas in NLP, focusing on developing
machine learning algorithms that represent,
comprehend, and reason about textual data at large
scale. Honors include the Sloan Fellowship, Allen
Distinguished Investigator Award, Intel rising star
award, multiple best paper and honorable mention
awards, and several industry research faculty
awards. She has given previous tutorials at top
NLP conferences.
Email: hannaneh@cs.washington.edu
Homepage: homes.cs.washington.edu/

˜hannaneh/

Sewon Min Sewon Min is a Ph.D. student in the
Paul G. Allen School of Computer Science & Engi-
neering at the University of Washington, advised by
Hannaneh Hajishirzi and Luke Zettlemoyer. Her re-
search focuses on natural language understanding,
question answering, and knowledge representation.
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She is a co-organizer of the 3rd Workshop on Ma-
chine Reading for Question Answering at EMNLP
2021, Competition on Efficient Open-domain Ques-
tion Answering at NeurIPS 2020, and Workshop on
Structured and Unstructured KBs at AKBC 2020.
Email: sewon@cs.washington.edu
Homepage: shmsw25.github.io

Matthew Peters Matthew Peters is a Research
Scientist at AI2 focusing on representation learn-
ing for NLP, transfer methods, and model inter-
pretability. His research was awarded a best paper
at NAACL-HLT 2018, and he gave a previous tuto-
rial at NAACL-HLT 2019.
Email: matthewp@allenai.org
Homepage: scholar.google.com/citations?

user=K5nCPZwAAAAJ

9 Estimated Attendance

Due to the broad appeal, we expect the tutorial to
be well attended with around 150 people. This is es-
pecially the case for the long-sequence transformer
methods because they open up pretrained models
to applications that haven’t been considered before.
They are also easy to use, something that appeals
to researchers and practitioners alike.

This tutorial has not been previously offered, but
some of the methods have been covered before.
In particular, retrieval-based methods have been
covered in the Open-Domain QA tutorial at ACL
2020 (Chen and Yih, 2020), so we won’t cover this
topic and will refer the attendees to the previous
tutorial.

10 Venue

The tutorial will be held at NAACL-HLT 2021.

11 Open Access

All the slides, video recordings, and software used
for the tutorial will be publicly available.
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Abstract

In this tutorial, we present a portion of
unique industry experience in efficient natu-
ral language data annotation via crowdsourcing
shared by both leading researchers and engi-
neers from Yandex. We will make an introduc-
tion to data labeling via public crowdsourcing
marketplaces and will present the key compo-
nents of efficient label collection. This will be
followed by a practical session, where partic-
ipants address a real-world language resource
production task, experiment with selecting set-
tings for the labeling process, and launch their
label collection project on one of the largest
crowdsourcing marketplaces. The projects will
be run on real crowds within the tutorial ses-
sion and we will present useful quality con-
trol techniques and provide the attendees with
an opportunity to discuss their own annotation
ideas.

Tutorial Type: Introductory

1 Description

Training and evaluating modern Natural Language
Processing (NLP) models require large-scale multi-
lingual language resources of high quality. Tra-
ditionally, such resources have been created by
groups of experts or by using automated silver
standards. Crowdsourcing has become a popular
approach for data labeling that allows annotating
language resources in a shorter time and at a lower
cost than the experts while maintaining expert-level
result quality. Examples include Search Relevance
Evaluation, Machine Translation, Question An-
swering, Corpus Annotation, etc. However, for
running crowdsourcing successfully, it is essential
to pay attention to task design, quality control, and
annotator incentives. This tutorial aims to teach

attendees how to efficiently use crowdsourcing for
annotating language resources on a large scale. The
tutorial is composed of

1. a theoretical part aimed at explaining the
methodology for labeling process in crowd-
sourcing and main algorithms required to ob-
tain high-quality data (including aggregation,
incremental relabeling, and quality-dependent
pricing), and

2. practice sessions for setting up and running
language resource annotation project on one
of the largest public crowdsourcing market-
places.

The goals of our tutorial are to explain the fun-
damental techniques for aggregation, incremental
relabeling, and pricing in connection to each other
and to teach attendees the main principles for set-
ting up an efficient process of language resource
annotation on a crowdsourcing marketplace. We
will share our best practices and allow the attendees
to discuss their issues with language data labeling
with crowdsourcing.

To establish trust and allow the attendees to eval-
uate the crowdsourced results even after the tutorial
carefully, we decide to use English as the language
of our tutorial datasets. According to our six years
of experience, we would emphasize that the same
techniques can successfully apply to virtually any
language and domain that the crowd performers
command, including Russian, Turkish, Vietnamese,
and many other languages. The opportunity to
attract crowd performers from under-represented
languages, backgrounds, and demographics brings
the possibility to create more useful language re-
sources and evaluate NLP systems fairly in more
challenging multilingual setups.
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1.1 Introduction to Crowdsourcing

We will start with an introduction that includes
crowdsourcing terminology and examples of tasks
on crowdsourcing marketplaces. We will also
demonstrate why crowdsourcing is becoming more
popular in working with data on a large scale, show-
ing successful crowdsourcing applications for lan-
guage resource development, and describing cur-
rent industry trends of crowdsourcing use.

1.2 Key Components for Efficient Data
Collection

We will discuss thoroughly the key components
required to collect labeled data: proper decomposi-
tion of tasks (construction of a pipeline of several
small tasks instead of one large human intelligent
task), easy to read and follow task instructions, easy
to use task interfaces, quality control techniques,
an overview of aggregation methods, and pricing.

Quality control techniques include approaches
“before” task performance (selection of perform-
ers, education and exam tasks), the ones “during”
task performance (golden sets, motivation of per-
formers, tricks to remove bots and cheaters), and
approaches “after” task performance (post verifica-
tion/acceptance, consensus between performers).

We will share best practices, including critical
aspects and pitfalls when designing instructions &
interfaces for performers, vital settings in different
types of templates, training, and examination for
performers selection, pipelines for evaluating the
labeling process. Also, we will demonstrate typical
crowdsourcing pipelines used in industrial appli-
cations, including Machine Translation, Content
Moderation, Named Entity Recognition, etc.

1.3 Hands-on Crowdsourcing Practice

We will conduct a hands-on practice session,
which is the vital and the longest part of our tu-
torial. We will encourage the attendees to apply
the techniques, and best practices learned during
the first part of the tutorial. For this purpose, we
propose the attendees run their own crowdsourced
Spoken Language Recognition pipeline on actual
crowd performers. As the input the attendees have
audio files of variable quality in English, as the out-
put they should provide high-quality transcriptions
for these recordings obtained via crowdsourcing.
Each attendee will be involved in brainstorming
the suitable crowdsourcing pipeline for the given
task and configuring and launching the annotation

project online on the real crowd while optimizing
quality and cost.

Since creating a project from scratch might be
time-consuming, we will propose our attendees
choose from the most popular pre-installed tem-
plates (text input or audio playback). We will also
provide the attendees with pre-paid accounts and
data sets for annotation. By the end of the prac-
tice session, the attendees will learn to construct
a functional pipeline for data collection and label-
ing, become familiar with one of the largest crowd-
sourcing marketplaces, and launch projects inde-
pendently.

1.4 Advanced Techniques
We will discuss the major theoretical results, com-
putational techniques and ideas which improve the
quality of crowdsourcing annotations, and summa-
rize the open research questions on the topic.

Crowd Consensus Methods. Classical models:
Majority Vote, Dawid-Skene (Dawid and Skene,
1979), GLAD (Whitehill et al., 2009), Minimax En-
tropy (Zhou et al., 2015). Analysis of aggregation
performance and difficulties in comparing aggre-
gation models in unsupervised setting (Sheshadri
and Lease, 2013; Imamura et al., 2018). Advanced
works on aggregation: combination of aggrega-
tion and learning a classifier (Raykar et al., 2010),
using features of tasks and performers for aggrega-
tion (Ruvolo et al., 2013; Welinder et al., 2010; Jin
et al., 2017), aggregation of crowdsourced pairwise
comparisons (Chen et al., 2013) and texts (Li and
Fukumoto, 2019).

Incremental Relabeling (IRL). Motivation and
the problem of incremental relabeling: IRL based
on Majority Vote; IRL methods with worker quality
scores (Ipeirotis et al., 2014; Ertekin et al., 2012;
Abraham et al., 2016); active learning (Lin et al.,
2014). Connections between aggregation and IRL
algorithms. Experimental results of using IRL at
crowdsourcing marketplaces.

Task Pricing. Practical approaches for task pric-
ing (Wang et al., 2013; Cheng et al., 2015; Yin
et al., 2013). Theoretical background for pricing
mechanisms in crowdsourcing: efficiency, stability,
incentive compatibility, etc. Pricing experiments
and industrial experience of using pricing at crowd-
sourcing platforms.

Task Design for NLP. Most crowdsourcing tasks
are domain-specific (Callison-Burch and Dredze,
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2010; Biemann, 2013) and designed manually, yet
the task design can be made more efficient by us-
ing the generic workflow patterns (Bernstein et al.,
2010; Gadiraju et al., 2019), computer-supported
methods (Little et al., 2009), and crowd-supported
methods (Bragg et al., 2018).

1.5 Concluding Remarks
Finally, we will finish with analyzing obtained re-
sults from the launched projects. This step demon-
strates the process of verification of collected data.
Together with the attendees, we will discuss which
aggregation algorithms can be applied, analyze out-
come label distribution, check performer quality
and contribution, elaborate on budget control, de-
tect possible anomalies and problems. We will then
share practical advice, discuss pitfalls and possible
solutions, ask the attendees for feedback on the
learning progress, and answer final questions.

By the end of the tutorial, attendees will be fa-
miliar with

• key components required to produce language
resources via crowdsourcing efficiently;

• state-of-the-art techniques to control the anno-
tation quality and to aggregate the annotation
results;

• advanced methods that allow to balance out
between the quality and costs;

• practice of creating, configuring, and running
data collection projects on real performers on
one of the largest global crowdsourcing plat-
forms.

2 Outline

Our tutorial includes the following sessions:

• Introduction to Crowdsourcing (15 min)

• Key Components for Efficient Data Collection
(30 min)

• Practice Session I (60 min)

• Lunch Break (45 min)

• Advanced Techniques (45 min)

• Practice Session II (30 min)

• Results Evaluation and Concluding Remarks
(15 min)

3 Prerequisites for the Attendees

We expect that our tutorial will address an audience
with a wide range of backgrounds and interests.
Thus, even a beginner, each participant will be
able to practice their skills in producing language
resources via a crowdsourcing marketplace (this
practical part will constitute most of our tutorial
timeline).

Our tutorial contains an introduction that posi-
tions the topic among related areas and gives the
necessary knowledge to understand the main com-
ponents of data labeling processes. Thus, the en-
try threshold is shallow to start learning and un-
derstanding the topic. Only minimal knowledge
on collecting labels is required: no knowledge on
crowdsourcing, aggregation, incremental relabel-
ing, and pricing is needed.

We plan to share rich experiences of constructing
and applying large-scale data collection pipelines
while highlighting the best practices and pitfalls.
As a result, any person who develops a web ser-
vice or a software product based on labeled data
and NLP will learn how to construct a language
data annotation pipeline, obtain high-quality labels
under a limited budget, and avoid common pitfalls.

4 Reading List

We offer an optional reading list for the tutorial at-
tendees. These references allow one to understand
crowdsourcing annotation basics for maximizing
the learning outcomes from our hands-on tutorial.
We will nevertheless cover these materials during
the workshop.

Quality Control. Dawid and Skene (1979); Li
and Fukumoto (2019)

Task Design for NLP. Bernstein et al. (2010);
Callison-Burch and Dredze (2010); Biemann
(2013)

Incentives. Snow et al. (2008); Wang et al.
(2013)

5 Tutorial Presenters

Alexey Drutsa (PhD), Yandex
Alexey is responsible for data-driven decisions and
the ecosystem of Toloka, the open global crowd
platform. His research interests are focused on
Machine Learning, Data Analysis, Auction The-
ory; his research is published at ICML, NeurIPS,
WSDM, WWW, KDD, SIGIR, CIKM, and TWEB.
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Alexey is a co-author of three tutorials on practi-
cal A/B testing (at KDD ’18, WWW ’18, and SI-
GIR ’19), five hands-on tutorials on efficient crowd-
sourcing (at KDD ’19, WSDM ’20, SIGMOD ’20,
CVPR ’20, and WWW ’21), and a co-organizer
of the crowdsourcing workshop at NeurIPS2020.
He served as a senior PC member at WWW ’19
and as a PC member at several NeurIPS, ICML,
ICLR, KDD, WSDM, CIKM, and WWW confer-
ences; he was also a session chair at WWW ’17.
He graduated from Lomonosov Moscow State Uni-
versity (Faculty of Mechanics and Mathematics)
in 2008 and received his PhD in Computational
Mathematics from the same university in 2011.

� https://research.yandex.com/
people/603399

! mailto:adrutsa@yandex-team.ru

Dmitry Ustalov (PhD), Yandex
Dmitry is responsible for crowdsourcing studies
and product metrics at Toloka. His research, fo-
cused on Natural Language Processing and Crowd-
sourcing, has been published at COLI, ACL, EACL,
EMNLP, and LREC. He has been co-organizing
the TextGraphs workshop at EMNLP, COLING,
and NAACL-HLT since 2019 and the crowdsourc-
ing workshops at NeurIPS and VLDB since 2020.
Dmitry teaches quality control in the crowdsourc-
ing course at the Yandex School of Data Analysis
and Computer Science Center. He was also a co-
author of the crowdsourcing tutorials at WWW ’21,
SIGMOD ’20, and WSDM ’20. Dmitry received
a bachelor’s and master’s degrees from the Ural
Federal University (Russia), PhD in Computer Sci-
ence from the South Ural State University (Russia),
and post-doctoral training from the University of
Mannheim (Germany).

� https://scholar.google.com/
citations?user=wPD4g7AAAAAJ

! mailto:dustalov@yandex-team.ru

Valentina Fedorova (PhD), Yandex
Valentina is a research analyst at the Crowdsourc-
ing Department of Yandex. She works on research
in Crowdsourcing, including aggregation models
and algorithms for incremental labeling. Her re-
search has been presented at ICML, NIPS, KDD,
SIGIR, and WSDM. She is a co-author of tutori-
als on crowdsourcing at SIGMOD ’20, WSDM

’20, and KDD ’19. Valentina graduated from
Lomonosov Moscow State University (Faculty of
Applied Mathematics and Computer Science) and
obtained her PhD in Machine Learning from Royal
Holloway University of London in 2014. She is
reading lectures on response aggregation and IRL
for the crowdsourcing course at the Yandex School
of Data Analysis (Moscow, Russia) and Computer
Science Center (Saint Petersburg, Russia).

� https://research.yandex.com/
people/603772

! mailto:valya17@yandex-team.ru

Olga Megorskaya, Yandex

Olga Megorskaya, CEO of Toloka. Under Olga’s
leadership, Toloka platform has grown the number
of crowd performers involved in data labeling from
several dozen in 2009 up to 4.1 million in 2020 and
became a global infrastructure for data labeling
available for all ML specialists. Olga is respon-
sible for providing human-labeled data for all AI
projects at Yandex. She is in charge of integrating
crowdsourcing into other business processes, such
as customer support, product localization, software
testing, etc. She graduated from the Saint Peters-
burg State University as a specialist in Mathemat-
ical Methods and Modeling in Economics. Also,
she is a co-author of research papers and tutorials
on efficient crowdsourcing and quality control at
SIGIR, CVPR, KDD, WSDM, and SIGMOD.

� https://research.yandex.com/
people/603770

! mailto:omegorskaya@yandex-team.
ru
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