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Abstract

Conversational Agent for Daily Living Assess-
ment Coaching (CADLAC) is a multi-modal
conversational agent system designed to im-
personate “individuals” with various levels of
ability in activities of daily living (ADLs: e.g.,
dressing, bathing, mobility, etc.) for use in
training professional assessors how to conduct
interviews to determine one’s level of function-
ing. The system is implemented on the Mind-
Meld platform for conversational AI and fea-
tures a Bidirectional Long Short-Term Mem-
ory topic tracker that allows the agent to navi-
gate conversations spanning 18 different ADL
domains, a dialogue manager that interfaces
with a database of over 10,000 historical ADL
assessments, a rule-based Natural Language
Generation (NLG) module, and a pre-trained
open-domain conversational sub-agent (based
on GPT-2) for handling conversation turns out-
side of the 18 ADL domains. CADLAC is de-
livered via state-of-the-art web frameworks to
handle multiple conversations and users simul-
taneously and is enabled with voice interface.
The paper includes a description of the sys-
tem design and evaluation of individual com-
ponents followed by a brief discussion of cur-
rent limitations and next steps.

1 Introduction

A person’s ability to function independently in ev-
eryday life depends on multiple factors including,
but not limited to, intact physical and mental ca-
pacity. In the United States, significant public re-
sources are dedicated to providing assistance to
those in need. A key aspect of assistance programs
is to provide ongoing assessment of individuals

*Equal contribution.

to determine their level of functioning (e.g. inde-
pendent, needs supervision, needs physical assis-
tance, or dependent) and their specific needs in
order to provide assistance appropriately. These
assessments are conducted by certified assessors
specifically trained for this purpose. A challenge
in the assessment process is to ensure consistency
across large numbers of assessors with various de-
grees of experience and interview skills and to pre-
pare novice assessors for the variety of interactions
they will experience in the field. The Conversa-
tional Agent for Daily Living Assessment Coach-
ing (CADLAC) is designed to coach certified as-
sessors to conduct their assessment interviews in a
natural conversational style that simulates real in-
teractions. Previously, dialogue systems similar to
CADLAC have been developed (Campillos Llanos
et al., 2015; Nirenburg et al., 2008; Jaffe et al.,
2015; Laleye et al., 2020). These systems simu-
late “Virtual Patients”, which are used in healthcare
education. CADLAC is tailored to support novel
application domains of function and disability. An
example of the interaction with the conversational
agent is shown in Figure 1. The interface and a
video highlighting the system can be found here
1 2.

2 Data

We used two sources of data in order to inform
CADLAC system design, train machine learning
models, and to develop a database to support rule-
based approaches used by the system. One source
of data consisted of a survey that was adminis-
tered to certified assessors, and the other consisted

1Demo: https://rxinformatics.net/cadlac
2Video: https://vimeo.com/500734362

https://rxinformatics.net/cadlac
https://vimeo.com/500734362
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Figure 1: Example of interaction with the conversa-
tional agent.

of anonymized historical assessment data shared
by the Minnesota Department of Human Services
(DHS).

2.1 Survey Data

We designed a survey to collect sample dialogues
from certified assessors. This survey was adminis-
tered to approximately 1,700 assessors statewide.
The assessors were asked to recall some of their
past assessments and provide examples of inter-
actions that they had with people during the as-
sessment interviews. Specifically, each example
consists of up to 3 dialogue turns between the as-
sessor and the person being interviewed, the gen-
der and age category of the person, domain of the
conversation, and the person’s ability level within
the domain. The data consists of assessments of
activities of daily living (ADLs - e.g., walking)
and instrumental activities of daily living (iADLS
- e.g., paying bills) in 18 functional domains re-
lated to personal cares, movement, household man-
agement, and eating/meal preparation. We also
manually annotated the assessor questions for 6
intents: challenges, preferences, equipment, helper,
generic, and frequency. We were able to collect
a total of 2,885 dialogues through the survey. A
sample record from the resulting dataset, including
the annotations for intents, is shown in Table 1.

2.2 Synthetic Profiles

CADLAC relies on a database of over 10,000 his-
torical assessments, conducted by experienced cer-
tified assessors and managed by Minnesota DHS.
Each historical assessment contains fields that indi-
cate the person’s ability to function in ADLs and

Domain: Grooming
Ability: Physical Assistance

Assessor-1: “Can you tell me about how
you take care of your groom-
ing needs?” intent - generic

Participant-1: “I have a hard time.”
Assessor-2: “Can you brush your hair?” in-

tent - challenges
Participant-2: “No, I can’t reach my hair to

get it brushed in the back.”
Assessor-3: “Who helps you to brush your

hair?” intent - helper
Participant-3: “My daughter helps me to

brush my hair.”
Age: 65-84

Gender: Female

Table 1: Example dialogue from the survey.

iADLs in addition to basic demographic informa-
tion such as age range and sex of the person being
assessed. It also contains certified assessors’ notes
taken during the assessments. These notes repre-
sent very brief descriptions of the assessed person’s
challenges, preferences, and equipment they use to
help them, among other information organized by
the ADL and iADL domain.

Historical data was anonymized by DHS staff
for inclusion in CADLAC by removing any indi-
vidually identifiable information including individ-
uals’ names and exact age information that was
converted to age ranges. Furthermore, sensitive
personal information such as phone number, email,
location, etc. was excluded from the historical data,
keeping the privacy of the individuals protected.

These anonymized historical assessments are
used to generate synthetic profiles of “individu-
als” that specify varying levels of independence
in everyday functioning and specific needs. These
profiles are created by mapping the categorical at-
tributes related to the independence levels in the
historical assessment to those levels specified for
the conversational agent (CA). Additionally, asses-
sor notes about challenges, preferences, and equip-
ment from the historical data were populated in the
synthetic profiles.

The profiles are used to customize the CA and
generate natural language responses that are tai-
lored to the question asked by the assessor and are
as consistent as possible with all of the informa-
tion in the profile. For example, if the synthetic
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profile states that the individual being assessed is
completely dependent on external assistance in the
mobility domain, the responses generated by CAD-
LAC to a question about the ability to perform
heavy housekeeping should not indicate any de-
gree of independence in this domain either. The
profiles include a numeric representation of the in-
dependence level of the “person” represented by
the profile. These numeric representations are used
to compare assessments produced by novice asses-
sors using CADLAC for training to those produced
by experienced assessors, and to provide summary
feedback about the assessment.

Despite the fact that these profiles are based on
data from real individuals assessed in the state of
Minnesota, the profiles may potentially convey bi-
ases present in the underlying data. In order to
minimize potential systematic bias, the historical
data used to construct the profiles were randomly
sampled from a diverse population of assessed indi-
viduals with equal proportions by sex and with the
following race distribution: 17.1% African Amer-
ican; 2.4% American Indian; Asian or Pacific Is-
lander 7.7%; Hispanic 2.6%; White 64.4%; Two
or more races 1.1%; and Unknown race 4.6%. The
current prototype of CADLAC does not use race
information; however, this information is available
in the underlying data and can be used to adjust
the composition of the synthetic profile database as
needed for assessor training purposes.

3 System Design

CADLAC is implemented on the MindMeld plat-
form for conversational AI applications (Raghu-
vanshi et al., 2018) that relies on a commonly used
modular dialogue system design consisting broadly
of natural language understanding (NLU), natural
language generation (NLG) and a dialogue state
tracker/manager (DM) components. These compo-
nents of CADLAC prototype have been developed
using a hybrid machine learning and rule-based
approaches. The prototype is currently deployed
via a web service written in Python with the mod-
ern asynchronous web Responder framework. This
web service is responsible for accepting requests
from a user-facing web client, managing user ses-
sions, and passing conversation objects into the
Dialogue Parser. The web-based client supports
text-only, voice-only or hybrid modalities. This
demonstration will focus on showing the natural di-
alogue between human users and CADLAC aimed

Figure 2: CADLAC system architecture.

at assessing the level of functioning of the “individ-
ual” impersonated by CADLAC and the feedback
provided to the users regarding their assessments.
The system architecture is shown in Figure 2.

4 Natural Language Understanding

4.1 Domain Classifier

The domain classifier (a.k.a. topic tracker) catego-
rizes the input query into one of 18 domains related
to ADLs and iADLs, as well as two additional
domains: “generic follow-up question” and “un-
supported”. CADLAC’s domain recognizer com-
prises a BiLSTM neural network (Hochreiter and
Schmidhuber, 1997) that we trained on available
survey data using GloVe embeddings (Pennington
et al., 2014) to represent the semantics of input to-
kens. We evaluated this model using 10-fold cross-
validation resulting in a mean f-score of 0.801 and
an accuracy of 0.830 across all domains.

4.2 Intent Classifier

Next, the NLU module recognizes the intent of
the user query. In our case, each domain has the
following intents that reflect the nature of the ques-
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tions asked by assessors: challenges, preferences,
generic, equipment, unsupported, helper, and fre-
quency. These intents specify the type of infor-
mation that the assessor wants to elicit. We used
the survey data to train an intent classifier for each
domain using the same BiLSTM architecture that
we used for the domain recognizer. The results of
10-fold cross-validation for this component consist
of a range of f-scores from 0.704 to 0.927 that vary
by domain.

4.3 Named Entity Recognizer

We also trained a Named Entity Recognizer to iden-
tify the words or phrases, referred to as “entities”,
present in the input query (e.g., shirt, shoes, pants
are entities in the dressing domain). These entities
are then used to fill the empty slots in the natural
language response or select an appropriate response
from the knowledge base. We also use a rule-based
language parser within MindMeld to model the
dependencies between the recognized entities.

4.4 Dialogue Manager

The dialogue manager consists of the dialogue state
tracker, which maps the input query to appropriate
dialogue states. Each dialogue state is responsible
for handling a particular type of query. We use a
rule-based and pattern matching procedure, which
depends on the domain and the intent of the input
query, to define the dialogue states. One of the
important functionalities of the CA is to handle
follow-up questions as illustrated in Figure 3. For
this purpose, we use the domain of the previous
turn and make a transition to the dialogue state
specified by the intent of the current turn. If the
intent of the question is unsupported, then we use
the intent of the previous turn and the domain of
the current turn, and make a transition to the corre-
sponding dialogue state. The unsupported queries
are handled by the neural model based on GPT-2
(Zhang et al., 2020) as illustrated in Figure 4.

5 Natural Language Generation

We use a rule-based approach in which we first
look up a field in the knowledge-base of histori-
cal assessments that corresponds to the identified
topic and intent for a specific synthetic profile (e.g.,
challenges[intent] with dressing[domain]). Infor-
mation contained in historical assessments is under-
specified and is not usable as a natural language
response. For example, it may contain a note “Be-

Figure 3: Response to a follow-up question. The sec-
ond question of the conversation refers to the previous
domain of dressing.

Figure 4: Response to off-topic questions.

havioral issues” for challenges with dressing. We
manually annotated a subset of over 100 assess-
ments, where the annotators were instructed to be-
come familiar with the person’s level of function-
ing in various domains and use that knowledge to
convert the historical notes to a format that would
sound more natural yet still consistent with the syn-
thetic profile (e.g., “Behavioral issues” note for a
5 year old child’s assessment would be converted
to “He can’t dress by himself because he throws a
tantrum each time he has to change clothes.”) The
current prototype of CADLAC’s dialogue manager
queries the knowledge base for these manually con-
verted responses and returns a response that most
closely matches the named entities mentioned in
the user’s question. If no natural language response
is found, CADLAC generates a generic response
randomly chosen from a set of responses consis-
tent with the synthetic profile (e.g., for a profile of
a person who requires intermittent physical assis-
tance with dressing, the response may be “I need
someone to help me with this”). We are currently
experimenting with transformer neural models used
in machine translation in order to determine if they
can “learn” the mapping between the original his-
torical assessment notes and the natural language
responses; however, the current demo does not in-
clude these models yet.
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Figure 5: Assessment feedback. Top row shows val-
ues in the profile only for those domains assessed up to
a checkpoint. Bottom row shows user-selected assess-
ments.

6 Feedback

The feedback to users being trained to perform
assessments is provided via a visual interface de-
signed to compare users’ assessments to those
stored in synthetic profiles as illustrated in Fig-
ure 5.

7 Voice Services

In order to enable voice input-output capabilities
in CADLAC we implemented a Automatic Speech
Recognition (ASR) and a Text-to-Speech (TTS)
web services. Both services are implemented using
PyTorch.

Voice activity is streamed from the web client to
the web server in real time using an implementa-
tion of WebRTC peer connections. The WebRTC
protocols are available in most modern browsers,
and include hooks to access media devices, stan-
dards for establishing peer connections, and asyn-
chronous data channels. The implementation of
WebRTC that was used for the python web server
was AIORTC.

After voice data arrive at the server they are
passed to the ASR service, which transcribes En-
glish words from the speech utterance. These
words take the place of the text from the chat inter-
face for the rest of the conversational turn.

7.1 ASR Service
We trained an ASR system based on Baidu’s Deep
Speech 2 architecture (Amodei et al., 2016) imple-
mented in PyTorch 3 consisting of 3 convolutional
neural network (CNN) layers, followed by 5 bidi-
rectional recurrent neural network (RNN) layers
with gated recurrent units (GRU), a single lookea-
head convolution layer followed by a fully con-
nected layer and a single softmax layer. The system
was trained using the Connectionist Temporal Clas-
sification (CTC) loss function (Graves et al., 2006).

3https://github.com/SeanNaren/
deepspeech.pytorch

In addition to the default greedy search decoding
over the hypotheses produced by the softmax layer,
the system’s implementation also can use a beam
search decoder with a standard n-gram language
model. We used default hyperparameters: size of
the RNN layers was set to 800 GRU units; starting
learning rate was set to 0.0003 with the annealing
parameter set to 1.1 and momentum of 0.9. Au-
dio signal processing consisted of transforming the
audio from the time to the frequency domain via
Short-time Fourier transform as implemented by
the Python librosa library. The signal was sampled
in frames of 20 milliseconds overlapping by 10 mil-
liseconds. The resulting input vectors to the first
CNN layer of the Deep Speech 2 network consisted
of 160 values representing the power spectrum of
each frame.

A collection of speech corpora available from the
Linguistic Data Consortium was used as training
data. These corpora include the Wall Street Journal
(WSJ: LDC93S6A, LDC94S13B), Resource Man-
agement (RM - LDC93S3A), TIMIT (LDC93S1),
FFMTIMIT (LDC96S32), DCIEM/HCRC
(LDC96S38), USC-SFI MALACH corpus
(LDC2019S11), Switchboard-1 (LDC97S62),
and Fisher (LDC2004S13, LDC2005S13). In
addition to these corpora, we used the following
publicly available data: TalkBank (CMU, ISL,
SBCSAE collections) (MacWhinney and Wagner,
2010), Common Voice (CV: Version 1.0)) corpus 4,
Voxforge corpus 5, TED-LIUM corpus (Release 2)
(Rousseau et al., 2014), LibriSpeech(Panayotov
et al., 2015), Flicker8K(Hodosh et al., 2013),
CSTR VCTK corpus (Veaux et al., 2017), and the
Spoken Wikipedia Corpus (SWC-English(Köhn
et al., 2016)). Audio samples from all of these
these data sources were split into pieces shorter
than 25 seconds in duration. The total size of the
resulting corpus was approximately 4,991 hours
of audio (2,000 hours contributed by the Fisher
corpus alone). Finally, we also used audio data
from various prior studies that were conducted at
the University of Minnesota consisting of story
recall, verbal fluency, and spontaneous narrative
tasks. With the exception of the Fisher and
Switchboard corpora, all other data were recorded
at a minimum of 16 kHz sampling frequency.
The Fisher and Switchboard corpora contain
narrow-band telephone conversations sampled

4http://voice.mozilla.org
5http://www.voxforge.org/

https://github.com/SeanNaren/deepspeech.pytorch
https://github.com/SeanNaren/deepspeech.pytorch
http://voice.mozilla.org
http://www.voxforge.org/
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at 8 KHz. All data were either downsampled or
upsampled and converted using the SoX toolkit6

to a single channel 16 bit 16 kHz PCM WAVE
format.

The performance of the ASR service was evalu-
ated off-line using the heldout portion of the TED-
LIUM corpus. Without using a language model for
rescoring the output of the neural model (greedy
decoding), the word error rate (WER) and char-
acter error rate (CER) of our ASR system were
18.84 and 5.24, which are comparable to those pre-
viously reported for the same dataset also using
a Deep Speech 2 system (WER: 28.1, CER: 9.2)
(Hernandez et al., 2018). Using a 4-gram language
model constructed with the SRILM Toolkit (Stol-
cke, 2002) from the English language portion of the
1 Billion words text corpus7 model with Kneser-
Ney smoothing (Ney et al., 1994) resulted in im-
proving ASR accuracy to WER: 15.73 and CER:
4.57.

7.2 TTS Service

We used a pre-trained model based on
Tacotron2 (Shen et al., 2017) and WaveG-
low (Prenger et al., 2018) for the text-to-speech
service. This model was implemented in PyTorch
and is based on the NVIDIA’s GitHub repositories
for Tacotron2 8 and WaveGlow 9. The Tacotron2
model converts the input text to mel spectrograms
and then the WaveGlow model uses the mel
spectrograms to generate speech. The Tacotron2
implementation used here slightly differs from the
one described in by Shen et al. (2017): it uses
Dropout (Srivastava et al., 2014) regularization
instead of Zoneout (Krueger et al., 2016) for the
LSTM layers, and replaces the WaveNet model
with the WaveGlow model. The models are trained
on the LJ Speech (Ito and Johnson, 2017) dataset
using mixed precision training (Micikevicius et al.,
2017).

The above model generates speech in female
voice since it is trained on the LJ Speech dataset,
which has voice samples from a single female
speaker. However, our system has synthetic pro-
files for both males and females. In order to gen-
erate speech for a male profile, the current im-
plementation relies on pitch manipulation tech-

6http://sox.sourceforge.net
7https://github.com/ciprian-chelba/

1-billion-word-language-modeling-benchmark
8https://github.com/NVIDIA/tacotron2
9https://github.com/NVIDIA/waveglow

niques. Specifically, we use the phonetics software
Praat (Boersma and Weenink, 2018) through the
library Parselmouth (Jadoul et al., 2018), which ex-
poses the functionality and algorithms of Praat in
Python. To change the female voice to a male voice,
we set the parameter formant shift ratio to 0.85 and
new pitch median to 100 Hz. The formant shift
ratio determines the frequencies of the formants
and the new pitch median determines the median
pitch of the male voice. Using these specific values
of the parameters gives us the best results. How-
ever, we are currently exploring ways to retrain the
Tacotron2 and WaveGlow model on a male voice
dataset to generate better quality outputs.

8 Limitations and Future Steps

One of the limitations of the current implementa-
tion of CADLAC is that it does not currently learn
from user input. One of the next key steps in further
development of this system is to implement active
learning components for domain and intent classi-
fication, ASR, and other supervised components
of the system. We are also currently developing
a formal evaluation of the usability of this system
with human end-users. Specifically, we plan to
use metrics of sensibility and specificity for each
system response as proposed by Adiwardana et al.
(2020) in addition to overall subjective measures of
dialogue success, conversation naturalness, and in-
telligibility of responses. We also plan to evaluate
the system for any potential bias in responses gener-
ated by the system and develop ways of un-biasing
the system via hybrid rule-based and data-driven
approaches (Liu et al., 2020).
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