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Abstract

Relation linking is a crucial component of
Knowledge Base Question Answering sys-
tems. Existing systems use a wide variety of
heuristics, or ensembles of multiple systems,
heavily relying on the surface question text.
However, the explicit semantic parse of the
question is a rich source of relation informa-
tion that is not taken advantage of. We pro-
pose a simple transformer-based neural model
for relation linking that leverages the AMR se-
mantic parse of a sentence. Our system sig-
nificantly outperforms the state-of-the-art on 4
popular benchmark datasets. These are based
on either DBpedia or Wikidata, demonstrating
that our approach is effective across KGs.

1 Introduction

Knowledge base question answering (KBQA) has
received significant interest due to its real-world
applications. KBQA is a task where a natural
language question is transformed into a precise
structured query, using Entity Linking and Rela-
tion Linking as necessary sub-tasks to retrieve an
answer. For example, the question “Who founded
the city where Pat Vincent died?” requires map-
ping (a) founded and died to relations dbo:founder
and dbo:deathPlace, and (b) entity Pat Vincent to
dbr:Pat Vincent, given DBpedia as the knowledge
base.

Semantic parses such as Abstract Meaning Rep-
resentation (AMR) have recently shown to be use-
ful for the KBQA task (Lim et al., 2020). However,
critical tasks for KBQA such as Relation Linking
continue to be addressed primarily using the ques-
tion text (Mulang’ et al., 2020; Sakor et al., 2019b;
Lin et al., 2020), ignoring the AMR parses of the
question which can introduce additional semantics.
In the literature, some systems such as SLING (Mi-
hindukulasooriya et al., 2020) have used AMR for

relation linking. However, similar to other rule-
based approaches (Sakor et al., 2019b), SLING de-
pends heavily on the specific target KG (DBpedia)
and it is based on a complex ensemble of different
approaches, making portability to new knowledge
bases a non-trivial task.

In this work, we propose SemReL; a single
Semantics-aware neural model for Relation linking.
SemReL takes as input the question text annotated
with its AMR parse and entity information and
outputs a ranked list of relations. The key contri-
butions of this work are as follows: (a) a simple,
knowledge graph agnostic neural model for rela-
tion linking over knowledge bases, (b) leveraging
AMR parses for better question representation, and
(c) an experimental evaluation using four datasets
based on DBpedia and Wikidata where we show
that SemReL consistently outperforms existing sys-
tems on all datasets.

2 Semantics-aware Relation Linking

We propose a relation linking system that exploits
the semantic structure of a sentence to retrieve rele-
vant relations from the underlying knowledge base.
We hypothesise that semantic representations ab-
stract away from lexical forms, providing struc-
tural clues that are more consistent across train-
ing examples than surface text. To this end, we
use the AMR graph of the sentence as its seman-
tic structure. AMRs are directed acyclic graphs
that capture who is doing what to whom in a sen-
tence. The nodes in the graph are concepts and the
edges are labelled with relations between those con-
cepts. Figure 1 shows example AMR graphs for the
question “Who founded the city where Pat Vincent
died?”. Note that the AMR graph for the question
represents the target of the query as a special node
labelled ‘amr-unknown’.

The inputs to our system are: the question text,
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Figure 1: A question AMR: The amr-unknown repre-
sents the query target and the name node marks entities.

its AMR graph and the entities in the question
marked and linked1. Relation linking is performed
in two steps. First, our system identifies the num-
ber of expected relations and their location both
in the sentence and in the AMR graph. Next, for
each identified slot, the most likely relation is pre-
dicted using a transformer based neural model, that
ranks them using their English labels from the KG.
The AMR structure of the sentence is crucial in
both steps. Figure 2 shows a schematic diagram of
overall system. In the following, we first explain
the process of finding potential relation slots using
AMR graph. Next we describe in detail our relation
linking module.

2.1 Relation Slot Prediction

AMR explicitly marks named entity nodes (see
Figure 1). These nodes are linked to knowledge
base entities using BLINK entity linker. The entity
nodes in graph are also used to predict the number
and locations of relation slots. A slot is defined
as a pair of nodes in the AMR graph, where the
corresponding entities have a relation in knowledge
base in the context of the question. For instance,
in Figure 3, nodes city and person are involved in
a KB relation death place relevant for this ques-
tion. Slot prediction is done using a determinis-
tic rule-based transformation described in (Kapa-
nipathi et al., 2021). In particular, we use their

1We use the stack transformer parser of Astudillo et al.
(2020); Lee et al. (2020) for generating AMR graphs and the
BLINK system of Wu et al. (2019) for entity linking.
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Figure 2: Overall system flow: grey blocks are various
systems and white blocks show the inputs and outputs.

path-based approach where all the paths between
the amr-unknown node and the linked entity nodes
are retrieved. Then all node pairs along the path
that are joined by a predicate node are considered
a relation slot. We refer the reader to the original
publication for more details of the method.

2.2 Neural Relation Linking Model
SemReL employs a Siamese network, where the
input question and target relations are embedded
in the same vector space. The most likely relation
is the one whose representation is closest to that
of the input question. Figure 3 shows the overall
architecture of our model. We use a Transformer
model (Vaswani et al., 2017) as a shared encoder
for both the input questions and candidate rela-
tions. In particular, we use the pre-trained BERT
model (Devlin et al., 2018) to initialize the encoder
parameters. The output vector corresponding to the
starting [CLS] token is used as the vector represen-
tation of the input. This vector is passed through
a feed-forward linear layer that projects it to the
shared embedding space. Unlike the transformer
parameters, the weights of the linear projection
layer on top are not shared between the questions
and the relations.

Semantic information is given as part of the ques-
tion input to the encoder. As mentioned above, dur-
ing the preprocessing step, the pairs of nodes in
AMR graph are identified for relation linking. For
instance, in figure 3, the nodes ‘person’ and ‘city’
are marked in the input graph as the participants
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[CLS] actor[SEP]
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Figure 3: SemReL model architecture (left) and inputs to the model (right).

of a potential relation. The subgraph connecting
these nodes is traversed in a top-down manner to
form a linearized representation; in this case, it will
yield the linearized string ‘die :ARG1 person :lo-
cation city’. Note that the sense label of the node
‘die-01’ is dropped. Moreover, all reversed AMR
relations with -of suffix are normalized to their orig-
inal relation name and direction. In this example
:location-of is mapped to :location with direction
reversed. We prepend this linearized AMR path
string to the input question text along with a spe-
cial leading token [AMR]. The question text also
starts with a special leading token [TEXT]. The
word aligned to the root of the AMR subgraph is
marked as the predicate2, using special start and
end predicate tokens [SP] and [EP].

Figure 3 shows the complete input for the exam-
ple question that goes into the Question Encoder.
The same transformer model also serves as relation
encoder. Relation names are tokenized using BERT
tokenizer without any additional pre-processing.
We add special tokens [AMR], [TEXT], [SP] and
[EP] as well as the AMR relation labels into the
BERT vocabulary.

Training Objective: During training, for each
example, scores are computed for the gold relation
as well as a set of negative examples based on the
inner product of their vectors with that of the ques-
tion. For a relation ri with vector representation
ri and a question qn with vector representation qn,
the score would be s(ri, qn) = ri.qn. The training

2The AMR parser of Astudillo et al. (2020) provides node
to word alignments.

objective is to minimize cross-entropy loss between
the one-hot gold truth and the vector of predicted
scores:

L(rn, qn) = − log

(
exp(s(rn, qn))∑
i exp(s(ri, qn))

)
We take the top one thousand relations from

training data and use them as negative examples,
excluding the gold. We compute the vector repre-
sentation of all relations only once for each batch
during training. Since relation representations are
independent of the question representations, they
can be reused for all examples in the batch. How-
ever, due to parameter update, they need to be com-
puted anew for each batch.

Inference: During inference, we use s(r, q) for
scoring and ranking relations. Since the model
parameters stay fixed, we compute the relation rep-
resentations for all relations only once. If candidate
KB relations are available from Entity analysis, we
pick the highest-ranked relation from that set.

3 Evaluation

In this section, we detail our experimental setup and
evaluate our approach against the state-of-the-art
KBQA relation linking approaches. For fair com-
parisons, we replicate the same settings adopted
by the systems we compare with both in terms of
datasets and metrics.

3.1 Experimental Setup
Benchmarks: We perform experiments on four
datasets targeting two popular KBs, DBpedia and
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Wikidata. Each question in these datasets comes
with its corresponding SPARQL query, annotated
with gold relations. In particular, we used the fol-
lowing datasets:

• QALD-9 (Usbeck et al., 2017): a dataset
based on DBpedia with 150 test questions in
natural language.

• LC-QuAD 1.0 (Trivedi et al., 2017): another
dataset based on DBpedia with a total of 5,000
questions (4,000 train and 1,000 test) based
on templates.

• LC-QuAD 2.0 (Dubey et al., 2019): A large
dataset based on Wikidata with 6,046 test
questions and around 24k training questions.
Questions in this dataset have good variety
and complexity levels such as multi-fact ques-
tions, temporal questions and questions that
utilise qualifier information.

• SimpleQuestions (Diefenbach et al., 2017):
A version of the popular SimpleQuestions
dataset mapped to Wikidata. It comprises of
5,622 test questions, and around 19K training
questions. As the name implies, all questions
in this dataset are simple with queries encom-
passing a single triple in the KB.

Training: We train SemReL for DBpedia on the
train data of LC-QuAD 1.0 and QALD-9. In ad-
dition, we use a subset of 80k examples from the
distance supervisions data prepared by Mihinduku-
lasooriya et al. (2020). This dataset is generated
by retrieving Wikipedia sentences that contained
pairs of entities from Knowledge Base triples. For
our experiments, we filter our the sentences where
the AMR path between the entities is more than
two hops. For Wikidata experiments we train out
system on the LC-QuAD 2.0 train dataset. Encoder
parameters are initialized with the pretrained BERT
base model (Wolf et al., 2020).

Baselines: For the DBpedia-based benchmarks,
we compare SemReL with Falcon (Sakor et al.,
2019a) and SLING (Mihindukulasooriya et al.,
2020). As for Wikidata-based benchmarks, we
compare against Falcon 2.0 (Sakor et al., 2020) and
KB-Pearl (Lin et al., 2020).

3The KBPearl paper reports F1 of 0.41 due to a typo but
its authors confirmed the correct F1 to be 0.52.

Dataset Method P R F1

QALD-9
Falcon 0.23 0.23 0.23
SLING 0.39 0.50 0.44
SemReL 0.46 0.44 0.45

LC-QuAD 1.0
Falcon 0.42 0.44 0.43
SLING 0.41 0.55 0.47
SemReL 0.51 0.51 0.51

LC-QuAD 2.0
Falcon 2.0 0.44 0.37 0.40
SemReL 0.59 0.38 0.46

LC-QuAD 2.0 KB-Pearl∗ 0.57 0.48 0.523

(1942 set) SemReL 0.70 0.45 0.55

Simple Falcon 2.0 0.35 0.44 0.39
Questions SemReL 0.69 0.70 0.69

Table 1: SemReL compared to SoTA systems on the
DBpedia (above) and Wikidata (below) benchmarks.

Setup all one-hop multi-hop

SemReL 0.51 0.54 0.50

w/o AMR 0.49 0.53 0.47
w/o TEXT 0.38 0.37 0.39
w/o KB rels 0.46 0.48 0.45

Table 2: SemReL F1 for all, one-hop and multi-hop
questions with inputs ablated on LC-QuAD 1.0 testset.
‘KB rels’ refers to Knowledge Base relation candidates.

3.2 Results and Discussion

Table 1 compares SemReL with existing ap-
proaches. KB-Pearl used a subset of 1,942 test
questions in their LC-QuAD 2.0 evaluation. For
fair comparison, we also evaluate SemReL on the
same subset.

SemReL outperforms all baselines across all
benchmarks with respect to F1 score. Note that
the baseline systems, specially SLING, achieve
higher recall than precision. In contrast, SemReL
has either balanced precision and recall, or much
higher precision. This is in part due to missing
entity or slot predictions, indicating that improving
the preprocessing can further boost the system’s
performance. The results on SimpleQuestions are
also worth noting, since the corresponding training
set was not used in Wikidata model training. We
also performed a zero-shot cross-KB experiment
where we test our Wikidata model on a DBpedia
dataset, LC-QuAD 1.0. The model is tested as
is, and despite the relation names and granularity
differences, it achieves an F1 of 0.33.
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Ablation on Model Inputs: Table 2 shows the
results of ablation experiments on LC-QuAD 1.0
testset where each of the system inputs are removed
one at a time. As expected, the question text is the
most crucial input: when combined with either KB
candidates or AMR, it shows good performance.
When AMR is removed, overall score drops by
2 points; it mostly comes from multi-hop ques-
tions. This indicates that focusing on different
subgraphs of the input AMR improves retrieval
of multi-hop relations. A similar effect was ob-
served on QALD-9 and LC-QuAD 2.0 test sets
when AMR was removed, degrading performance
by 4.0 and 2.9 points respectively.

Impact on KBQA Performance: We integrated
SemReL into the Neuro-Symbolic Question An-
swering (NSQA) system of Kapanipathi et al.
(2021). NSQA is a modular system for KBQA
where each sub-task is handled by a different mod-
ule, allowing easy integration of new components.
We found that the impact of using AMR in relation
linking translates into nice performance gains in
overall KBQA results. When AMR is incorporated
in the relation linking module, the system perfor-
mance on LC-QuAD 1.0 test dataset improves by
2.4 achieving a new state-of-the-art F1 of 44.5. We
refer the reader to the NSQA paper (Kapanipathi
et al., 2021) for more details on the system and
experiments.

4 Related Work

Several relation linking systems have been pro-
posed recently (Mulang et al., 2017; Singh et al.,
2017; Dubey et al., 2018; Sakor et al., 2019a; Pan
et al., 2019; Lin et al., 2020). Most of these meth-
ods are rule-based and rely solely on the question
text and/or its dependency parse. Therefore, they
try to improve their question understanding by us-
ing standard NLP tools such as POS tagging, tok-
enization n-gram tiling and even lexical database
such as WordNet. FALCON 2.0 (Sakor et al., 2020)
is a joint entity and relation linking tool over Wiki-
data. it uses a search engine indexed with Wiki-
data, a pipeline of text processing including POS
tagging, tokenization, N-gram tiling/splitting and
a catalog of rules for entity and relation linking.
KBPearl (Lin et al., 2020) is another system that
performs joint entity and relation linking to Wiki-
data. It first create a semantic graph of text using
OpenIE and maps both entities and relations to a
given KB.

However, none of the above mentioned methods
for KBQA perform relation linking on two different
KBs using the same system whilst our work is the
first to perform relation linking over both DBpedia
and Wikidata using the same system. In addition,
some of these systems are KG-specific; e.g. Fal-
con (Sakor et al., 2019a) vs. Falcon 2.0 (Sakor
et al., 2020), where adapting it from one KG to
another requires non-trivial changes. Unlike these
systems, SemReL leverages well-established se-
mantic parsers such as AMR to achieve out-of-the-
box better question representation.

Similar to our approach, SLING (Mihindukula-
sooriya et al., 2020) is a relation linking framework
based on DBpedia which leverages semantic pars-
ing using AMR and distant supervision. It con-
sists of four distinct modules that capture different
signals such as linguistic cues, semantic represen-
tation, and information from the knowledge base.
Unlike SLING, SemReL is a KG-agnostic, single
end-to-end neural model that does not require vari-
ous ensemble components and yet achieves state-
of-the-art performance on DBPedia and Wikidata
datasets.

5 Conclusions and Future Work

In this paper, we present a simple transformer-
based neural model for relation linking that lever-
ages the semantic structure of a sentence. In con-
trast to existing systems such as SLING and Falcon,
which are either rule-based or ensembles of several
components, our neural architecture enables us to
adapt the system to multiple KGs (e.g. DBpedia
and Wikidata). It outperforms state-of-the-art sys-
tems on a variety of benchmarks.

Our ablation study shows that including the
AMR graph improves performance, even with the
relatively simple encoding scheme (plain text). In
future, we will explore modeling the graph struc-
ture explicitly. This model also relies on a determin-
istic slot-finding algorithm based on AMR. While
this identifies the correct relation slots most of the
time, it is rule-based, and not always correct. In
future work, we will explore learning algorithms to
identify the slots from the AMR graph.

Finally, AMR parsers can be trained jointly with
the relation linking objective. Currently, these
parsers are sensitive to small changes in the input.
Joint training can make them robust against text
variations and more sensitive to the errors affecting
slot identification and relation prediction.
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