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Abstract

Common sense for natural language processing methods has been attracting a wide research
interest, recently. Estimating automatically whether a sentence makes sense or not is considered an
essential question. Task 4 in the International Workshop SemEval 2020 has provided three subtasks
(A, B, and C) that challenges the participants to build systems for distinguishing the common
sense statements from those that do not make sense. This paper describes TeamJUST’s approach
for participating in subtask A to differentiate between two sentences in English and classify them
into two classes: common sense and uncommon sense statements. Our approach depends on
ensembling four different state-of-the-art pre-trained models (BERT, ALBERT, Roberta, and
XLNet). Our baseline model which we used only the pre-trained model of BERT has scored 89.1,
while the TeamJUST model outperformed the baseline model with an accuracy score of 96.2. We
have improved the results in the post-evaluation period to achieve our best result, which would
rank the 4th in the competition if we had the chance to use our latest experiment.

1 Introduction

Natural Language Processing and Understanding (NLP/NLU) have great care of research, recently. Several
language models had been trained on huge data of corpora (Peters et al., 2018; Devlin et al., 2018), and
some benchmarks showed how methods display enhanced performance (Devlin et al., 2018). However,
most end-to-end trained methods on common sense, compared to people, are disappointing. For instance,
people can understand and recognize immediately that we can place an apple into a fridge, but cannot and
never place a TV into a fridge. Thus, for trained systems, it is much harder to recognize the difference.
Accordingly, it is essential to have the ability to evaluate how good a system is to recognize the sense
(Davis, 2017). Recent datasets have experimented common sense over tasks, for example co-reference
resolution (Ortiz, 2015) or subsequent event prediction (Zellers et al., 2018). They stated that a method
is prepared with common sense through testing if it can offer a correct answer where no added knowledge
to the input.

SemEval is the International Workshop on Semantic Evaluation, which is developed from SensEval to
evaluate semantic study methods. The 14th version of this workshop, SemEval-2020, has provided 12
tasks. We have participated in Task 4 - Commonsense Validation and Explanation (Wang et al., 2020),
which offers three subtasks with datasets in English. The main goal of this task is to recognize which
sentences are common sense. Further information about Task 4 and the datasets is given in Section 3.

This paper describes our model for participating in SemEval-2020 (Task 4 - Sub Task A). Our team has
built an ensembling system to select from two English statements that both have alike words to identify
which one is making sense and which one is not making sense. We have used four different state-of-the-art
pre-trained models (BERT (Devlin et al., 2018), ALBERT (Lan et al., 2019), Roberta (Liu et al., 2019),
and XLNet (Yang et al., 2019)), then we combined their outputs and used voting method for each model
to choose the shared output from each model. Our baseline model has scored 89.1 accuracies while our
improved model has shown significant performance over the baseline model with scoring 96.2 and it is
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0.8 away from the first ranked model. Our baseline model ranked 17 out of 41 teams while TeamJUST
would rank fourth.

The paper is constructed as follows: Related work is provided in section 2. A description for task 4 and
the datasets are presented in section 3. The architecture of our approach is introduced in section 4. The
detailed experiments are provided in section 5. Results and analysis are presented in Section 6. Finally,
the conclusion is in section 7.

2 Related work

In our digital world, there is an increasing need to manage the vast amount of text. Therefore, the
researchers are motivated to use the semantic knowledge to develop the models that can have a meaningful
understanding of text (Liu and Singh, 2004). In (Wang et al., 2019), the researchers released a benchmark
to test whether a method can distinguish the statement that is making sense, and find the reason behind
why a statement does not make sense. Moreover, the researcher in (Roemmele et al., 2011) highlighted
the importance of actions and consequences. They worked on finding the appropriate cause or outcome of
the evidence from given two replacements. All pieces of evidence and replacements are modest sentences.
For instance, ‘Evidence: The girl broke her toe. What was the reason for this?’ ‘Replacements 1: she got
in her sock a hole.’, ‘Replacement 2: she dropped on her foot a hammer.’

The task of Winograd Schema Challenge (WSC) (Levesque et al., 2012; Ortiz, 2015) required extra
commonsense knowledge. For instance, “The crown would not fit in the black suitcase because it was too
big (small). What was too big (small)?” “Answer0: the crown”, “Answer1: the suitcase”. Yet, they had to
estimate common sense incidentally and without explaining why this answer was true whereas the other
was incorrect. For example, the work in (Liu et al., 2017) used the technique of knowledge acquisition
and a common model of neural association. They extracted a big number of pairs of cause-effect from
different text corpus then the knowledge that was extracted was utilized to train the model of neural
association.

In (Mostafazadeh et al., 2016; Sharma et al., 2018) , the researchers developed a system to find out the
correct finish of a story from two sentences after the fourth sentence. On the other hand, the researchers
in (Ostermann et al., 2018a) provided a story text and different questions with two different answers
knowing that some questions need knowledge outside the truths stated in the text. They used two models
of unsupervised learning which were using only distributional information and the information of word
and used two models of neural networks that were supervised.

In (Sap et al., 2019), the researchers offered a great daily commonsense rational knowledge diagram
that had relations of nine if-then with variables, containing reasons and effects. They presented models of
neural networks that can learn to know about previous events that are not seen to produce their possible
reasons and effects in natural language. While in (Rashkin et al., 2018), the researchers suggested a new
task and corpus that discover the mentioned or unmentioned people’s aims and reactions beneath various
everyday circumstances. They used different neural models of encoder-decoder such as (convolutional
neural network and bi-directional RNN).

The goal of our system is to predict which statement is not making sense between two almost identical
sentences. Our system is different than the others by using state-of-the-art pre-trained models.

3 Task and Data Description

Task 4 (Wang et al., 2020) in the SemEval-2020 workshop offers three subtasks with datasets in English.
Subtask A is asking the users to build a system to recognize which sentences are sense from those that are
not. Each record of the provided dataset contains two sentences: [sent0, sent1]. The two sentences are
comparable sentences that are in similar syntax structure and only different in some words. One of the
two sentences is sense while the other sentence is not. Figure 1 shows an example of the training data. For
this task, the model has to detect which one is not sense.
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Figure 1: Task A Validation Example.

The task’s organizers have provided training, developing, trail, and testing datasets in English language.
They also have chosen the accuracy score as the evaluation criteria in this competition. Table 1 shows
the number of examples in each dataset. For evaluating our model and calculating the accuracy in our
approach, we have used the test dataset.

Dataset Number of examples
Train dataset 10,000
Dev dataset 997
Trail dataset 2021
Test dataset 1000

Table 1: Datasets of SemEval-2020 Task 4.

4 TeamJUST Model

Our model follows the workflow that is shown in Figure 2.

Figure 2: Workflow of the model.

4.1 Cleaning and Preprocessing Data

The dataset of training, trail, dev, and test have been converted to lowercase. Also, we have removed
additional whitespaces and special characters. Then, we have removed the punctuation and changed the
format of the dataset to csv format, with five columns and as follows: (A) guid: ID for the row. (B) label:
label for the row and it should be int. (C) alpha: column of the same letter for all the rows and it is not
used in the classification, but it is needed. (D) text a: the text for the sent 0. (E) text b: the text for the
sent 1.

We have noticed that the target labels in the training dataset are balanced, and each label (0 stands for
sent0 and 1 for sent1) has a count of 5,000. Also, we have counted the number of words in the dataset
before preprocessing and after it, Table 2 shows the count of words.

Sentences Before Preprocessing After Preprocessing
Sent0 77358 76775
Sent1 77407 76830

Table 2: Number of words in the datatset before and after preprocessing.
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From the table, we can see that the number of words in both sentences is almost equal. It is worth
mentioning that we have combined training, trail, and dev dataset together to train our model.

4.2 Extracting Features

After preprocessing step and preparing the dataset and before training the model, we have tokenized the
dataset by using the open-source framework Transformers (Wolf et al., 2019) with a maximum sequence
length of 128 and then changed the text to numerical values, which can be applied to the neural network.

4.3 The Model Architecture

After preparing the dataset and ensuring that it is ready to be trained in our model, we fed our data into
four sub-models:

Sub-Model1: The first sub-model trains the dataset by using the BERT model, which uses a bidirec-
tional Transformer technique (Vaswani et al., 2017). The transformer is a mechanism of attention that
learns the background relatives between words in a text.

Sub-Model2: This sub-model consists of the pre-trained model of ALBERT (Lan et al., 2019). The
ALBERT pre-trained model offers two-parameter decrease methods to lower the consumption of memory
and increase the BERT’s training speed by splitting the matrix of embedding into two lesser matrices and
using iterating layers divided among sets.

Sub-Model3: The third sub-model uses the pre-trained model of RoBERTa (Liu et al., 2019). It is
defined as a Robustly Optimized BERT Pretraining that adjusts BERT’s hyperparameters. It has the same
design as BERT but utilizes a byte pair encoding (BPE) as a tokenizer.

Sub-Model4: The last sub-model is XLNet pre-trained model (Yang et al., 2019), it is an extension
of the pre-trained model Transformer XL (Dai et al., 2019). It uses an autoregressive technique to learn
contexts of bidirectional via maximizing the predictable probability over the changes of the order input
sequence.

The predictions of the four sub-model are fed into a voting method to choose the answer. Figure 3
shows the structure for our system. We have used for each sub-model a training batch size of 20, a learning
rate of 4e-05, an Adam optimizer, a dropout of 0.1, with 15 epochs.

Figure 3: The structure for our system.

5 Experiments

We have experimented with multiple states of the art language models that have been trained on large
texts. In this section, we will summarize our experiments with their results, and then we will show the
result of the ensembling techniques.
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First Experiment: In our first experiment, we have used LSTM (Hochreiter and Schmidhuber, 1997) a
recurrent network architecture. We have cleaned the training dataset first and combined the two sentences
and changed the output to be a binary classification. For the optimizer, we have chosen Adam (Diederik
and Jimmy, 2014) and did not fine-tune the hyperparameters.

Second Experiment: For the next experiment, we also have applied LSTM, but with a different
optimizer, RMSprop (Tieleman and Hinton, 2012) and we have fine-tuned the hyperparameters.

Third Experiment: For the third experiment, we have chosen a deeper recurrent neural network,
BiLSTM, with RMSprop optimizer and we have fine-tuned the hyperparameters.

Fourth Experiment: In the fourth experiment, we have used the state of the art model BERT without
fine-tuning the hyperparameters. We have also combined the sentences.

Fifth Experiment: For the fifth experiment, we also have used BERT, but we have fine-tuned the
hyperparameters with selecting the bert-base-cased model.

Sixth Experiment: In the sixth experiment, we have continued using BERT, but we have used the
bert-large-cased model. It is worth mentioning that after preprocessing the dataset we haven’t combined
the two sentences, rather we trained the model on pair sentences.

Seventh Experiment: In this experiment, we have used the same techniques as in the sixth experiment,
but we haven’t preprocessed the dataset or cleaned it.

Eighth Experiment: For the last experiment, which is our winning the ensembling technique, we have
combined the train, dev, and trail dataset. We haven’t cleaned the dataset and used it as is. We have used
four different state-of-the-art pre-trained models (BERT, ALBERT, Roberta, and XLNet). Each model
gives a prediction. Then, we have used the voting method to choose the mot shared answer between the
four models. Figure 3 shows the structure for our system.

6 Results and Analysis

In Table 3, we can notice that when using ensembling techniques, we get higher accuracy compared to the
other experiments we used. We can see how different state-of-the-art models have the ability to evaluate if
a sentence is a common sense or not.

For the other experiments, when using different models of recurrent network architecture like LSTM or
BiLSTM, it does poorly identify the sentences which are against sense, even if fine-tuning them. On the
other hand, we can find a remarkable case proving that the fine-tuning process helps the model recognize
common sense.

Models Accuracy
First Experiment 62.0%
Second Experiment 66.3%
Third Experiment 68.6%
Fourth Experiment 87.1%
Fifth Experiment 87.9%
Sixth Experiment 91.4%
Seventh Experiment 91.7%
Eighth Experiment 96.2%

Table 3: Experimental Results.

7 Conclusion

We have investigated multiple experiments and used different models with fine-tuning them for evaluating
if a system can predict if a sentence makes sense or not. The evaluating models are trained on a large raw
text and we used four different state-of-the-art models. Results show how state-of-the-art models with
fine-tuning them can have a significant improvement in common sense tasks.
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