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Abstract

Mixing languages are widely used in social media, especially in multilingual societies like
India. Detecting the emotions contained in these languages, which is of great significance to the
development of society and political trends. In this paper, we propose an ensemble of pseudo-label
based Bert model and TFIDF based SGDClassifier model to identify the sentiments of Hindi-
English (Hi-En) code-mixed data. The ensemble model combines the strengths of rich semantic
information from the Bert model and word frequency information from the probabilistic ngram
model to predict the sentiment of a given code-mixed tweet. Finally, our team got an average F1
score of 0.686 on the final leaderboard, and our codalab username is will go.

1 Introduction

The rapid development of modern social media makes it possible for people to express their opinions
almost at any time. Detecting the sentiments of these views can roughly analyze the social and economic
development of the user’s current region, the psychological characteristics, interests and hobbies of people
of different ages, so as to facilitate the company to better deliver information. It is also possible to judge
the emotion and psychological characteristics of a certain type of users according to their statements,
so as to eliminate some adverse factors to the society. Many companies put efforts to concern customer
feedback to achieve better product optimization, and then win the trust of consumers.

However, in social media, speech is not required to conform to certain norms, so there are differences in
language and format. In some multilingual societies, when different languages are mixed, it is even more
difficult to detect the sentiments. In India and Spain, a number of bi-lingual hybrids produced many texts.
The process of switching text between two or more languages is called code-mixing and a significant part
is the mixing of the native language and English. The difference of language habits makes the problem
even harder. A quite number of people prefer to use nonstandard words like coooool rather than cool, thx
instead of thanks, which causes obstacles.

Code mixing has always been one of the most important directions of natural language processing,
and there is a lot of valuable research and a lot of good results in language identifying, POS tagging and
Named Entity Recognition of code-mixed from a lot of researchers (Bali et al., 2014; Kumar et al., 2018).
LSTM model shows great results in the sentiment analysis of code-mixing (Prabhu et al., 2016). However,
the noise of the code mixed data exists.

The model we propose in this paper combines multi-sample-dropout and pseudo label based on the
BERT. Besides, TDIDF is also adopted to get better performance. We compare different models to get a
higher F1 and the results show that the model BERT with pseudo label performs well when the size of
batch is 16. When the n-gram ranges from 1 to 3 helps the model more accurate. Overall solutions can be
seen in (Patwa et al., 2020)

The rest of the paper is organized as follows. The overview of sentiment analysis in code-mixed data is
shown in section 2. And in section 3, we explain the details of our model and the corresponding frames.
Section 4 shows the results of our models.

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/.
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2 Related Works

The phenomenon of mixed-use of mixing languages in the world is becoming more and more frequent.
Although most people use English on social media, many of them are mixed with languages other than
English. This poses a great challenge to traditional natural language processing. The combination
of mixing languages and codes brings some invisible difficulties to natural language processing(NLP)
tasks, such as word-level language identification, part-of-speech tagging, dependency parsing, machine
translation and semantic processing. In recent years, there have been many studies aimed at mixing
language processing, and they have made significant contributions to mixing languages or mixing code
processing.

In terms of language recognition, Banerjee et al. (Banerjee et al., 2014), Mandal et al. (Mandal et al.,
2015), Barman et al. (Barman et al., 2014), Das and Gamback (Das and Gambäck, 2015) have done
researches on mixing codes processing. And Vyas et al. (Vyas et al., 2014), Jamatia et al. (Jamatia et
al., 2015), Gupta et al. (Gupta et al., 2017) took a big step in the part-of-speech tagging. Wang et al.
(Wang et al., 2018) proposed three strategies to improve the multilingual translation framework quality of
multilingual neural translation models. However, none of these works can effectively solve the problem of
sentiment analysis in code mixed data.

With the rapid development of the Internet and the emergence of various social media, sentiment
analysis has become increasingly important. The importance of sentiment analysis or opinion mining for
the entire business and society has expanded from computer science to management science and social
science, such as marketing, finance, political science, communication, health, and even history. Since
the beginning of 2000, sentiment analysis has become one of the most active research areas in the field
of NLP. In recent years, there has been a breakthrough in deep learning. The sentiment analysis task in
the NLP field has gradually introduced this method and has formed many best results in the industry.
Zheng and Xia (Zheng and Xia, 2018) adopted the LSTM model based on context2target attention, and
conducted targeted sentiment analysis by capturing the most important words in the left and right context.
Joshi et al. (Prabhu et al., 2016) used sub-word-level representation in the LSTM architecture, which
produced the most advanced results compared to other traditional machine learning models and models
based on word polarity. Traditional deep learning models often have certain limitations in processing
speed and accuracy. So we came up with a model that combines multi-sample dropout and BERT-based
TFIDF, and the model performs very well.

3 Methodology

Our model is based on the Bidirectional Encoder Representation from Transformer (BERT) and Frequency-
Inverse Document Frequency (TF-IDF) for detecting sentiments. Bert can learn the semantic relationship
in the text, and TFIDF technology can better learn the relationship between word frequency and label.
The difference between the two provides theoretical support for the model integration we use later. In
addition, in the Bert model, we adopted pseudo label and multi-sample dropout, both of which make the
model accuracy much improved. Pseudo label was adopted during the training. We divide the training
data into 5 folds and use the cross-validation for improving the training. A multi-sample dropout was
adopted to avoid overfitting and accelerate training and improve generalization. Our model was conducted
with the following details.

3.1 Bert Model with Multi-Sample Dropout and pseudo Label Strategy
Bert model is a commonly used pre-training model technique in the NLP problem recently, but on the
premise of the mixed Hindi-English language of this track, it puts forward higher requirements for the
Bert model. In this track, we tried the traditional English Training model and multilingual Bert model,
from the perspective of the model on the test set, the traditional Bert model is better. The introduction of
the two is shown as follows.

BERT is proposed in the google research team (Devlin et al., 2018). This is a method of pre-training
language representation that trains a general language understanding model on a large number of textual
data, and then uses this model to perform the desired NLP task, the structure is shown in Figure 1. Two
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steps, pre-training and fine-tuning, are contained. During former one, unlabeled texts is trained. All the
parameters are initialized in the pre-training process and then fine-tuned in the detecting sentiments in the
latter period. In this task, we did experiments with different models, BERT has higher learning rates than
other models on detecting sentiments and chooses BERT as our basic model.

Figure 1: Bidirectional transformer architectures of BERT

Multilingual BERT aims to treat all target languages with the same model and weight (Pires et al.,
2019). Multilingual BERT builds a vocabulary that includes all the target languages to avoid different
words in different languages. The structure of the Multilingual BERT encoding part is the same as BERT
and is shared among all languages. Task in the process of the training is still the BERT masked language
model in which each sample is a single paragraph, all language interval training in the form of multitasking
which does help in migrating across languages. BERT is more frequently used when certain language is
more than others.

Dropout is commonly and regularly used in deep neural network(DNN). Dropout randomly ignores
some neural to avoid overfitting. Multi sample dropout creates multiple dropout samples and then averages
the loss of all the samples to get the final loss while in the traditional dropout selects a random set
of samples from the input for each round of training (Inoue, 2019). This approach simply replicates
parts of the training network after the dropout layer and shares the weights between those replicated full
connection layers, without the need for new operators. This proposed method can be easily implemented
in to our language model. After adding multi sample dropout to BERT, the model stability improved a lot.

Pseudo-label technology is a common semi-supervised learning method for expanding data. After the
model is trained with the labeled training set, the label of the test set is predicted. We call part of the
test set data and the predicted labels as pseudo data, and then they are added to the original training set
for training. Labeled data often means high cost and difficulty to obtain, but unlabeled data is large and
cheap. The pseudo label plays an important role in improving the accuracy of decision boundaries and the
robustness of models.

3.2 SGDClassifier Model with Char-level and Word-level Combined TFIDF Method

TF-IDF is a commonly used weighting technique for information retrieval and data mining, used to
evaluate the importance of a word (Ramos and others, 2003). TF indicates the frequency of entries in the
document. The main idea of IDF is: if there are fewer documents containing the term t, the IDF is larger,
which means that the term t has a good ability to distinguish between categories, suitable for classification.
We used TF-IDF in the classification process and continuously fine-tune parameters. Finally, we chose
word n-gram = 1-3 and char n-gram = 4-6, and concatenate them to achieve a good performance, the flow
is shown in Figure 2.
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Figure 2: Flow of text representation based on TFIDF

SGDClassifier refers to the method of stochastic gradient descent for classification. SGD is mainly
used in large-scale sparse data problems, often used in text classification and natural language processing
(Kabir et al., 2015). Each iteration randomly extracts one sample from the training set. In the case of
extremely large sample sizes, it may not be necessary to extract all samples to obtain a model with a loss
value within an acceptable range.

3.3 Ensemble Methodology
The ensemble is a machine learning method that integrates a variety of basic models or weak classifiers to
complete the final decision, which can improve the accuracy of various machine learning tasks. Here, we
used the blending method, trained different base models with disjoint data, and averaged (weighted) their
outputs (Grady et al., 1999). Blending linearly merges the results of the learned basic learner without
cross-validation of k times to obtain the stacker feature, so it is simpler and can prevent information
leakage.

4 Experiments and Results

The final model results are shown in Table 1. Although the corpus (Patwa et al., 2020) is a Hindi-English
mixed language, compared with multilingual Bert, the model pre-trained by English still performs better,
because the English words still account for a large proportion in the dataset. We use a batch size of 16 and
fine-tune for 7 epochs over the code-mixed data and the fine-tuning learning rate is 5e-5. The ensemble
model refers to the blending of Bert model with pseudo label and TFIDF model with a weight of 1: 1,
which was developed after exhausting the leaderboard.

Approach Negative-Class
F1 Score

Neutral-Class
F1 Score

Positive-Class
F1 Score

Leaderboard
F1 Score

Multilingual BERT 0.690 0.636 0.734 0.685
SGDClassifier with TFIDF 0.691 0.634 0.737 0.686
Bert 0.696 0.668 0.783 0.715
Bert with pseudo label 0.738 0.658 0.787 0.725
Ensemble 0.746 0.667 0.789 0.731

Table 1: Test set results for different models
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5 Conclusion

Sentiment analysis is one of the important means for us to understand society, especially the processing
of multiple languages. In this paper, we used Bert, Multilingual Bert, SGD classifier with TF-IDF and
ensemble method to analyze the sentiment of English documents mixed with India. The Bert model with
pseudo label strategy performed best,and the ensemble model reached 0.686 in the leaderboard. The
results of the competition showed that our model has a good effect on the sentiment analysis of mixing
languages. However, there are still some deficiencies in model optimization and parameter setting. In
the future, we hope to be able to process documents mixed in more languages, optimize and extend the
method to more aspects to learn more rich features in various languages.
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Amitava Das and Björn Gambäck. 2015. Code-mixing in social media text: the last language identification
frontier?

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2018. Bert: Pre-training of deep bidirec-
tional transformers for language understanding. arXiv preprint arXiv:1810.04805.

Joseph Grady, Todd Oakley, and Seana Coulson. 1999. Blending and metaphor. AMSTERDAM STUDIES IN THE
THEORY AND HISTORY OF LINGUISTIC SCIENCE SERIES 4, pages 101–124.

Deepak Gupta, Shubham Tripathi, Asif Ekbal, and Pushpak Bhattacharyya. 2017. Smpost: parts of speech tagger
for code-mixed indic social media text. arXiv preprint arXiv:1702.00167.

Hiroshi Inoue. 2019. Multi-sample dropout for accelerated training and better generalization. arXiv preprint
arXiv:1905.09788.
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